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Perform infrastructure checks.

Check the protocol settings on
the storage system.

.

Check the network settings on
the data switch.

v

Check the MTU network setting
on the storage system.

.

Check disk throughput and
latency.

.

Check throughput and latency
bhetween nodes.

!

Manage workloads.

Identify remaining
performance capacity

'

Identify high-traffic
clients or files.

v

Guarantee throughput
with Qos,
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ONTAP NFS TCP Z[CH M& 37| E &QIstMR

NFS2| 22 47| & M7[of Cist TCP |Cf M& 37|71 s EXME 22 & A=K 2ol
= JELICH 37|17t dsS ANotettil M2tE|M 37|18 53 & JASLICHL
Al&FSE7| ol
* 0| XA2 seistH™ S AE 22X #oto| JA0{0F BfL|LC,
* O] o= ng Aot 2l HHS AHEsloF gL LC.
CHA|
(A= L EERE
HE ma|ya|x| 23
2. TCP 2|t M& 37V|E #QlgtLCt.
'vserver nfs show -vserver_vserver_name_-instance'
3. TCP 2|t M& 37|71 HE =2 R 37|E s3LICL
'vserver nfs modify -vserver_vserver_name_-tcp-max -xfer-size_integer '
4. fe| Hot SFOZ EO01IHY:
'Set-Privilege admin’&IL|Ct
o
CtS olo[A='VM1’S| TCP £|CH M& 3 7|8 10485762 2 HATILICE.
clusterl::*> vserver nfs modify -vserver SVMl -tcp-max-xfer-size 1048576
ONTAP iSCSI TCP &{7|/A 7| 37| =2l
|SCS|O| ‘?‘ TCP 7|/M7| :'7| oo 1T = oo AN gl-ol_lg

=olot0] 27| MHO| 45 2RIS MM YEX
[=1
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=
= UAGLICE 27|17t 2H|2] Helo|H =Fgh £~ ASL|Ct.

ME Z2|L2|X| 15



2. TCPRER 37| MXg =holgtL|Ct.

=)
'vserver iscsi show-vserv, er_vserver_name_-instance'
3. TCP & 37| ¥4¥g sFeLCh
'vserver iscsi modify -vserver_vserver_name_-tcp-window-size_integer '
4. ztg| Hsto 2 Z0t7}7]:

'Set-Privilege admin’&L|Ct

off
CHS ofoi M= 'vM1'e] TCP 2= 37|Z 131,400HI0|E2 HASIL|LCT,

clusterl::*> vserver iscsi modify -vserver vsl -tcp-window-size 131400

1. CIFSCHE &84 d¥g ®ds
'vserver cifs options show -vserver_-vserver _name_-instance'

2. CIFSCIEEM MF

o

SRBILICE
'vserver cifs options modify — vserver_-vserver_name_ — max-MPX_integer _'

o
CH2 ool M= 'vM1° el 2|t CHESS 4! S48 2552 HFlC}

—

clusterl::> vserver cifs options modify -vserver SVMl -max-mpx 255
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1. O{HE|Z Q2! MEfZ F3:

'network fcp adapter modify -node_nodename_-adapter_adapter_-state_down_'

Ol CHet XEMIBt LH2 2 network fcp adapter modify "ONTAP E& R EQILICHE RESHYAIL.

2. ZE O{™E Q| 2T £ E =eletL|C}.

FCP O{®E{ show-instance(FCP 0{'#E{| show-instance)

ol CHSE XtM|Bt LHE 2 fcp adapter show "ONTAP H&E EZQILICHE HZSHYUAIL.
3 LR FQ EE £EE WAL

'network fcp adapter modify -node_nodename_-adapter_adapter_-speed{1|2|4|8|10|16|auto}'
4. OB E 2210 Z MetgtL|Ct

'network fcp adapter modify -node_nodename_-adapter_adapter_ - state up'
5. O{HE{0]l A= HE LIFE 2212102 MetgfLct

'network interface modify -vserver * -lif * {~-home-node node1 -home-port e0c} -status -admin up'

mjo

Ol CHSt XEMIBH LH2 2 network interface modify "ONTAP E& EZEQILICHS RZSHUAIL.

o

CHZ Oflofl A= node12] {RIE] 0de| LE £ E 2Gbps=E HASLICY.

clusterl::> network fcp adapter modify -node nodel -adapter 0d -speed 2

HIO|E] A2|X|0f| A ONTAP HERIZ AT S &lStNR

S20|HE, MH S AEZ|X| A|IAE(F, HERI ASXIE)YM SLTHMTU MHS
SX|SHOF SHX|2t Ms0| @2 FX| UAEE NIC 8 AKXt &2 FZHHESRA EIHfOIﬁ%
Z|CH MTU 2t 2 MA|of &L},

AAol M52 doeH HEQTQ RE 714 @47 ME Z|(9000HI0|E IP, 9022HIO0| E 0|4l Z3h2
E =%t & Qloj0of TIL|C H|O|Ef AQX|= XA 9022HIO|EZ MAS{0F 8FX| 2t CHEEO| AQ|X|0f|AM LEEQl Zf
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o
1. HloJE] A9I%|9] AL MTU 37|17} 9022 0|40 2 MEE|of Q=X| EolgL|ct.

KtMISt I8 2 291K SSYM EHME FZIHAI2.

AEZ|X| A|ARI0|A ONTAP MTU H|IERIZ HF S =QlstM Q.
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A HAS 4 QELICEH 22| HEYY I MTU AXE 150002 MAE|0] QX Tt H|O|E
E<|3 MTU 37|= 90000|0{O0F BtL|C}.

HZEIHAE THQl LfS| BE ZEE MTU 37|17t SYSHH eOM ZE X{2| H2| E2HLS H|Qstn AELICH EET}
broadcast-domain2| 2E 21 AL broadcast-domain modify @82 AF25t0 M=l broadcast-domain LH2| 2 &
ZEO| chst MTUE HZSHCL

NIC 3 GIOJE| A2|X|et 22 B2t HIEQIS K= UE/I J=XQIEHLH £2 MTU 27|2 BF = ASLICH
KtMISt 182 & "HIOIE] A2(X[2| HIERID 2E S 2fQISfLILHEZSHMAIL,

EHA|
1. AER|X| A|ARIGA MTU ZE MHS 2tolstL|Ct,
HE<$3 XE show-instance
Ol CHet XEMIBt LH2 2 network port show "ONTAP EHE EHZEQULICHS HZESHMAIL.

2. TEO|M A= HEEIWAE EHQIQ] MTUE HASTHL|CT

'network port broadcast-domain modify -IPSpace_|IPSpace_-broadcast-domain_broadcast_domain_
-MTU_new_MTU_'

o
CtS WHlME MTU ZE AHES 90002 2 HATIL|CE.

network port broadcast-domain modify -ipspace Cluster -broadcast-domain
Cluster -mtu 9000

ONTAP C|A3 2|2 2l 7| A2 &ol

So|AH LEo| O[A3 M| B XA AZH HIER S elstt] 22X sHES KEe +
OI¢L||:|.
=] .

set -privilege advanced

2. C|A3 M2|Z U X A2 HIERIS gfolstct.

|
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statistics disk show -sort-key latency

o
CtZ OIRI= ‘cluster1’2| 'node2’0il et 2f AFEXFQ| 17| EE= MT| 2Ol & AHIE HAIRLICY.

::*> statistics disk show -sort-key latency
clusterl : 8/24/2015 12:44:15

Busy Total Read Write Read Write *Latency
Disk Node (%) Ops Ops Ops (Bps) (Bps) (us)
10.20 node?2 5 3 2 95232 367616 23806
10 node2 5 3 2 138240 386048 22113
1.10.6 node2 3 4 2 2 48128 371712 19113
1.10.19 node?2 4 6 3 2 102400 443392 19106
1.10.11 node?2 4 4 2 2 122880 408576 17713
Bel M
* B CIAS BAP

ONTAP X2|2 8l L= ZF X[H A|ZH 2ol

'network test-path' BE S AIE5I0 HESR S Hx oM S AMEHSIHLI E ZHHERIS BEE
CIA| Ztolgh &~ QIGLICH S2HAH ZH L E = S2AH W LE 70 HHE S Adle
UASLILCE.
AIEFS7] FHof
* O] P2 st H S AE 2| Xto{of ULt
* O] 2Holl= ng Mot 2l HHo| LRt
* QIE 22 AH FEQ ER AA SHAES A 2 AHE T[o{2IsHOF BLICE.
Of =tofl CHaK
LEZHHESRS d50| 32 70| CHSt 7|CHX|E SFSHK| Zot= 227t '%'—ltf 0|2 E0{, SnapMirror S|
ZA0M = 5 Y= 2 C0|E & R0 thot 1Gbps?| ME = AA Z2{AEQL CHAN 22{AF 7to)

10GbE 3o+ X[5HX| g5 LTt

network test-path 3HS AIE5H0] = ZH M2[Zat th7] AlZtS ZHE &= ASFLICH SAH 2 & = SEAH
L L= Zhofl BE S e &= ASLICH
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Of EAELE CLIO[E{7} LIEYS ZRE ESA|7|7| Hi20f, NAH0| AL F0| ofd mjLf =C 2t
(D ui=e= sapmol s=sinl w8 o= S Sasor HUIC 10x 3 HIAS Alzio] Zateict
HH2 ONTAP 9 'L & ZHol| 2 Meiet &~ &L|CY.

MM f' SN2 HERD Z2E Soff A 0l 2 RAS AEeL|CHoll: #F thaboll thet SnapMirror =X E
2lst "AsyncMirrorRemote”). R 82 HAEO| AHEE|= C|0|E2Q] &S LIEFHLICE CHE HoM= MM RS
HolgfL|Ct.
NE H Ml
AsyncMirrorLocal 2 MEHBIL|C} ST FHAEZQ| L. E 7t0l| SnapMirrorZt At 3dtH=
MEALICH
od
AsyncMirrorRemote & EZESHYAIR MEZ CHE EHAH E 7t SnapMirrorZ} A& StH=
A2 RY)
RemoteDataTransferS A X5 A|2 ONTAPOl| A STt 22HAES| LE 7t 1H O|0|E

HMAE ?foh AHESH= BEH(M: THE =22 =&
MEE ohof Chall .l =0l NFS 2H)

1. DF At Uz WY

[N -]
ME Z2|L2|X| D5

2. .C 7hHa|2k 3 XA AJZH S

— — o

'network test-path-source-node_source_nodename_|local-destination-cluster_destination_clustername_-
destination-node_destination_nodename_-session-type

Default|AsyncMirrorLocal|AsyncMirrorRemote|SyncMirrorRemote|RemoteDataTransfer'

AA LEE 23 Sa{AE0| QU0{oF SILICH A} L= 22 S3{AH £ Tjoj2lsl Za{AE S &
AELICE. -source-node’| "local" 2 HHS 4 %'0}._ L EE X|™EL E}

I:I-':' TS =
|

= BHS HYSIH 22 22{AE9| =11t 22{AE{29] - E32| SnapMirror & =H| Z0i Ciet X2|2Fat
X|H AlZto] ZFELICt.

clusterl::> network test-path -source-node nodel -destination-cluster
cluster?2 -destination-node node3 -session-type AsyncMirrorRemote

HE ZH(EE MF A2 A8 S2l ONTAP HEO| [h2f CHE &= AZ):



Test Duration: 10.88 secs

Send Throughput: 18.23 MB/sec
Receive Throughput: 18.23 MB/sec
MB sent: 198.31
MB received: 198.31

Avg latency in ms: 2301.47

Ofl CHSt XEMIBt LH2 2 network test-path "ONTAP EE HZEQUL|ICHS HXSIMAIL.
3. BHa| Wto = Eo7}y-

—

'Set-Privilege admin’&L|Ct

xeig ol 3
H50| A2 140 thst 7|THE SR 4 B2 LE 45 SIS Solstn, ALg THst 52 At
HIEZ0IM RIS H2I5t1, A9I% MHS eolsts SO B2 S8efof BHLICH

HIAZE e

L—

ONTAPO| H0} = M5 S22 AlHSHL|C}

M5 82 5 FLOOIR £ 2anol Ya2E M50 X AZte| 2wyl Hoj et
Of2AO|E0] BIXIZ & QU= Xfelo| &S ZUELITE S2AEOIM AR J153t 5 828

Of Zteiof Chat

-object’ M0 Lt S M0 KR S SHE &5t EAlE = ASLIC.

* CPU2| &2 resource_refLOMSK cpu'L|LC.

* Aggregate®| 29 RESOURCE_LOBLOM®_aggrdLICt.

System Manager % Active 1Q Unified ManagerE AH25t0{ 0| XtA S k28 £ USLICEH
oA
1. 05 Aot 2f|H= HE:

ME Z2[22[X] 28

2

—

2. HAIZHOR

Okl
om

A 47 AL

'"£7| A%} — object resource_refo®$_cpulaggr'

Ol CHet XtM|St LHE 2 statistics start "ONTAP & EHZEQULICHS HXSHYUAIL.
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3. HAZH R S EA FE AL

Jo

'tortistics show-object resource_fre®{ 3 _cpulaggr'
4. ga| Agte=z S0kt

'Set-Privilege admin’&L|Ct

o
CHE Ooilofl= S AH 29| Hat AL AlZHOR S S4|7F HAIE LT

Optimal_point_Utilization 7F=2E{0{| A Current_Utilization 7}2E{Z A = =0 CHSH AL 7t53t Ms 222 A
2 UZLICE O] ool M= CPU_sti2520-2132] AFRE 20| -14%(72%-86%)E, Ol= CPUZ} K|t 1A|ZF S0t

X AEEIAS S LIEFLICE

22 HEE O @l 7|7t WSt o2 7| 2l 'ewma_daily', 'ewma_weekly', 'ewma_monthly'E X|&&
olAL|C}
M H .



o

sti2520-2131454963690::*> statistics show -object resource headroom cpu
-raw —-counter ewma hourly
(statistics show)

Object: resource headroom cpu
Instance: CPU sti2520-213
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-213

ewma_ hourly -

current ops 4376

current latency 37719

current utilization 86

optimal point ops 2573

optimal point latency 3589

optimal point utilization 72
optimal point confidence factor 1

Object: resource headroom cpu
Instance: CPU sti2520-214
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-214

Counter Value
ewma hourly =
current ops
current latency

current utilization

optimal point latency

0
0
0
optimal point ops 0
0
optimal point utilization 71

1

optimal point confidence factor

2 entries were displayed.

CHSE XM LI statistics show "ONTAP HZ EXQILICHE AERSHMA|L.

ONTAPO|A| EE{LI0| =2 Z2I0|HE L= oYU S AMHESH|C}

ONTAP 2 7iH| 7|=2 AHE5I0] SndH o= B2 &9 oA EciE HEYS=
SC0|YUE E= oS MEY 5= ASLICE ol2{et "& 9" S2H0|YUE L= o s MES

10
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- SR AE0]| HMASH= 49 S2H0[AE HI|:

'tortistics top client show -node_name_-sort-key_sort_column_-interval_seconds_between_updates_
-iterations_-max_number_of instances '

CtE FE2 AASHA 'cluster1’0f AMASH= &9 22H0|AETH EAIELICE

clusterl::> statistics top client show

clusterl : 3/23/2016 17:59:10

*Total

Client Vserver Node Protocol Ops
172.17.180.170 vs4 sideropl-vsim4 nfs 668
172.17.180.169 vs3 sideropl-vsim3 nfs 337
172.17.180.171 vs3 sideropl-vsim3 nfs 142
172.17.180.170 vs3 sideropl-vsim3 nfs 137
172.17.180.123 vs3 sideropl-vsim3 nfs 137
172.17.180.171 vs4 sideropl-vsimé nfs 95
172.17.180.169 vs4 sideropl-vsimé nfs 92
172.17.180.123 vs4d sideropl-vsimé nfs 92
172.17.180.153 vs3 sideropl-vsim3 nfs 0

Ofl CHSt XEMIBt LH22 statistics top client show "ONTAP E& EZEQULICHE EESHYUAIL.

te &9 TS SLt.

Of

- SHAEM HMA

'tortistics top file show -node_node_name_-sort-key _sort_column_-interval_seconds_between_updates_
-iterations_-max_number_of instances '

Ct2 BES HASHH ‘cluster’0fl M UM AE[= X[ 49| TFUO| EAIELICE,
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clusterl::> statistics top file show

clusterl : 3/23/2016 17:59:10

*Total

File Volume Vserver Node Ops
/vol/voll/vml70-read.dat voll vs4 sideropl-vsimé 22
/vol/voll/vmé69-write.dat voll vs3 sideropl-vsim3 6
/vol/vol2/vml71.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/vml69.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/pl23.dat vol2 vs4 sideropl-vsimé 2
/vol/vol2/pl23.dat vol2 vs3 sideropl-vsim3 2
/vol/voll/vml71.dat voll vs4 sideropl-vsimé 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim4 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim3 2
/vol/voll/pl23.dat voll vs4 sideropl-vsim4 2

ofl CHet XtM|Bt LHE2 statistics top file show "ONTAP EE EZQULICHES RZSHMAIL.

QoS= Nz|zF 2%t
ONTAPO|A QoS 7R E Edl Hz|2ks EZetL|Ct

AE2|X| QoS(MH|A EF)E A8 2 YIZE0| 50| CHE I ZE0]| ofs X{St=[X|
U E HESH > JUGLICH 2™ YR 0] CHet throughput_ceiling_ S A& SH0] A|AH]
2|20 0[X[= S HMetot7 L SRt AI =0 Tt throughput roor & 28519
B R2ZE9 270 2ABI0| 2|4 Me|F SRS 28E + ASLITH St 9 2ZE=0
CHoH M&at HieE 28 & JASLICH

He|2 2= (QoS (o)

M| det2 I A=E9 M2[ZHE £ IOPS EE= MBps, & I0PS % MBps2 A|etefL|Ct. of2ff JZlo M=
HIZL 29| Me|F dets Sl FI2ZE 12t 30| "2 EX[" == BLCf

policy group_2 StLt 0] &2 -rF'E':Oﬂ et Me|g =S JHOIﬁ”—llif °43§EE _2AE2|X]| Z4H|of st A=A
AUS LIEFHLICH _ 28, Y, gtree = LUN 2= SVMQ| 2 & 28, IHY, Qtree EE= LUNQILICH HM OES
g‘éﬁ%* o &etS XYSHAHU AIZEE E'—IH%‘OPOEI x| U7tx] 7|cke 4 UALIC

9= 2 C0f chet Halziol XFE A HcH 10% £ute 4 YBLIC S8, 22 Latof cht
(D) Helzol 22spil ¥ A2 olg JBLICH HES HAES X2|3517] 96l 2t 50% 74K Zote
4 QBLICH £30] Ao 150%7Hx] FH=|B EH 1= S0 A HAE L grasiL|ct

12
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Befare QoS Boot Starm

i
5
E
=
a
After QoS — Ceiling Boot Starm
—— e = —
SEI e S -
-.____—-———_———-—.__________' E
£
o
______________________________ o

el

X2 £ X% (QoS Min)
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clusterl::> gos statistics performance show

Policy Group I0PS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg_app2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
__System-Background 30 OKB/s Oms
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Ofl CHSt XEMIBt LHE2 qos statistics performance show "ONTAP E&E & X2
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clusterl::> gos statistics workload performance show
Workload ID IOPS Throughput Latency
-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
__USERSPACE_APPS 14 55 10.92KB/s 236.00us
_Scan Backgro.. 5688 20 OKB/s Oms
ol CHSk XtM|Bt LHE 2 qos statistics workload performance show "ONTAP E&E EZEQILICH'S
LRGN L.

HHEZ AL QoS |FZE0] CHEt XhM[et X A2t EAE & & gqos statistics
@ workload latency show UZFLICE Of CHSt XpMISH LHE 2 qos statistics workload
latency show "ONTAP E&E EZEUL|ICH"S EERSIHMA L.

HE3Y QoS M 5= MESHH =& 7|0 & Xe|g detido[Lt et E XS 2
AHSI0| 28 37|71 HEE|H2HE IOPS Of TB/GB HIE2 |XIg = JELICE Ol = 2
HHEO| A =4 foi= =7 JHO| 2t BotE e|e i &FEet O™ LICE

AlZfot7] FHof
* ONTAP 9.3 0|&2
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* “expected-iops 2 El TB/GBY Ol & £|2 IOPSYILILCE.

‘expected-iops’ & AFF EHZUMDT BEELICE. “expected-iops®
(D AS2t Yol rgsreE MHEE0 /U FZIREN =50| gl= d0Tt
FabricPool®|| CHSH HZEIL|ICH. “expected-iops’ SnapMirror &7|4

A gl =&l thol =EFeLCt.

* ‘peak-iops 2| ALl AHE El TB/GBY 7+s3H Z[CH IOPSRIL|CY.
* 'expected-lIOPS-allocation’2 €&l SZH7Z|224)0ILE AFEE 37HE Ol & I0PSO| AL EX| 62 E K- EL|LCE.
@ ONTAP 9.5 O| &0l A{ '0i| &} IOPS ZE'S AH8E o= USLICH ONTAP 9.4 0| H{THO M=
X2 E|X| gt&LICE.
* peak-lOPS-allocation2 peak-IOPSE ¢?lo 22HEl S 7t AAREl S7HTI22N)E AEEX| R E
« "o 2|2 10PSE HLi 2|4 I0PSS| £+ULICE O] HEE= 0 22 AER|X| ZA|2L S AHE Y 4= JUSLICEH

ML I0PS7} A A=l of| A IOPSELCH 3 M peak-IOPS2t expected-IOPSE 25 XHH Q| EHL|Ct,

of|E£ =01, 'expected-IOPS’E 1,000 IOPS/TBZ &35t 2& 37|7t 1GB 0|2l HL ALl 'expected-
IOPS’= IOP7} 24 40| ElLICt ALt T{3 |OPS= O 20t M M2 H|ZIL|Ct. ZHrH-%|A-IOPSE &
o= HFESHH 0|2{2 XS LA = ASLICL

* 28 37| = ofE2A0|M LEEH 25 37| XY ELICE 7| 2242 32KRULICE K23 22 8K, 16K, 32K, 64K,
anyLICt. Any= 25 37|17t ME5|X| ¥S2 o|0|ghL|Ct.

7|2 HSH QoS HM 15

[

— - —

HOf| Lot A= AME M 71X 7|2 MSH QoS M IFES MEEY £ JAFLICE ofz{et M OFS =& HF
ol

7|2 M& JFL|Ct ol &t IOPS/TB A|CH IOPS/TB HCH %A |IOPS
"ol AEZ| 6,144 12,288 10004 L|Ct
THIIHA 2,048 4,0967H 5009!L|C}

2 128 512 752
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=B QEZ[0|M SVM2| QoS H[etS MZetsty, HARE 2tE Tt AE2|X| 2|aA0 Y Stx= SA0

0| F2|EIZ |IFZ2E9 M &#9|E XY + ASLICL
CHS 7HAl Aol CHall SE & QoS &A0| X2l EL|Ct.

* SVMOf| Z&El SVM U FlexVol EE= FlexGroup 5.

* =8 LH9| FlexVol £ FlexGroup =&t gtree.

™ol A+EELICt.
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o — 11—

SHE QoS WMo FS X JHse 7hy RIsHel

Ct2 HOl= St Aol LIE |0 ASLITH.

LSS gYdt=s 32, J2H MM OF0 2ee o~ lELCt
SVME M OFO=Z 0|S¢L|Ct SVMOf| ZEHE 2 E X A
ONTAP 9.18.12 & F2 < svMo||
@ T 3H=l FlexVol % FlexGroup 252
MM OF0| g o~ JASLICEH
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=52 T8 2E ZEEO0|Lt X4 LUNO| ZgtEl SVMLICE
ONTAP 9.18.1 0|42 &% Z0I A2
E80| ZTgEl svME M O50| g2y

() #+ UALICh 3 Flexvol £

FlexGroup 2E2| qtreeE &2
AL

M JE0| LUNS RIFgLICt LUNS Z&fots 28 £= SVM

mus FM 2500 MESLICH ool ZotEl 28 L= SVM

EHA|

1. M3d Qos ZM O1F2 WMSLICE

'QOS adaptive-policy-group create-policy group_group_-vserver_SVM_-expected-
IOPS_number_of IOPS_/TB|GB-peak-IOPS_number_of IOPS_/TB|GB-expected-IOPS-allocation-

space|used-space-peak-peak-lIOPS-allocation-space|used-space-space-absolute-min-
64K_K _number_ K _number_K number K K number|K_K K number|K_MBIK _

Ol CHet XEMIBt LHE2 2 qos adaptive-policy-group create "ONTAP EHE EHZEQULICHS HZSIHMAIL.
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(D ONTAP 9.5 0| A0l A "-expected-IOPS-allocation' & "-block-sizeS AF2E 4= QIC} 0|43t
ZMHE2 ONTAP 9.4 O HZHMO| M= X=X F&L|Ct.

= oo= 300 IOPS/TBZ HH &l adpg-app1 Adaptive QoS MM 1&, 1,000 IOPS/TBE MM E
-peak-IOPS, AHEEl 3Zto 2 MH El -peak-IOPS-allocation, 50 IOPSZE A X &l -absolute-min-IOPS & X4
= =

— =,

I-C’ HZl 2 IB‘H I-E
25

clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

2. ¥8¥ Qos BM 1S £&0 MELICL

'volume create-vserver SVM-volume_volume_-aggregate _aggregate -size_number_of TB|GB-QoS-
adaptive-policy-group_policy _group '

ofl CHet XtMIBH LHE 2 volume create "ONTAP E& AHZTQULICHS HXSHUAIL.

CHS Y2 Adaptive QoS MM 1.& 'adpg-app1'S =& 'app1’0ll HEELILCE.

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl
-size 2TB -gos-adaptive-policy-group adpg-appl

CH2 HE2 M 25 appa2t 7|1Z 28 app501| 712 ’%%34 QoS M 11 E "extreme"S HMELICH. WX 1 F0
Cifof elEl X2 Arste 28 app4 % app50il ZHEX 2 MEEL|CH

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggré
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume appb5 -gos-adaptive-policy

—group extreme

ONTAPOIAM M3 M OF HESS SFeLICt

ONTAP 9.13.15E HS¥ 4 18 HZ31S AZoto SVM 2ol A X2|Z oista 4ot
g 4 YL

—_—

* HSY M OF HZ312 7|2 HMYULICH apgl. HMS AREX| £HE 4 USLICH CLI & ONTAP REST
APIOI AT AES & 71 J|E SVMOl|Zt MY 4 UALICH
- M2 HM 1 WEAS HMS M S SYMOIA A4E{LE SYMSZ 0fo| 130 MEl ZE0 e
O
T

H o=
St SVM°I 7|1E E2B2 7|E ZHIE RXIRLICE
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OfJ2[AH0|EL| SVMO| M3H MM O F HIES 2 FI71e £ UX[TH X2[&F +F0| MEE|X| t&L|Ct

* SVMO| MetroCluster 7+4 EE= SnapMirror A0 Q= 32 MS8d M OF BES0| 0[2HE SVMO||
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HEELIC

SVME £Fol0l HSY MM 18 WBS

-group-template apgl

ol

SLICE vserver modify -gos-adaptive-policy

. HHo| MHE|R=X| 2QIBILICtH vserver show -fields gos-adaptive-policy-group
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