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sti2520-2131454963690::*> statistics show -object resource headroom cpu
-raw —-counter ewma hourly
(statistics show)

Object: resource headroom cpu
Instance: CPU sti2520-213
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-213

ewma_ hourly -

current ops 4376

current latency 37719

current utilization 86

optimal point ops 2573

optimal point latency 3589

optimal point utilization 72
optimal point confidence factor 1

Object: resource headroom cpu
Instance: CPU sti2520-214
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-214

Counter Value

ewma hourly -
current ops
current latency

current utilization

optimal point latency

0
0
0
optimal point ops 0
0
optimal point utilization 71

1

optimal point confidence factor

2 entries were displayed.
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'tortistics top client show -node_name_-sort-key_sort_column_-interval_seconds_between_updates
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clusterl::> statistics top client show

clusterl : 3/23/2016 17:59:10

*Total

Client Vserver Node Protocol Ops
172.17.180.170 vs4 sideropl-vsim4 nfs 668
172.17.180.169 vs3 sideropl-vsim3 nfs 337
172.17.180.171 vs3 sideropl-vsim3 nfs 142
172.17.180.170 vs3 sideropl-vsim3 nfs 137
172.17.180.123 vs3 sideropl-vsim3 nfs 137
172.17.180.171 vs4d sideropl-vsimé nfs 95
172.17.180.169 vs4 sideropl-vsim4 nfs 92
172.17.180.123 vs4 sideropl-vsim4 nfs 92
172.17.180.153 vs3 sideropl-vsim3 nfs 0
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'tortistics top file show -node_node _name_-sort-key sort_column_-interval_seconds_between_updates_
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clusterl::> statistics top file show

clusterl : 3/23/2016 17:59:10

*Total

File Volume Vserver Node Ops
/vol/voll/vml70-read.dat voll vs4 sideropl-vsimé 22
/vol/voll/vmé69-write.dat voll vs3 sideropl-vsim3 6
/vol/vol2/vml71.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/vml69.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/pl23.dat vol2 vs4 sideropl-vsimé 2
/vol/vol2/pl23.dat vol2 vs3 sideropl-vsim3 2
/vol/voll/vml71.dat voll vs4 sideropl-vsimé 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim4 2
/vol/voll/vml69.dat voll vs4 sideropl-vsim3 2
/vol/voll/pl23.dat voll vs4 sideropl-vsim4 2
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> gos policy-group create -policy-group pg-vsl -vserver vsl

:> gos policy-group create -policy-group pg-vs3 -vserver vs3

:> gos policy-group create -policy-group pg-vsé4 -vserver vsié

USLICH IOPSS MB/sE 25F X|Hdt=

otod
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3.

CHE HE2 SVM 'VS1'0| MM 05 'pg-vs1'S METL|CH

1

clusterl::> vserver create -vserver vsl -gos-policy-group pg-vsl

2y

Ct

dlo
ro

XxH 7

o

HU

pg-app= =& app12t app20i HEgfL|CH.

clusterl::> volume create -vserver vs2 -volume appl -aggregate aggrl
-gos-policy-group pg-app

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gos-policy-group pg-app

o 1 — o

MM 08 45 BUEY.

QoS &7 €5 BAl

ol CHet XtMIBt LHE 2 qos statistics performance show "ONTAP E&E HZQLICHE HTSHUAIL.

() =o2E0 85 DUER sAE0| £2 A8 452 TLIEZEH OHIAL.

o

Ct

dlo

AoH YM OF 450 EA[EL|L.

o

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg vsl 5008 19.56MB/s 2.45ms
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 O0KB/s Oms

QoS EA| YIAZRE M5 HA|

() =o2E0 85 DUEE sAE9| 2 A8 452 TLIEZSHK OHIAIS.
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clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
appl-wid7967 7967 7219 28.20MB/s 319.00us
vsl-wid1l2279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s  236.00us
_Scan_Backgro. . 5688 20 OKB/s Oms

o

0" EH_?'__ 7(Mﬂq LH22 gos statistics workload performance show "ONTAP E& EZEQIL|CH

HHZS ALE3H0 QoS |IZZE0] Lot XtM[et X|H A2t SAE & & qos statistics
@ workload latency show % ﬁ | Ct. of CHSt XEM|Bt LHE2 gos statistics workload
latency show "ONTAP EE HZEULICH'S HXSIMAIL.

ONTAPO|M QoSZ ME|E 7|&S EFELICt

MM OFQ M| HEE MESI0 AEZ|X| LENE YIZE2| XH2|Z(QoS Min)E2 Holg
= sugul:r. AEZ|X] 7-".X1| MASHALE ™ o M OFS H8Y 4 UASLICH ONTAP
9.82E = X2|ZKIOPS EE= MBps, IOPS 2 MBps)S X| &g £ JUSLICE

9.13.1E| S AFZ5/0] SVM 2 8ol M M2 B2 S M8 + ASLICLHSE B4 15
LICE QoS H& J82 2= SVMOIAS 8% M8 18 HE3IS S5 4 gl

* ONTAP 9.42E| non-shared_ QoS M 1§ Z]
HE™Moz MeE 4 ALt o= HEI FEZOO MM IES 02| YIZEN MEY £ U= LUt

Hl28 M 158 X|H517| 28l QoS policy-group create 0| CH3H -is-shared=falseS MXetL|Ct.

+ ELL O 2| 0| S0 45 S2H(01R 20| SEHX &2 ZS YIRS izt Kol XIFE E2off
OfeH= WOIH 4 YBLIC,
* QoS H[#10] HE|= AE2IX| Hxls BY IFO| 43 SVMO| ZElof I0{0F ALCk. of2f B 18| St

E
* HMOES SYY Y9 2E2 K| A0 HESH= A2 QoS 2 At LIt

_ TTro—

g
1. off MBE T2 £ i ofI2IH 0| SN MU A5 SZO| UK HRIBHLICH S A5 82 A%
2 HM I8 My
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'QoS policy-group create-policy group_policy _group_-vserver_SVM_-min-throughput_QoS_target_-is-
shared true|false’

Ol CHSt XEMIBH LIS qos policy-group create "ONTAP & EZEQILICHS FESHYUAIL.

08

HE MESIH XN2|Z 2[XXIE 2HY =+ gqos policy-group modify UELICE

o
ojo
oF

=2 Agstel X2/20| £|4 1,000 IOPSQ! 29 HM 120| pg-vez SAELICH

clusterl::> gos policy-group create -policy group pg-vs2 -vserver vs2
-min-throughput 1000iops -is-shared true

Ch2 Y-S AAsHH MelZ Ae glol BlSR EX OF 'pg-vs4' 7t HEELICH

clusterl::> gos policy-group create -policy group pg-vsé4d -vserver vs4
-is-shared false

ol CHet XtM|Bt LHE 2 qos policy-group modify "ONTAP EE EZEQULICHE EZTSHMAIL.

. &8 E= LUNO| MM 08 ME:

storage object create -vserver SVM -gos-policy-group policy_group‘%“ﬂ% A2 £
USLICH * storage object modify M&EA JHA|0| CHE M IS M Edt= HHAULICL

ote By

ro

HM OF pg-app2E& =& app20l HE2gfL|C}.

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gqos-policy-group pg-app?

Of Extoll M EEst= B TS XEM|EH LHE2 S "ONTAP S EEULICHEZSHIAL.
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clusterl::> gos statistics performance show

Policy Group I0PS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg_app2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
__System-Background 30 OKB/s Oms

Ofl CHSt XEMIBt LHE2 qos statistics performance show "ONTAP E&E & X2

ﬁ
[l
o

6. YIZCE M5 DLIEE:

QoS S/ FIZZE 5 EA

o
Rl
00
ot
2
0x
or
Mo

() =a2ec M5 BUEY sAES 5 BUIEISHR] DRYAI2.

[=;
o

Ct

glo
(0}
mo

AAoH YI=E 50| EAIELICH

clusterl::> gos statistics workload performance show

Workload ID IOPS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
__USERSPACE_APPS 14 55 10.92KB/s 236.00us
_Scan Backgro.. 5688 20 OKB/s Oms

0" I:H_°.'__ I|-A1|0F LHE2 qos statistics workload performance show "ONTAP E&E EZEQILICH'E

HE S ARSI QoS YIZ o) CHSH XpM|SH K| A|ZH EA |§ = T qos statistics
@ workload latency show % $L| f ofl CHet XtMIBH LHE 2 qos statistics workload
latency show "ONTAP E&E &HZRIL|CH'S Q.’F.Ol'ﬂklg.

M2Y QoS MM 152 AHESHH 28 I 7|0 &HA| Ha|2F MstMOo|Lt st S XS0 =
IOPS L TB/GB H|E2 {XI& £+
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HSY QoS B 152 A ZREX| Y&LICH FolE K2l 43t EE 2K 2 7N AR HENoR
b5 k=4 |__| |:|.
1o d -

AE2|X] QEME F7|0f Chet M2|2 Miete| 22 ttg =9l = A0 ofd ZFE Lt

* “expected-iops 2 El TB/GBY Ol & £|2 IOPSYILILCE.

‘expected-iops’ & AFF EHZUMT BEELICE. “expected-iops®
(D AS2t Yol rgsreE MEE0 /U ZFZIREN =50| gl= d0Tt
FabricPoolO|| CHsH HZEIL|ICH. “expected-iops’ SnapMirror &7|4

A gl =80l thiol =EFeLCt.

* “peak-iops 2| ALt AtEEl TB/GBY 7ts$ £|CH IOPSYILILCE.

* 'expected-lIOPS-allocation’2 €2l SZH7Z|224)0ILE AFEE 37HE ol & I0PSO| AR EX| {2 E K- ELILCE.

T =

@ ONTAP 9.5 O|&0f| A 'Ol & IOPS E&F'ES AFEE 4= JUELICL. ONTAP 9.4 0[5t HEOAM =
X E| K] t&LICE

* peak-lOPS-allocation2 peak-IOPSE ¢lo 2SHEl S7tat AARE S7HTI22H)S AHEEX| R E X|HotCt,
* Mo £ 10PSE HCi £ 10PSS| £+QILICE O] ZEE= IR X2 AER[X| 7”X1|9f e A8 Y 5= USLICEH

HO 2 IOPS7} Al AHEl of| 2 IOPSELCE EE peak-lOPS2} expected-IOPSE 25 K& o|stL|Ct.

02 £0, 'expected-IOPS'E 1,000 IOPS/TBZ AHEst1 =25 3 7|7 1GB O|2HQ1 AL | A=l 'expected-
IOPS'= IOP7t E4 7*OI EILICH A=l I3 |IOPSE O|HCH &M M2 H|ZQL|CH HH-£[A-IOPSE & H|
O 2 MESIH o|2{¢t 2H|S ¢X|g £ USLICt

* 28 37| = ofE2A0|M LEEH S5 37|E XY ELICE 7| 2242 32KRULICE K73 22 8K, 16K, 32K, 64K,
anyLICt. Any= 25 37|17t ME5[X| ¥S2 o|0|ghL|Ct.

712 H2H Qos B 18

o

B0l LIt = ZAXE Ml 7HK] 7|12 M3 QoS M O1EE2 AEY £ AUSELICL o2{et M O ES 2500 &Y
ol

712 Hx 2gL|ct ol 4} IOPS/TB %|ch 10PS/TB Hrf £ 4 IOPS
"OIAEZI" 6,144 12,288 10004 L|C}
THEHA 2,048 4,09671 5004L|Ct
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B HH| M AEE|X| 2| 2L HAES

RMO| AFREIL|C}.
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Z220|Lt XtAl LUNO| EEHEI SYMYIL|LCE,
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FlexGroup 289 qtreeE &&tet £

AL

'QOS adaptive-policy-group create-policy group_group_-vserver SVM_-expected-
IOPS_number_of IOPS_/TB|GB-peak-IOPS_number_of IOPS /TB|GB-expected-IOPS-allocation-
space|used-space-peak-peak-IOPS-allocation-space|used-space-space-absolute-min-
64K_K_number_K_number_K number_ K K number|K_K_K_number|K_MBI|K _
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(D ONTAP 9.5 0| A0l A "-expected-IOPS-allocation' & "-block-sizeS AF2E 4= QIC} 0|43t
ZMHE2 ONTAP 9.4 O HZHO| M= X=X F&L|Ct.

= oo= 300 IOPS/TBZ HH &l adpg-app1 Adaptive QoS MM 1I&, 1,000 IOPS/TBE MM E
-peak-IOPS, AHEEl 3Zto 2 MH El -peak-IOPS-allocation, 50 IOPSZE A X &l -absolute-min-IOPS & X4
= =

— =,

I-C’ HZl 2 IB‘H I-E
25

clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

2. M3 QoS BN IES 250 MELLICL

'volume create-vserver SVM-volume_volume_-aggregate _aggregate -size_number_of TB|GB-QoS-
adaptive-policy-group_policy _group '

ofl CHet XtM|eH LHE 2 volume create "ONTAP E& A ZTQULICHS HXSHMUAIL.

CHS Y2 Adaptive QoS H* I & 'adpg-app1'8 =& 'app1'0ll MEL|Ct.

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl
-size 2TB -gos-adaptive-policy-group adpg-appl

CI2 HE2 M 25 appa2t 7|Z 28 app501| 712 ’%%34 QoS M 11 E "extreme"S M ELICH. WX 1 F0
cifof MelEl X2 Arste 28 app4 % app50il ZHEX 2 MEEL|CH

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggré
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume appb5 -gos-adaptive-policy
—group extreme

ONTAP 9.13.15El HSd ZH I8 BSAE ALE0I0] SVM 2| B0 H2|2 otetat gots

* NS WM IE YEALS J|2 HMYULIT apgl. HM2 ANEX| 25 4 USLIC CLI E ONTAP REST
APIOIMBE M2 2 913 7|E svmollet H8E & JALICH

- H2¥ M OF YZale HMS MF = SVMUIM MAE{LE SVMSR Dfo| 130 MEl 202t Fg

Q|BHLICt.
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o
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c M3W EM OF HIZESI2 AFF S EECE MAEUSLICH MY M OF HESIS CIE ZHE0| 43
2 UX|TH H™O| 2| A M2|HS HEBOHK| 2 = USLICH ORXIEX|Z, FabricPool £ ME2|2FS X|ISH] 2=
OfJ2[AH0|EL| SVMO| M3 MM O F HIES 2 FI71d £ UX[TH X2[&F +F0| MEE|X| t&L|Ct

* SVMO| MetroCluster 7+4 EE= SnapMirror A0 /= 32 MS8d M OF QES0| 0|2 E SVMO||

A
1.

20

HEELIC

SVME £Fol0l HSY MM 18 WBS

-group-template apgl

ol

2LICE vserver modify -gos-adaptive-policy

. HHo| MHE|R=X| 2QIBILICt vserver show -fields gos-adaptive-policy-group
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