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기술 업데이트

SnapCenter 서버 호스트의 기술 업데이트

SnapCenter 서버 호스트를 새로 고쳐야 하는 경우 새 호스트에 동일한 버전의 SnapCenter

Server를 설치한 다음 API를 실행하여 이전 서버에서 SnapCenter를 백업하고 새 서버에서
복원할 수 있습니다.

단계

1. 새 호스트를 구축하고 다음 작업을 수행합니다.

a. 동일한 버전의 SnapCenter 서버를 설치합니다.

b. (선택 사항) CA 인증서를 구성하고 양방향 SSL을 활성화합니다. 자세한 내용은 을 참조하십시오 "CA 인증서를
구성합니다" 및 "양방향 SSL을 구성하고 활성화합니다".

c. (선택 사항) 다중 요소 인증을 구성합니다. 자세한 내용은 을 참조하십시오 "다중 요소 인증을 사용합니다".

2. SnapCenter 관리자로 로그인합니다.

3. API: 또는 cmdlet:_New-SmServerBackup _ 을(를) 사용하여 이전 호스트에서 SnapCenter 서버의 백업을

만듭니다 /<snapcenter_version>/server/backup .

백업을 수행하기 전에 예약된 모든 작업을 일시 중지하고 실행 중인 작업이 없는지 확인합니다.

새 도메인에서 실행 중인 SnapCenter 서버에서 백업을 복구하려면 백업을 수행하기 전에 이전
SnapCenter 호스트에 새 도메인 사용자를 추가하고 SnapCenter 관리자 역할을 할당해야 합니다.

4. 이전 호스트에서 새 호스트로 백업을 복제합니다.

5. API: 또는 cmdlet:_Restore-SmServerBackup _ 을(를) 사용하여 새 호스트에서 SnapCenter 서버의 백업을

/<snapcenter_version>/server/restore 복원합니다.

복원은 기본적으로 모든 호스트의 새 SnapCenter 서버 URL을 업데이트합니다. 업데이트를 건너뛰려면 _-

SkipSMSURLInHosts_attribute를 사용하고 API: 또는 cmdlet:_Set-SmServerConfig_를 사용하여 서버 URL을

별도로 업데이트하십시오 /<snapcenter_version>/server/configureurl .

플러그인 호스트가 서버 호스트 이름을 확인할 수 없는 경우 각 플러그인 호스트에 로그인하고 새
IP에 대한 _etc/host_entry를 <New IP> SC_Server_Name 형식으로 추가합니다.

server_etc/host_entries가 복구되지 않습니다. 이전 서버에서 수동으로 복원할 수 있습니다.

새 도메인에서 실행 중인 SnpCenter 서버에서 백업이 복원되고 이전 도메인 사용자를 계속 사용하려면 새
SnapCenter 서버에 이전 도메인을 등록해야 합니다.

이전 SnapCenter 호스트에서 web.config 파일을 수동으로 업데이트한 경우에는 업데이트가 새
호스트로 복사되지 않습니다. 새 호스트의 web.config 파일에 동일한 변경 사항을 수동으로
적용해야 합니다.

6. 복원 프로세스 중에 SnapCenter 서버 URL 업데이트를 건너뛰었거나 호스트가 다운된 경우 API: 또는
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cmdlet:_Set-SmServerConfig_ 를 사용하여 SnapCenter에서 관리하는 모든 호스트 또는 지정된 호스트에서 새

서버 이름을 업데이트하십시오 /<snapcenter_version>/server/configureurl .

7. 새 SnapCenter 서버의 모든 호스트에서 예약된 작업을 활성화합니다.

F5 클러스터의 노드를 Tech Refresh

노드를 제거하고 새 노드를 추가하여 F5 클러스터의 모든 노드에 대한 기술 업데이트를 수행할 수 있습니다. 새로
고쳐야 하는 노드가 활성 상태인 경우 클러스터의 다른 노드를 활성 노드로 만든 다음 노드를 제거합니다.

F5 클러스터에 노드를 추가하는 방법에 대한 자세한 내용은 을 참조하십시오 "F5를 사용하여 고가용성을 위해
SnapCenter 서버를 구성합니다".

F5 클러스터의 URL이 변경되면 API: 또는 cmdlet:_Set-SmServerConfig_를 사용하여 모든

호스트에서 URL을 업데이트할 수 /<snapcenter_version>/server/configureurl

있습니다.

이전 SnapCenter 서버 호스트를 사용 중지하는 중입니다

새 SnapCenter 서버가 실행 중이고 모든 플러그인 호스트가 새 SnapCenter 서버 호스트와 통신할 수 있는지 확인한
후 이전 SnapCenter 서버 호스트를 제거할 수 있습니다.

이전 SnapCenter 서버 호스트로 롤백합니다

문제가 발생할 경우 API: 또는 cmdlet:_Set-SmServerConfig_를 사용하여 모든 호스트에서 SnapCenter 서버 URL을

업데이트하여 이전 SnapCenter 서버 호스트를 되돌릴 수 /<snapcenter_version>/server/configureurl

있습니다.

재해 복구

독립 실행형 SnapCenter 호스트의 재해 복구

서버 백업을 새 호스트로 복구하여 재해 복구를 수행할 수 있습니다.

시작하기 전에

이전 SnapCenter 서버의 백업이 있는지 확인합니다.

단계

1. 새 호스트를 구축하고 다음 작업을 수행합니다.

a. 동일한 버전의 SnapCenter 서버를 설치합니다.

b. CA 인증서를 구성하고 양방향 SSL을 활성화합니다. 자세한 내용은 을 참조하십시오 "CA 인증서를
구성합니다" 및 "양방향 SSL을 구성하고 활성화합니다".

2. 이전 SnapCenter 서버 백업을 새 호스트에 복제합니다.

3. SnapCenter 관리자로 로그인합니다.

4. API: 또는 cmdlet:_Restore-SmServerBackup _ 을(를) 사용하여 새 호스트에서 SnapCenter 서버의 백업을

/<snapcenter_version>/server/restore 복원합니다.

복원은 기본적으로 모든 호스트의 새 SnapCenter 서버 URL을 업데이트합니다. 업데이트를 건너뛰려면 _-
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SkipSMSURLInHosts_attribute를 사용하고 API: 또는 cmdlet:_Set-ServerSmConfig_를 사용하여 서버 URL을

별도로 업데이트하십시오 /<snapcenter_version>/server/configureurl .

플러그인 호스트가 서버 호스트 이름을 확인할 수 없는 경우 각 플러그인 호스트에 로그인하고 새
IP에 대한 _etc/host_entry를 <New IP> SC_Server_Name 형식으로 추가합니다.

server_etc/host_entries가 복구되지 않습니다. 이전 서버에서 수동으로 복원할 수 있습니다.

5. 복원 프로세스 중에 URL 업데이트를 건너뛰었거나 호스트가 다운된 경우 API: 또는 cmdlet:_Set-

SmServerConfig_를 사용하여 SnapCenter에서 관리하는 모든 호스트 또는 지정된 호스트에서 새 서버 이름을

업데이트하십시오 /<snapcenter_version>/server/configureurl .

SnapCenter F5 클러스터의 재해 복구

서버 백업을 새 호스트로 복원한 다음 독립 실행형 호스트를 클러스터로 변환하여 재해 복구를 수행할 수 있습니다.

시작하기 전에

이전 SnapCenter 서버의 백업이 있는지 확인합니다.

단계

1. 새 호스트를 구축하고 다음 작업을 수행합니다.

a. 동일한 버전의 SnapCenter 서버를 설치합니다.

b. CA 인증서를 구성하고 양방향 SSL을 활성화합니다. 자세한 내용은 을 참조하십시오 "CA 인증서를
구성합니다" 및 "양방향 SSL을 구성하고 활성화합니다".

2. 이전 SnapCenter 서버 백업을 새 호스트에 복제합니다.

3. SnapCenter 관리자로 로그인합니다.

4. API: 또는 cmdlet:_Restore-SmServerBackup _ 을(를) 사용하여 새 호스트에서 SnapCenter 서버의 백업을

/<snapcenter_version>/server/restore 복원합니다.

복원은 기본적으로 모든 호스트의 새 SnapCenter 서버 URL을 업데이트합니다. 업데이트를 건너뛰려면 _-

SkipSMSURLInHosts_attribute를 사용하고 API: 또는 cmdlet:_Set-ServerSmConfig_를 사용하여 서버 URL을

별도로 업데이트하십시오 /<snapcenter_version>/server/configureurl .

플러그인 호스트가 서버 호스트 이름을 확인할 수 없는 경우 각 플러그인 호스트에 로그인하고 새
IP에 대한 _etc/host_entry를 <New IP> SC_Server_Name 형식으로 추가합니다.

server_etc/host_entries가 복구되지 않습니다. 이전 서버에서 수동으로 복원할 수 있습니다.

5. 복원 프로세스 중에 URL 업데이트를 건너뛰었거나 호스트가 다운된 경우 API: 또는 cmdlet:_Set-

SmServerConfig_를 사용하여 SnapCenter에서 관리하는 모든 호스트 또는 지정된 호스트에서 새 서버 이름을

업데이트하십시오 /<snapcenter_version>/server/configureurl .

6. 독립 실행형 호스트를 F5 클러스터로 변환합니다.

F5 구성 방법에 대한 자세한 내용은 을 참조하십시오 "F5를 사용하여 고가용성을 위해 SnapCenter 서버를
구성합니다".
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관련 정보

API에 대한 자세한 내용은 Swagger 페이지에 액세스해야 합니다. 을 참조하십시오 "swagger API 웹 페이지를
사용하여 REST API에 액세스하는 방법".

cmdlet과 함께 사용할 수 있는 매개 변수와 이에 대한 설명은 running_get-Help command_name_에서 확인할 수
있습니다. 또는 를 참조할 수도 "SnapCenter 소프트웨어 cmdlet 참조 가이드"있습니다.

SnapCenter 플러그인 호스트의 기술 업데이트

SnapCenter 플러그인 호스트를 교체해야 하는 경우 리소스를 이전 호스트에서 새 호스트로
이동해야 합니다. 새 호스트가 SnapCenter에 추가되면 모든 리소스가 검색되지만 새 리소스로
처리됩니다.

이 작업에 대해

API 또는 cmdlet을 실행하여 이전 호스트 이름과 새 호스트 이름을 입력으로 사용하고, 리소스를 이름별로 비교하고,

일치하는 리소스 개체를 이전 호스트에서 새 호스트로 다시 연결해야 합니다. 일치하는 리소스가 보호됨으로
표시됩니다.

• _IsDryRun_parameter 는 기본적으로 True 로 설정되며, 이는 이전 호스트와 새 호스트의 일치하는 리소스를
식별합니다.

일치하는 리소스를 확인한 후 _IsDryRun_parameter 를 False 로 설정하여 일치하는 리소스의 객체를 이전
호스트에서 새 호스트로 다시 연결해야 합니다.

• _AutoMigrateManualyAddedResources_매개 변수는 기본적으로 True로 설정되어 있으며 수동으로 추가한
리소스를 이전 호스트에서 새 호스트로 자동으로 복사합니다.

AutoMigrateManualyAddedResources_ 매개 변수는 Oracle 및 SAP HANA 리소스에만 적용됩니다.

• 인스턴스 이름이 이전 호스트와 새 호스트 간에 다른 경우 _SQLInstanceMapping_매개 변수를 사용해야 합니다.

기본 인스턴스인 경우 인스턴스 이름으로 _default_instance_를 사용합니다.

기술 업데이트는 다음 SnapCenter 플러그인에 대해 지원됩니다.

• Microsoft SQL Server용 SnapCenter 플러그인

◦ SQL 데이터베이스가 인스턴스 레벨에서 보호되고 호스트 기술 새로 고침의 일부로 부분 리소스만 새 호스트로
이동되면 기존 인스턴스 수준 보호가 리소스 그룹 보호로 변환되고 두 호스트의 인스턴스가 리소스 그룹에
추가됩니다.

◦ SQL 호스트(예: host1)를 다른 호스트(예: host2)의 리소스에 대한 스케줄러 또는 검증 서버로 사용하는 경우
host1에서 기술 새로 고침을 수행하는 동안 스케줄 또는 확인 세부 정보가 마이그레이션되지 않고 host1에서
계속 실행됩니다. 수정해야 하는 경우 해당 호스트에서 수동으로 변경해야 합니다.

◦ SQL FCI(장애 조치 클러스터 인스턴스) 설정을 사용하는 경우 FCI 클러스터에 새 노드를 추가하고
SnapCenter에서 플러그인 호스트를 새로 고쳐 기술 업데이트를 수행할 수 있습니다.

◦ SQL AG(Availability Group) 설정을 사용하는 경우에는 기술 업데이트가 필요하지 않습니다. 새 노드를 AG에
추가하고 SnapCenter에서 호스트를 새로 고칠 수 있습니다.

• Windows용 SnapCenter 플러그인

• Oracle 데이터베이스용 SnapCenter 플러그인
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Oracle RAC(Real Application Cluster) 설정을 사용하는 경우 RAC 클러스터에 새 노드를 추가하고
SnapCenter에서 플러그인 호스트를 새로 고침하여 기술 업데이트를 수행할 수 있습니다.

• SAP HANA 데이터베이스용 SnapCenter 플러그인

지원되는 사용 사례는 다음과 같습니다.

• 호스트 간에 리소스를 마이그레이션하는 중입니다.

• 여러 호스트에서 하나 이하의 호스트로 리소스 마이그레이션

• 한 호스트에서 여러 호스트로 리소스를 마이그레이션하는 중입니다.

지원되는 시나리오는 다음과 같습니다.

• 새 호스트의 이름이 이전 호스트와 다릅니다

• 기존 호스트의 이름이 변경되었습니다

시작하기 전에

이 워크플로는 SnapCenter 리포지토리의 데이터를 수정하므로 SnapCenter 리포지토리를 백업하는 것이 좋습니다.

데이터 문제가 발생할 경우 백업을 사용하여 SnapCenter 리포지토리를 이전 상태로 되돌릴 수 있습니다.

자세한 내용은 을 참조하십시오 "SnapCenter 리포지토리를 백업합니다".

단계

1. 새 호스트를 구축하고 애플리케이션을 설치합니다.

2. 이전 호스트의 스케줄을 일시 중단합니다.

3. 필요한 리소스를 이전 호스트에서 새 호스트로 이동합니다.

a. 동일한 스토리지에서 새 호스트에 필요한 데이터베이스를 가져옵니다.

▪ 스토리지가 이전 호스트와 동일한 드라이브 또는 동일한 마운트 경로에 매핑되었는지 확인합니다.

스토리지가 올바르게 매핑되지 않으면 이전 호스트에서 생성된 백업을 복구에 사용할 수 없습니다.

기본적으로 Windows는 사용 가능한 다음 드라이브를 자동으로 할당합니다.

▪ 스토리지 DR이 설정된 경우 해당 스토리지가 새 호스트에 마운트되어야 합니다.

b. 응용 프로그램 버전이 변경되면 호환성을 확인합니다.

c. Oracle 플러그인 호스트에 대해서만 Oracle 및 해당 그룹 사용자의 UID 및 GID가 이전 호스트의 UID 및
GID와 동일한지 확인합니다.

자세한 내용은 다음을 참조하십시오.

▪ "SQL 데이터베이스를 이전 호스트에서 새 호스트로 마이그레이션하는 방법"

▪ "Oracle 데이터베이스를 이전 호스트에서 새 호스트로 마이그레이션하는 방법"

▪ "SAP HANA 데이터베이스를 새 호스트로 가져오는 방법"

4. 새 호스트를 SnapCenter에 추가합니다.

5. 모든 리소스가 검색되는지 확인합니다.
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6. 호스트 새로 고침 API: /<snapcenter_version>/techrefresh/host 또는 cmdlet:_Invoke-

SmTechRefreshHost _ 를 실행합니다.

건식 실행이 기본적으로 활성화되며 재링크할 일치하는 리소스가 식별됩니다. API: '/jobs/{jobid}'

또는 Cmdlet_Get-SmJobSummaryReport _ 를 실행하여 리소스를 확인할 수 있습니다.

여러 호스트에서 리소스를 마이그레이션한 경우 모든 호스트에 대해 API 또는 cmdlet을 실행해야 합니다. 새
호스트의 드라이브 또는 마운트 경로가 이전 호스트와 동일하지 않으면 다음 복구 작업이 실패합니다.

◦ SQL 원본 위치 복원이 실패합니다. 그러나 RTAL 기능은 활용할 수 있습니다.

◦ Oracle 및 SAP HANA 데이터베이스 복원이 실패합니다.

여러 호스트로 마이그레이션하려면 모든 호스트에 대해 1단계부터 모든 단계를 수행해야 합니다.

동일한 호스트에서 API 또는 cmdlet을 여러 번 실행할 수 있으며, 새 리소스가 확인된 경우에만
다시 연결됩니다.

7. (선택 사항) SnapCenter에서 이전 호스트를 제거합니다.

관련 정보

API에 대한 자세한 내용은 Swagger 페이지에 액세스해야 합니다. 을 참조하십시오 "swagger API 웹 페이지를
사용하여 REST API에 액세스하는 방법".

cmdlet과 함께 사용할 수 있는 매개 변수와 이에 대한 설명은 running_get-Help command_name_에서 확인할 수
있습니다. 또는 를 참조할 수도 "SnapCenter 소프트웨어 cmdlet 참조 가이드"있습니다.

스토리지 시스템의 기술 업데이트

스토리지를 기술 업데이트하면 데이터가 새 스토리지로 마이그레이션되고 애플리케이션
호스트가 새 스토리지로 마운트됩니다. SnapCenter 백업 워크플로우에서는 새 스토리지를
식별하고 새 스토리지가 SnapCenter에 등록된 경우 스냅샷을 생성합니다.

스토리지 새로 고침 후 생성된 새 백업에 대해 복구, 마운트 및 클론을 수행할 수 있습니다. 그러나 백업에 이전 스토리지
세부 정보가 있기 때문에 스토리지 새로 고침 전에 생성된 백업에 대해 이러한 작업을 수행하면 실패합니다. 스토리지
기술 업데이트 API 또는 cmdlet을 실행하여 SnapCenter의 이전 백업을 새 스토리지 세부 정보로 업데이트해야 합니다.

기술 업데이트는 다음 SnapCenter 플러그인에 대해 지원됩니다.

• Microsoft SQL Server용 SnapCenter 플러그인

• Windows용 SnapCenter 플러그인

• Oracle 데이터베이스용 SnapCenter 플러그인

• SAP HANA 데이터베이스용 SnapCenter 플러그인

• Microsoft Exchange Server용 SnapCenter 플러그인

지원되는 사용 사례는 다음과 같습니다.

• 운영 스토리지 업데이트
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운영 스토리지를 새 스토리지로 교체할 때 스토리지 기술 업데이트가 지원됩니다. 기존 보조 스토리지를 운영
스토리지로 변환할 수 없습니다.

• 2차 스토리지 업데이트

운영 스토리지의 백업을 업데이트합니다

스토리지가 기술 업데이트 되면 스토리지 기술 업데이트 API 또는 cmdlet을 실행하여 SnapCenter의 이전 백업을 새
스토리지 세부 정보로 업데이트해야 합니다.

시작하기 전에

이 워크플로는 SnapCenter 리포지토리의 데이터를 수정하므로 SnapCenter 리포지토리를 백업하는 것이 좋습니다.

데이터 문제가 발생할 경우 백업을 사용하여 SnapCenter 리포지토리를 이전 상태로 되돌릴 수 있습니다.

자세한 내용은 을 참조하십시오 "SnapCenter 리포지토리를 백업합니다".

단계

1. 이전 스토리지에서 새 스토리지로 데이터를 마이그레이션합니다.

마이그레이션 방법에 대한 자세한 내용은 다음을 참조하십시오.

◦ "새 스토리지로 데이터를 마이그레이션하는 방법"

◦ "볼륨을 복사하고 모든 Snapshot 복사본을 보존하려면 어떻게 해야 합니까?"

2. 호스트를 유지 관리 모드로 전환합니다.

3. 해당 호스트에 새 스토리지를 마운트하고 데이터베이스를 실행합니다.

새 스토리지는 이전과 같은 방식으로 호스트에 접속해야 합니다. 예를 들어 SAN으로 연결된 경우 SAN으로
연결해야 합니다.

새 스토리지는 이전 스토리지와 동일한 드라이브 또는 경로에 마운트되어야 합니다.

4. 모든 리소스가 실행 중인지 확인합니다.

5. SnapCenter에서 새 스토리지를 추가합니다.

SnapCenter의 클러스터 간에 고유한 SVM 이름을 사용하도록 합니다. 새 스토리지에서 동일한 SVM 이름을
사용하고 있으며 스토리지 업데이트를 실행하기 전에 SVM의 모든 볼륨을 마이그레이션할 수 있는 경우 그런 다음
이전 클러스터의 SVM을 삭제하고 SnapCenter에서 기존 클러스터를 다시 검색하여 캐시에서 SVM을 제거하는
것이 좋습니다.

6. 호스트를 운영 모드로 전환합니다.

7. SnapCenter에서 스토리지가 마이그레이션된 리소스의 백업을 생성합니다. SnapCenter에서 최신 스토리지 설치
공간을 식별하려면 새 백업이 필요하며, 이 백업은 기존 이전 백업의 메타데이터를 업데이트하는 데 사용됩니다.
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새 LUN이 호스트에 연결될 때마다 새 일련 번호가 지정됩니다. Windows 파일 시스템을 검색하는
동안 SnapCenter는 모든 고유 일련 번호를 새 리소스로 처리합니다. 새 스토리지의 LUN이 동일한
드라이브 문자 또는 경로를 사용하여 호스트에 연결되면 스토리지 기술 업데이트 중에
SnapCenter에서 Windows 파일 시스템을 검색하면 기존 리소스가 동일한 드라이브 문자 또는
경로로 마운트되어 있는 경우에도 삭제됨으로 표시되고 새 LUN이 새 리소스로 표시됩니다.

리소스가 삭제됨으로 표시되므로 SnapCenter에서 스토리지 기술을 새로 고치는 것으로 간주되지
않으며 이전 리소스의 모든 백업이 손실됩니다. 스토리지 새로 고침이 발생하는 경우 Windows 파일
시스템 리소스의 경우 스토리지 새로 고침 API 또는 cmdlet을 실행하기 전에 리소스 검색을
수행하지 않아야 합니다.

8. 저장소 새로 고침 API: /<snapcenter_version>/techrefresh/primarystorage 또는
cmdlet:_Invoke-SmTechRefreshPrimaryStorage _ 를 실행합니다.

리소스가 복제 지원 정책으로 구성된 경우 스토리지 새로 고침 이후의 최신 백업에 보조 스토리지에
대한 세부 정보가 있어야 합니다.

a. SQL FCI(Failover Cluster Instance) 설정을 사용하는 경우 백업이 클러스터 수준에서 유지됩니다. 스토리지
기술을 업데이트하려면 클러스터 이름을 입력값으로 제공해야 합니다.

b. SQL AG(Availability Group) 설정을 사용하는 경우 백업이 노드 레벨에서 유지됩니다. 스토리지 기술을
업데이트하려면 노드 이름을 입력해야 합니다.

c. Oracle RAC(Real Application Clusters) 설정을 사용하는 경우 모든 노드에서 스토리지 기술 업데이트를
수행할 수 있습니다.

IsDryRun_attribute 는 기본적으로 True 로 설정됩니다. 스토리지 새로 고침의 리소스를 식별합니다. API

'<SnapCenter_version>/jobs/{jobid}' 또는 cmdlet_Get-SmJobSummaryReport 를 실행하여 리소스 및
변경된 스토리지 세부 정보를 볼 수 있습니다.

9. 저장소 세부 정보를 확인한 후 _IsDryRun_attribute를 False로 설정하고 저장소 새로 고침 API:

/<snapcenter_version>/techrefresh/primarystorage 또는 cmdlet:_Invoke-

SmTechRefreshPrimaryStorage _ 를 실행합니다.

이전 백업의 저장소 세부 정보가 업데이트됩니다.

동일한 호스트에서 API 또는 cmdlet을 여러 번 실행할 수 있습니다. 스토리지를 새로 고친 경우에만 이전 백업에서
저장소 세부 정보가 업데이트됩니다.

클론 계층은 ONTAP에서 마이그레이션할 수 없습니다. 마이그레이션 중인 스토리지에
SnapCenter에 클론 메타데이터가 있으면 클론된 리소스가 독립 리소스로 표시됩니다. 클론
메타데이터의 클론은 반복적으로 제거됩니다.

10. (선택 사항) 모든 스냅샷이 이전 운영 스토리지에서 새 운영 스토리지로 이동되지 않으면 다음 API를

/<snapcenter_version>/hosts/primarybackupsexistencecheck 실행하거나 Cmdlet_Invoke-

SmPrimaryBackupsExistenceCheck _ 를 실행하십시오.

이렇게 하면 새 운영 스토리지에 대한 스냅샷 존재 여부 검사가 수행되고 해당 백업이 SnapCenter의 모든 작업에
사용할 수 없음으로 표시됩니다.
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보조 스토리지의 백업을 업데이트합니다

스토리지가 기술 업데이트 되면 스토리지 기술 업데이트 API 또는 cmdlet을 실행하여 SnapCenter의 이전 백업을 새
스토리지 세부 정보로 업데이트해야 합니다.

시작하기 전에

이 워크플로는 SnapCenter 리포지토리의 데이터를 수정하므로 SnapCenter 리포지토리를 백업하는 것이 좋습니다.

데이터 문제가 발생할 경우 백업을 사용하여 SnapCenter 리포지토리를 이전 상태로 되돌릴 수 있습니다.

자세한 내용은 을 참조하십시오 "SnapCenter 리포지토리를 백업합니다".

단계

1. 이전 스토리지에서 새 스토리지로 데이터를 마이그레이션합니다.

마이그레이션 방법에 대한 자세한 내용은 다음을 참조하십시오.

◦ "새 스토리지로 데이터를 마이그레이션하는 방법"

◦ "볼륨을 복사하고 모든 Snapshot 복사본을 보존하려면 어떻게 해야 합니까?"

2. 운영 스토리지와 새로운 2차 스토리지 간에 SnapMirror 관계를 설정하고 관계 상태가 양호한지 확인합니다.

3. SnapCenter에서 스토리지가 마이그레이션된 리소스의 백업을 생성합니다.

SnapCenter가 최신 스토리지 공간을 식별하려면 새 백업이 필요하며, 이 백업은 기존 이전 백업의 메타데이터를
업데이트하는 데 사용됩니다.

이 작업이 완료될 때까지 기다려야 합니다. 완료 전에 다음 단계로 진행하면 SnapCenter에서 이전
보조 스냅샷 메타데이터를 완전히 잃게 됩니다.

4. 호스트에 있는 모든 리소스의 백업을 성공적으로 생성한 후 보조 스토리지 새로 고침 API:

/<snapcenter_version>/techrefresh/secondarystorage 또는 cmdlet:_Invoke-

SmTechRefreshSecondaryStorage _ 를 실행합니다.

그러면 지정된 호스트에 있는 이전 백업의 보조 스토리지 세부 정보가 업데이트됩니다.

리소스 수준에서 이 작업을 실행하려면 각 리소스에 대해 * Refresh * 를 클릭하여 보조 스토리지 메타데이터를
업데이트합니다.

5. 이전 백업을 성공적으로 업데이트한 후 운영 스토리지와의 이전 보조 스토리지 관계를 해제할 수 있습니다.
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