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스토리지 생성 작업에 대한 지침입니다

'스토리지 생성' 작업을 위해 SnapDrive 스토리지 생성 명령을 사용할 때는 특정 지침을 따라야
합니다.

• 서로 다른 스토리지 시스템 볼륨의 LUN을 "-lun" 옵션과 함께 나열하면 명령 프롬프트에 "-dg", "-hostvol" 또는 "-fs"

옵션을 포함할 수 없습니다.

• '-nolvm' 옵션은 호스트 LVM을 활성화하지 않고 LUN에 직접 파일 시스템을 생성합니다.

이 옵션을 사용할 때는 호스트 볼륨이나 디스크 그룹을 지정할 수 없습니다.

• SnapDrive for UNIX 스토리지 용량 할당 명령을 NFS 파일 또는 디렉토리 트리에 사용할 수 없습니다.

• 'SnapDrive storage create' 명령을 사용하여 LUN에 직접 파일 시스템을 생성하는 경우 LUN을 두 개 이상 지정할
수 없습니다.

UNIX용 SnapDrive에서는 이 형태의 명령을 사용할 때 항상 새 LUN을 생성합니다.

• 일부 운영 체제에서는 생성할 수 있는 LUN 수에 제한이 있습니다.

호스트에서 이러한 운영 체제 중 하나를 실행 중인 경우 'SnapDrive 구성 검사 LUN' 명령을 실행할 수 있습니다.

• UFS 스택과 Veritas 스택이 모두 설치된 경우 '-fstype' 옵션과 함께 값 ufs를 사용하여 LUN에 UFS 파일 시스템을
직접 생성해야 합니다.

• DMP 다중 경로를 사용하여 물리적 LUN에 파일 시스템을 생성할 수 있습니다.

• 관련 정보 *

UNIX용 SnapDrive 스토리지 생성 명령이 일부 매핑된 디바이스를 검색하는 동안 실패합니다

구성 옵션 및 해당 기본값

호스트 클러스터 환경에서 스토리지 생성 작업에 대한 지침

호스트 클러스터 환경에서 스토리지를 생성할 때는 특정 지침을 따라야 합니다.

• 호스트 클러스터의 모든 노드에서 'SnapDrive storage create' 명령을 실행할 수 있습니다.

• 스토리지 생성 작업이 성공하려면 다음 중 어느 것도 사실이 아니어야 합니다.

◦ 스토리지 엔터티가 호스트 클러스터의 노드에 있어서는 안 됩니다.

◦ LUN을 호스트 클러스터의 노드에 매핑하면 안 됩니다.

• '-DeviceType' 전용 또는 '-DeviceType shared' 옵션을 사용하여 특정 노드에 스토리지 엔터티를 생성할 수
있습니다. 전용 모드에 있는 스토리지 엔터티를 생성하는 경우 기본값은 'dedicated’이므로 '-DeviceType' 옵션을
생략할 수 있습니다.

• 파일 시스템의 호스트 클러스터 전체 스토리지 생성은 VxFS(Veritas 파일 시스템)와 함께 Veritas 볼륨 관리자를
사용하는 디스크 그룹에서 지원됩니다. 이 작업은 원시 LUN에서 지원되지 않으며 "-nolvm" 옵션도 지원하지
않습니다.

• 스토리지 생성 작업에서 '-igroup' 옵션이 지원되지 않습니다.
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• 다음 상황 중 하나가 발생하면 스토리지 생성 작업이 실패합니다.

◦ 스토리지 엔터티를 생성하는 동안 오류 메시지가 발생하는 경우 SnapDrive for UNIX는 호스트 클러스터의
마스터 노드에서 스토리지 생성 작업을 실행합니다. 공유 스토리지 엔터티를 생성하기 전에 SnapDrive for

UNIX는 LUN을 생성하고, LUN을 마스터 노드에 매핑한 다음, LUN을 모든 비마스터 노드에 매핑합니다.

SnapDrive for UNIX는 내부적으로 모든 노드의 igroup을 생성하고 관리합니다.

◦ 호스트 클러스터 볼륨 관리자(CVM)를 시작하기 전에 호스트 클러스터의 노드가 종료되고 재부팅되면 LUN에서
사용하는 공유 디스크 그룹이 노드에서 검색되어야 합니다. 기본적으로 LUN은 FC 포트 주소가 변경되지
않으면 표시되며, 그렇지 않으면 "SnapDrive storage connect" 명령을 사용하여 LUN을 매핑해야 합니다.
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