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SolidFire Active IQ 관리

SolidFire Active IQ 관리

사용에 대해 자세히 알아보십시오 "SolidFire Active IQ(로그인 필요)" 클러스터 용량 및 성능을
모니터링하려면 다음을 따르십시오.

• "모든 클러스터 보기"

• "클러스터를 선택합니다"

• "노드"

• "드라이브"

• "볼륨"

• "복제"

• "가상 볼륨"

• "QoS 관리"

• "가상 머신(NetApp HCI 클러스터만 해당)"

• "VMware 알람(NetApp HCI 클러스터만 해당)"

• "모든 노드 보기"

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

모든 클러스터 보기

모든 클러스터 보기

모든 클러스터 보기 * 는 SolidFire Active IQ의 시작 페이지입니다.

모든 클러스터 보기 * 에서 액세스할 수 있는 기능에 대해 알아보십시오.

• "모든 클러스터 보기 대시보드"

• "경고"

• "용량 라이센스"

• "용량"

자세한 내용을 확인하십시오

"NetApp 제품 설명서"
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모든 클러스터 보기 대시보드

모든 클러스터 보기 대시보드

모든 클러스터 보기 * 의 * 대시보드 * 페이지에서 계정과 연결된 클러스터에 대한 성능, 용량 및
클러스터 통계 정보를 볼 수 있습니다.

제목 설명

회사 클러스터에 할당된 회사 이름입니다.

클러스터 클러스터에 할당된 이름입니다.

클러스터 ID입니다 클러스터가 생성될 때 할당된 클러스터 번호입니다.

버전 각 노드에서 실행 중인 클러스터 마스터의 버전입니다.

노드 클러스터의 노드 수입니다.

볼륨 클러스터의 볼륨 수입니다.

효율성 압축, 중복제거 및 씬 프로비저닝으로 인해 시스템에서 표시되는 효율성의 크기입니다.

사용된 블록 용량입니다 클러스터 블록의 현재 사용 용량입니다.

오류 클러스터에서 현재 해결되지 않은 장애가 감지된 횟수입니다.

VIP 클러스터에 할당된 스토리지 가상 IP 주소입니다.

MVIP 관리 가상 IP 주소를 클러스터에 할당합니다.

마지막 업데이트 가장 최근 클러스터가 업데이트된 시간 및 날짜입니다.

작업 클러스터에 대한 업그레이드 지원을 요청하고, 클러스터를 보관하고, 클러스터를
억제하는 옵션

찾고 있는 클러스터를 사용할 수 없는 경우, 180일 이상 비활성 상태였던 클러스터는 자동으로
보관됩니다. 추가 지원이 필요하면 지원팀에 문의하세요.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

클러스터 작업

모든 클러스터 보기*의 *대시보드 페이지에서 계정과 연결된 클러스터에 대한 클러스터 지원
옵션을 볼 수 있습니다.

단계

1. 모든 클러스터 보기 > *개요*를 선택합니다.

2. 작업 열에서 다음을 선택하세요.  원하는 클러스터에 대한 아이콘입니다.

3. 다음 옵션 중 하나를 선택하세요.

a. *업그레이드 지원 요청*은 클러스터 소프트웨어 업그레이드 요청을 보냅니다. 요소 소프트웨어, 스토리지
펌웨어, 컴퓨팅 펌웨어 또는 관리 노드 관리 서비스를 선택할 수 있습니다. 귀하의 연락처 정보, 의견, 그리고
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콜백 시간을 입력하세요.

b. *아카이브 클러스터*는 클러스터를 보관합니다. 나중에 보관을 취소해야 할 클러스터를 보관하는 데 따른
문제에 대한 경고를 제공하는 창이 열립니다.

3



c. *클러스터 억제*는 반복되는 경고를 차단합니다. 알림 유형, 시작 시간, 기간을 선택하세요. 이 창에서 현재 실행
중인 알림 억제 규칙도 볼 수 있습니다.
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보다 "클러스터 알림 억제" 자세한 내용은.

찾고 있는 클러스터를 사용할 수 없는 경우, 180일 이상 비활성 상태였던 클러스터는 자동으로
보관됩니다. 추가 지원이 필요하면 지원팀에 문의하세요.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

경고

모든 클러스터 보기 * 의 * 경고 * 드롭다운 메뉴에서 경고 기록을 보고, 경고 정책을 생성 및
관리하고, 클러스터 알림을 보고 억제할 수 있습니다.

알림 관련 작업에 대한 자세한 정보 또는 수행:
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• 알림 기록을 봅니다

• 알림 기록 세부 정보

• 경고 정책을 봅니다

• 알림 정책을 생성합니다

• 경고 정책 유형

• 경고 정책을 편집합니다

• 알림 정책을 삭제합니다

• 기능 억제된 클러스터 보기

• 클러스터 알림을 표시하지 않습니다

• 클러스터에서 클러스터 억제를 종료합니다

• 경고 알림 이메일

알림 기록을 봅니다

해결되지 않았거나 해결된 경고의 기록을 볼 수 있습니다.

단계

1. 알림 * > * 기록 * 을 선택합니다.

2. 클러스터에 대한 경고 기록을 보려면 * unresolved * 또는 * Resolved * 탭을 선택합니다.

3.
(선택 사항) 를 선택합니다  아이콘을 클릭하여 데이터를 CSV 파일로 내보냅니다.

알림 기록 세부 정보

모든 클러스터 보기의 경고 드롭다운 메뉴에 있는 * 기록 * 페이지에는 지난 30일 동안 해결된 모든 미해결 경고 및
경고를 포함하여 최대 10000개의 경고 기록 항목이 표시됩니다.

다음 목록에서는 사용 가능한 세부 사항을 설명합니다.

제목 설명

경고 ID 각 알림의 고유 ID입니다.

트리거됨 클러스터 자체가 아닌 SolidFire Active IQ에서 경고가 트리거된 시간입니다.

마지막 알림 가장 최근의 경고 이메일이 전송된 시간입니다.

간략 해제 경고의 원인이 해결되었는지 여부를 표시합니다.

해결 시간 문제가 해결된 시간입니다.

정책 사용자 정의 알림 정책 이름입니다.

심각도입니다 경고 정책이 생성된 시점에 할당된 심각도입니다.

목적지 경고 이메일을 수신하기 위해 선택한 이메일 주소.

회사 경고와 관련된 고객의 이름입니다.

클러스터 경고 정책이 추가된 클러스터 이름을 표시합니다.
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제목 설명

트리거 알림을 트리거한 사용자 정의 설정입니다.

경고 정책을 봅니다

All Clusters View(모든 클러스터 보기)의 Alerts(경고) 드롭다운 메뉴에 있는 * Policies(정책) * 페이지에는 모든
클러스터에 대한 다음 정책 정보가 표시됩니다.

다음 목록에서는 사용 가능한 세부 사항을 설명합니다.

제목 설명

정책 이름 사용자 정의 알림 정책 이름입니다.

목적지 경고 정책에 정의된 이메일 주소입니다.

심각도입니다 경고 정책에 할당된 심각도입니다.

클러스터 경고 정책에 정의된 각 클러스터의 수와 이름입니다. 관련 클러스터를 표시하려면 정보
아이콘을 선택합니다.

조건 알림이 트리거되어야 하는 시기에 대한 사용자 정의 설정입니다.

기능 억제 유형 억제되는 경고와 이벤트를 결정합니다. 가능한 유형은 다음과 같습니다.

• * 전체 *: 지정된 기간 동안 클러스터에 대한 모든 알림이 표시되지 않습니다. 지원
케이스 또는 이메일 알림이 생성되지 않습니다.

• * 업그레이드 *: 지정된 기간 동안 중요하지 않은 클러스터 경고가 표시되지
않습니다. 중요 알림은 여전히 지원 케이스 및 이메일을 생성합니다.

• * Compute *: 컴퓨팅 노드에서 VMware에 의해 트리거된 알림이 표시되지
않습니다.

• * NodeHardware *: 노드 유지보수와 관련된 알림이 표시되지 않습니다. 예를 들어,

드라이브를 스왑하거나 노드를 오프라인 상태로 전환하는 경우를 들 수 있습니다.

• * 드라이브 *: 드라이브 상태와 관련된 경고가 표시되지 않습니다.

• * 네트워크 *: 네트워크 구성 및 상태와 관련된 경고가 표시되지 않습니다.

• * 전원 *: 전원 중복성 경고가 표시되지 않습니다. 전체 전원 손실 시 발생하는
_nodeOffline_alert 를 표시하지 않습니다.

작업 선택한 정책의 편집 및 삭제 옵션을 보려면 세로 드롭다운 메뉴를 선택합니다.

알림 정책을 생성합니다

SolidFire Active IQ의 * 모든 클러스터 보기 * 에서 정보를 모니터링하기 위한 경고 정책을 만들 수 있습니다. 경고
정책을 사용하면 설치 과정에서 하나 이상의 클러스터와 상태 또는 성능 이벤트에 대한 알림을 받을 수 있으므로 보다
심각한 이벤트 이전에 또는 이에 대한 응답으로 작업을 수행할 수 있습니다.

단계

1. 경고 * > * 정책 * 을 선택합니다.

2. Create Policy * 를 선택합니다.
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3. Policy Type * 목록에서 알림 유형을 선택합니다. 을 참조하십시오 경고 정책 유형.

선택한 정책 유형에 따라 * 정책 생성 * 대화 상자 내에 추가적인 정책 관련 필드가 있습니다.

4. 새 알림 정책의 이름을 입력합니다.

경고 정책 이름은 알림이 생성되는 조건을 설명해야 합니다. 설명 제목은 경고를 쉽게 식별하는 데
도움이 됩니다. 경고 정책 이름은 시스템의 다른 위치에 참조로 표시됩니다.

5. 심각도 수준을 선택합니다.

경고 정책 심각도 수준은 색상으로 구분되어 있으며 * 알림 * > * 기록 페이지 * 에서 쉽게 필터링할
수 있습니다.

6. 사용 가능한 유형 * 에서 유형을 선택하여 경고 정책의 억제 유형을 결정합니다. 두 개 이상의 유형을 선택할 수
있습니다.

연결이 올바른지 확인합니다. 예를 들어, 네트워크 경고 정책에 대해 * 네트워크 억제 * 를 선택했습니다.

7. 정책에 포함할 클러스터를 하나 이상 선택합니다.

정책을 생성한 후 새 클러스터를 설치에 추가하면 클러스터가 기존 경고 정책에 자동으로 추가되지
않습니다. 기존 경고 정책을 편집하고 정책에 연결할 새 클러스터를 선택해야 합니다.

8. 알림 알림을 보낼 e-메일 주소를 하나 이상 입력합니다. 여러 주소를 입력하는 경우 각 주소를 구분하려면 쉼표를
사용해야 합니다.

9. 경고 정책 저장 * 을 선택합니다.

경고 정책 유형

경보 * > * 정책 * 에서 * 정책 생성 * 대화 상자에 나열된 사용 가능한 정책 유형에 따라 경고 정책을 만들 수 있습니다.

사용 가능한 정책 알림에는 다음과 같은 유형이 포함됩니다.

정책 유형 설명

클러스터 장애 특정 유형 또는 모든 유형의 클러스터 장애가 발생할 경우 알림을 보냅니다.

이벤트 특정 이벤트 유형이 발생할 때 알림을 보냅니다.

오류 드라이브 드라이브 장애가 발생하면 알림을 보냅니다.

사용 가능한 드라이브 드라이브가 온라인 상태가 될 때 알림을 보냅니다.

클러스터 활용률 사용 중인 클러스터 용량 및 성능이 지정된 백분율보다 큰 경우 알림을 보냅니다.

사용 가능한 공간 사용 가능한 클러스터 공간이 지정된 비율 미만일 때 알림을 보냅니다.

프로비저닝 가능한 공간 프로비저닝 가능한 클러스터 공간이 지정된 비율 미만일 때 알림을 보냅니다.

수집기가 보고를 하지
않습니다

관리 노드에서 실행되는 SolidFire Active IQ의 Collector가 지정된 기간 동안 SolidFire

Active IQ로 데이터를 전송하지 못할 때 알림을 보냅니다.
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정책 유형 설명

드라이브 마모 클러스터의 드라이브가 지정된 마모 또는 예약 공간 잔여 비율보다 작을 경우 알림을
보냅니다.

iSCSI 세션 활성 iSCSI 세션 수가 지정된 값보다 클 경우 알림을 보냅니다.

섀시 복원성 클러스터의 사용된 공간이 사용자가 지정한 백분율보다 클 때 알림을 보냅니다. 클러스터
복구 임계값에 도달하기 전에 미리 알림을 제공할 수 있는 백분율을 선택해야 합니다. 이
임계값에 도달하면 클러스터가 더 이상 섀시 레벨 장애로부터 자동으로 복구되지
않습니다.

VMware 경보 VMware 알람이 트리거되어 SolidFire Active IQ에 보고되면 알림을 보냅니다.

맞춤형 보호 도메인 복구 사용된 공간이 지정된 사용자 지정 보호 도메인 복구 임계값 비율을 초과하면 시스템에서
알림을 보냅니다. 이 비율이 100에 도달하면 사용자 지정 보호 도메인 장애가 발생한 후
스토리지 클러스터에 자가 복구할 수 있는 충분한 가용 용량이 없는 것입니다.

노드 코어/크래시 덤프 파일 서비스가 응답하지 않고 다시 시작해야 하는 경우 시스템에서 코어 파일 또는 크래시
덤프 파일을 생성하고 알림을 보냅니다. 이것은 정상적인 작업 중에 예상된 동작이
아닙니다.

경고 정책을 편집합니다

경고 정책을 편집하여 정책에서 클러스터를 추가 또는 제거하거나 추가 정책 설정을 변경할 수 있습니다.

단계

1. 경고 * > * 정책 * 을 선택합니다.

2. 작업 * 에서 추가 옵션을 보려면 메뉴를 선택합니다.

3. Edit Policy * 를 선택합니다.

정책 유형 및 유형별 모니터링 기준은 편집할 수 없습니다.

4. (선택 사항) 새 알림 정책에 대해 수정된 이름을 입력합니다.

경고 정책 이름은 알림이 생성되는 조건을 설명해야 합니다. 설명 제목은 경고를 쉽게 식별하는 데
도움이 됩니다. 경고 정책 이름은 시스템의 다른 위치에 참조로 표시됩니다.

5. (선택 사항) 다른 심각도 수준을 선택합니다.

경고 정책 심각도 수준은 색상으로 구분되며 경고 > 기록 페이지에서 쉽게 필터링할 수 있습니다.

6. 사용 가능한 * 유형 * 에서 유형을 선택하여 경고 정책이 활성화된 경우 알림 정책의 억제 유형을 결정합니다. 두 개
이상의 유형을 선택할 수 있습니다.

연결이 올바른지 확인합니다. 예를 들어, 네트워크 경고 정책에 대해 * 네트워크 억제 * 를 선택했습니다.

7. (선택 사항) 정책과의 클러스터 연결을 선택하거나 제거합니다.

정책을 생성한 후 설치에 새 클러스터를 추가하면 클러스터가 기존 경고 정책에 자동으로 추가되지
않습니다. 정책에 연결할 새 클러스터를 선택해야 합니다.
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8. (선택 사항) 알림 메시지를 보낼 하나 이상의 이메일 주소를 수정합니다. 여러 주소를 입력하는 경우 각 주소를
구분하려면 쉼표를 사용해야 합니다.

9. 경고 정책 저장 * 을 선택합니다.

알림 정책을 삭제합니다

경고 정책을 삭제하면 시스템에서 영구적으로 제거됩니다. 해당 정책에 대한 e-메일 알림이 더 이상 전송되지 않으며
정책과의 클러스터 연결이 제거됩니다.

단계

1. 경고 * > * 정책 * 을 선택합니다.

2. 작업 * 에서 메뉴를 선택하여 추가 옵션을 표시합니다.

3. Delete Policy * 를 선택합니다.

4. 작업을 확인합니다.

정책이 시스템에서 영구적으로 제거됩니다.

기능 억제된 클러스터 보기

All Clusters View(모든 클러스터 보기)의 Alerts(경고) 드롭다운 메뉴에 있는 * Suppressed Clusters(억제된 클러스터)

* 페이지에서 경고 알림이 억제된 클러스터 목록을 볼 수 있습니다.

유지 관리를 수행할 때 NetApp 지원이나 고객이 클러스터에 대한 경고 알림을 표시하지 않을 수 있습니다. 업그레이드
억제를 사용하여 클러스터에 대한 알림을 표시하지 않으면 업그레이드 중에 발생하는 공통 경고가 전송되지 않습니다.

또한 지정된 기간 동안 클러스터의 알림 알림을 중지하는 전체 알림 억제 옵션도 있습니다. 알림 * 메뉴의 * 기록 *

페이지에서 알림이 표시되지 않을 때 전송되지 않은 모든 이메일 알림을 볼 수 있습니다. 정의된 기간이 경과하면 억제된
알림이 자동으로 다시 시작됩니다. 드롭다운 메뉴에서 "알림 다시 시작"을 선택하여 알림 억제를 조기에 종료할 수
있습니다.

억제된 클러스터 * 페이지에서 * Past *, * Active * 및 * Future * Suppression에 대한 다음 정보를 볼 수 있습니다.

Past * 옵션은 지난 90일 동안 종료되었던 억제를 표시합니다.

제목 설명

회사 클러스터에 할당된 회사 이름입니다.

클러스터 ID입니다 클러스터가 생성될 때 할당된 클러스터 번호입니다.

클러스터 이름 클러스터에 할당된 이름입니다.

만든 사람 억제를 만든 계정 사용자 이름입니다.

만든 시간 억제가 생성된 정확한 시간.

업데이트된 시간 기능 억제가 생성된 후 수정된 경우 이것은 기능 억제가 마지막으로 변경된 정확한
시간입니다.

시작 시간 알림 억제가 시작되거나 예약된 정확한 시간입니다.

종료 시간입니다 알림 억제가 종료되도록 예약된 정확한 시간입니다
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제목 설명

유형 억제되는 경고와 이벤트를 결정합니다. 가능한 유형은 다음과 같습니다.

• * 전체 *: 지정된 기간 동안 클러스터에 대한 모든 알림이 표시되지 않습니다. 지원
케이스 또는 이메일 알림이 생성되지 않습니다.

• * 업그레이드 *: 지정된 기간 동안 중요하지 않은 클러스터 경고가 표시되지
않습니다. 중요 알림은 여전히 지원 케이스 및 이메일을 생성합니다.

• * Compute *: 컴퓨팅 노드에서 VMware에 의해 트리거된 알림이 표시되지
않습니다.

• * NodeHardware *: 노드 유지보수와 관련된 알림이 표시되지 않습니다. 예를 들어,

드라이브를 스왑하거나 노드를 오프라인 상태로 전환하는 경우를 들 수 있습니다.

• * 드라이브 *: 드라이브 상태와 관련된 경고가 표시되지 않습니다.

• * 네트워크 *: 네트워크 구성 및 상태와 관련된 경고가 표시되지 않습니다.

• * 전원 *: 전원 중복성 경고가 표시되지 않습니다. 전체 전원 손실 시 발생하는
_nodeOffline_alert 를 표시하지 않습니다.

상태 알림 상태를 나타냅니다.

• * 활성 *: 경고 알림 억제가 활성화됩니다.

• * Future *: 알림 통지가 향후 날짜 및 시간에 대해 억제되도록 예약됩니다.

예약됨 억제가 생성되었을 때 예정된 것인지 여부를 나타냅니다.

• True: 만든 시간과 시작 시간 값이 동일합니다.

• False: 만든 시간과 시작 시간 값이 다릅니다.

클러스터 알림을 표시하지 않습니다

단일 클러스터 또는 여러 클러스터에 대한 클러스터 수준에서 현재 날짜 및 시간에 대한 경고 알림을 표시하지 않거나
향후 날짜 및 시간에 시작하도록 예약할 수 있습니다.

단계

1. 다음 중 하나를 수행합니다.

a. Dashboard * 개요에서 표시하지 않을 클러스터에 대한 Actions 메뉴를 선택합니다.

b. Alerts * > * Cluster Suppression * 에서 * Suppress Clusters * 를 선택합니다.

2. 클러스터 * 에 대한 경고 표시 안 함 대화 상자에서 다음을 수행합니다.

a. [클러스터 기능 억제 *] 페이지에서 [클러스터 기능 억제 *] 버튼을 선택한 경우 클러스터를 선택합니다.

b. 경고 억제 유형을 * 전체 *, * 업그레이드 *, * 컴퓨팅 *, * 노드 하드웨어 *, * 드라이브 * 중 하나로 선택합니다. *

네트워크 * 또는 * 전원 *. 기능 억제 유형에 대해 알아봅니다.
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클러스터는 동일한 억제 유형의 여러 선택을 포함할 수 있는 여러 억제 유형을 가질 수 있습니다.

예약된 억제 기간 동안 억제 유형이 이미 있으면 회색으로 표시됩니다. 이 기능 억제 유형을 다시
선택하려면 * Overlap Existing * 을 선택합니다. 동일한 억제 유형의 다중 선택은 겹치는
시간을 가질 수 있으며, 향후 억제를 예약하는 경우에는 다른 시간에 있을 수 있습니다. 두 개의
억제에서 겹치는 기간이 있는 경우, 이 기능은 첫 번째 억제 시작 시간과 마지막 종료 시간을
포함하는 단일 억제 기능을 갖는 것과 같습니다.

c. 알림 억제를 시작할 시작 날짜 및 시간을 선택합니다.

d. 공통 기간을 선택하거나 알림을 표시하지 않을 사용자 지정 종료 날짜 및 시간을 입력합니다.

3. 기능 억제 * 를 선택합니다.

이 작업을 수행하면 NetApp Support에 대한 특정 알림 또는 모든 알림도 표시되지 않습니다.

클러스터 억제가 적용된 후에는 NetApp Support 또는 클러스터를 볼 수 있는 모든 사용자가 억제
상태를 업데이트할 수 있습니다.

클러스터에서 클러스터 억제를 종료합니다

클러스터 기능 억제 기능을 사용하여 적용된 클러스터에서 클러스터 경고 억제를 종료할 수 있습니다. 이렇게 하면
클러스터가 정상적인 경고 보고 상태를 재개할 수 있습니다.

단계

1. 대시보드 * 개요 또는 * 경고 * > * 클러스터 억제 * 에서 일반 경고 보고를 재개하려는 단일 또는 다중 클러스터에
대한 기능 억제를 종료합니다.

a. 단일 클러스터의 경우 클러스터의 Actions 메뉴를 선택하고 * End Suppression * 을 선택합니다.

b. 여러 클러스터의 경우 클러스터를 선택한 다음 * 선택된 차단 종료 * 를 선택합니다.

경고 알림 이메일

SolidFire Active IQ 알림 구독자는 시스템에서 발생하는 모든 알림에 대한 상태 이메일을 받습니다. 알림과 관련된 상태
이메일에는 세 가지 유형이 있습니다.

새 경고 이메일 이 유형의 이메일은 알림이 트리거될 때 전송됩니다.

미리 알림 경고 전자 메일 이 유형의 이메일은 알림이 활성 상태인 동안 24시간마다 한 번씩
전송됩니다.

경고 해결 이메일 이 유형의 이메일은 문제가 해결될 때 전송됩니다.

경고 정책이 생성된 후 이 정책에 대해 새 경고가 생성되면 이메일이 지정된 이메일 주소로 전송됩니다( 참조) 경고
정책을 생성합니다)를 클릭합니다.

경고 이메일 제목 줄에는 보고된 오류 유형에 따라 다음 형식 중 하나가 사용됩니다.

• 해결되지 않은 클러스터 오류: '[cluster fault code] fault on [cluster name] ([severity])'

• 해결된 클러스터 장애: '[cluster fault code] fault on [cluster name] ([severity])'

• 해결되지 않은 경고: '[policy name] alert on [cluster name] ([severity])'

• 해결된 경고 장애: 'Resolved: [policy name] alert on [cluster name] ([severity])'
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여러 개의 알림이 하나의 이메일로 그룹화되며, 다음 예와 유사하게 가장 심각한 오류가 이메일 상단에
표시됩니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

용량 라이센스

모든 클러스터 보기 * 의 * 용량 라이센스 * 페이지에서 NetApp 용량 라이센스 모델에 대한
정보를 볼 수 있습니다. 표준 SolidFire 어플라이언스를 사용하는 고객은 이 페이지를 무시해야
합니다.

지정된 용량 라이센스 풀을 보려면 해당 풀에 포함된 모든 클러스터를 볼 수 있는 권한이 있어야 합니다. 관련된 상위 및
하위 회사 관계가 있는 경우, 계정 관리자와 협력하여 이 정보가 올바르게 기록되었는지 확인하십시오. 그렇지 않으면
용량 라이센스 풀을 사용할 수 없게 될 수 있습니다.

용량 라이센스는 NetApp에서 제공하는 대체 라이센스 옵션입니다. 용량 라이센스 관련 작업에 대한 자세한 정보 또는
수행:
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제목 설명

풀 이름입니다 라이센스와 연관된 고객의 이름입니다.

정규 용량 구입한 소프트웨어 용량 라이센스의 합계입니다.

프로비저닝된 용량 고객 환경에서 라이센스가 부여된 모든 용량 노드에 할당된 프로비저닝된 용량의
양입니다.

사용된 용량 클러스터 풀의 모든 클러스터에서 현재 사용된 용량입니다.

클러스터 클러스터 풀 및 해당 ID의 개수로, 라이센스의 클러스터 풀을 구성합니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

용량

모든 클러스터 보기 * 의 * 용량 * 기간 페이지에서 NetApp 용량 모델에 대한 정보를 볼 수
있습니다.

제목 설명

회사 ID입니다 라이센스와 연결된 회사 ID입니다.

회사 이름 라이센스와 연결된 회사의 이름입니다.

추가 수익 실적을 고객 환경의 라이센스 수입니다.

클러스터 클러스터 수와 고객에게 속하는 클러스터의 ID입니다.

라이센스 용량 고객 환경에서 라이센스가 부여된 용량 노드에 할당된 용량입니다.

사용된 용량 고객에 속하는 모든 클러스터에서 현재 사용된 용량입니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

클러스터를 선택합니다

단일 클러스터 뷰 대시보드

선택한 클러스터의 * Dashboard * 페이지에서 성능, 용량, 컴퓨팅 활용률과 같은 상위 레벨
클러스터 세부 정보를 볼 수 있습니다.

클러스터에 대한 자세한 정보를 보거나 를 선택하려면 * 세부 정보 표시 * 드롭다운 메뉴를 선택합니다  아이콘 을
클릭하면 세부 보고 정보를 확인할 수 있습니다. 또한 마우스 포인터를 그래프 선 및 보고 데이터 위로 이동하여 추가
세부 정보를 표시할 수도 있습니다.

사용 가능한 세부 정보는 시스템에 따라 다릅니다.

• 스토리지 전용 시스템입니다
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• NetApp HCI 시스템 개요

스토리지 전용 시스템입니다

SolidFire 스토리지 기반 솔루션의 경우 * 대시보드 * 페이지에서 * 세부 정보 표시 * 를 선택하면 클러스터에 대한 세부
정보 및 성능 정보를 볼 수 있습니다.

제목 설명

정보 표시줄 이 상단 표시줄에서는 선택한 클러스터의 현재 상태를 빠르게 확인할 수 있습니다. 이
표시줄에는 노드 수, 볼륨 수, 장애 세부 정보, 효율성에 대한 실시간 통계, 블록 및
메타데이터 용량에 대한 상태가 표시됩니다. 이 표시줄의 링크가 UI의 해당 데이터에
열려 있습니다.

클러스터 세부 정보 다음 값을 표시하려면 * Show Details * 를 선택하여 정보 표시줄을 확장합니다.

• 요소 버전

• iSCSI 세션

• Fibre Channel 세션

• 구성된 총 최대 IOPS입니다

• 총 최대 IOPS

• 노드 유형

• 유휴 데이터 암호화

• 활용

• 구성된 총 최소 IOPS입니다

성능 이 그래프는 IOPS 및 처리량 사용량을 보여 줍니다.

용량 이 그림은 설치 클러스터의 상태와 전체 상태를 보여줍니다.

• 프로비저닝됨: 시스템에서 생성된 모든 볼륨의 총 용량입니다.

• 물리적 용량: 모든 효율성을 적용한 후 시스템에서 저장할 데이터의 총 물리적 용량
(총 블록 데이터 용량)입니다.

• Block Capacity(블록 용량): 현재 사용 중인 블록 데이터 용량의 양입니다.

• 메타데이터 용량: 현재 사용 중인 메타데이터 용량의 양입니다.

• 효율성: 압축, 중복제거 및 씬 프로비저닝으로 인해 시스템에서 표시되는 효율성의
크기입니다.

NetApp HCI 시스템 개요

NetApp HCI 기반 솔루션의 경우 * 대시보드 * 페이지에서 * 세부 정보 표시 * 를 선택하면 클러스터와 관련된 세부 정보
및 성능 정보를 볼 수 있습니다.
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제목 설명

정보 표시줄 이 상단 표시줄에서는 선택한 클러스터의 현재 상태를 빠르게 확인할 수 있습니다. 이
표시줄에는 컴퓨팅 및 스토리지 노드의 수, 컴퓨팅 상태, 스토리지 상태, 가상 머신 수 및
NetApp HCI 시스템과 연결된 볼륨 수가 표시됩니다. 이 표시줄의 링크가 UI의 해당
데이터에 열려 있습니다.

설치 세부 정보 다음 값을 표시하려면 * Show Details * 를 선택하여 정보 표시줄을 확장합니다.

• 요소 버전

• 하이퍼바이저

• 연결된 vCenter 인스턴스입니다

• 연결된 데이터 센터

• 구성된 총 최대 IOPS입니다

• 총 최대 IOPS

• 컴퓨팅 노드 유형

• 스토리지 노드 유형입니다

• 유휴 데이터 암호화

• 활용

• iSCSI 세션

• 구성된 총 최소 IOPS입니다

• IOPS 재조정

Element 12.8 클러스터부터 추가 필드인 *IOPS 재조정*이
제공됩니다. 클러스터 전체 옵션이 활성화된 경우 각 볼륨에 이
매개변수가 표시됩니다. 이 필드의 값은 true 또는 false입니다. 이
필드는 최소 IOPS 설정이 아닌 실제 부하에 따라 슬라이스의 균형을
맞추는 데 사용됩니다.

컴퓨팅 활용률 CPU 및 메모리 사용량이 이 그래프에 표시됩니다.

스토리지 용량 이 그림은 설치 클러스터의 상태와 전체 상태를 보여줍니다.

• 프로비저닝됨: 시스템에서 생성된 모든 볼륨의 총 용량입니다.

• 물리적 용량: 모든 효율성을 적용한 후 시스템에서 저장할 데이터의 총 물리적 용량
(총 블록 데이터 용량)입니다.

• Block Capacity(블록 용량): 현재 사용 중인 블록 데이터 용량의 양입니다.

• 메타데이터 용량: 현재 사용 중인 메타데이터 용량의 양입니다.

• 효율성: 압축, 중복제거 및 씬 프로비저닝으로 인해 시스템에서 표시되는 효율성의
크기입니다.

스토리지 성능 IOPS와 처리량은 이 그래프에 표시됩니다.
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자세한 내용을 확인하십시오

"NetApp 제품 설명서"

선택한 클러스터에 대한 보고 옵션

측면 패널의 * Reporting * 드롭다운 메뉴에 대해 자세히 알아보십시오.

• [용량]

• [효율성]

• [성능]

• 노드 활용도

• 오류 로그

• [이벤트]

• [경고]

• iSCSI 세션

• 가상 네트워크

• API 수집

용량

선택한 클러스터에 대한 * Reporting * 드롭다운 메뉴의 * Capacity * 페이지에서 볼륨에 프로비저닝된 전체 클러스터
공간에 대한 세부 정보를 볼 수 있습니다. 용량 정보 막대는 클러스터의 블록 및 메타데이터 스토리지 용량에 대한 현재
상태와 예측을 제공합니다. 해당 그래프는 클러스터 데이터를 분석하는 추가 방법을 제공합니다.

심각도 레벨 및 클러스터 충만성에 대한 자세한 내용은 을 참조하십시오 "Element 소프트웨어 설명서".

다음 설명은 선택한 클러스터의 블록 용량, 메타데이터 용량 및 프로비저닝된 공간에 대한 세부 정보를 제공합니다.

블록 용량

제목 설명 예측

사용된 용량 클러스터 블록의 현재 사용 용량입니다. 해당 없음

경고 임계값 현재 경고 임계값입니다. 경고 임계값에 도달할 때를 예측합니다.

오류 임계값 현재 오류 임계값입니다. 오류 임계값에 도달할 때를 예측합니다.

총 용량 블록의 총 용량입니다. 임계 임계값에 도달할 때를 예측합니다.

현재 상태 블럭의 현재 상태. 심각도 수준에 대한 자세한 내용은 을 참조하십시오
"Element 소프트웨어 설명서".

메타데이터 용량입니다

제목 설명

사용된 용량 이 클러스터에 사용된 메타데이터
클러스터 용량입니다.

총 용량
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블록 용량

이 클러스터에 사용
가능한 총 메타데이터
용량 및 중요 임계값
예측

현재 상태 이 클러스터에 대한 메타데이터 용량의 현재
상태입니다.

프로비저닝된 공간

제목 설명

프로비저닝된 공간 현재 클러스터에 프로비저닝된 공간의
양입니다.

최대 프로비저닝된 공간

효율성

선택한 클러스터에 대한 클러스터 * 보고 * 드롭다운 메뉴의 * 효율성 * 페이지에서 그래프의 데이터 포인트 위로 마우스
포인터를 이동하면 클러스터의 씬 프로비저닝, 중복 제거 및 압축에 대한 세부 정보를 볼 수 있습니다.

모든 결합된 효율성은 보고된 계수 값의 단순한 곱셈을 통해 계산됩니다.

다음 설명은 선택한 클러스터의 효율성을 계산한 세부 정보입니다.

제목 설명

전반적인 효율성 씬 프로비저닝, 중복제거, 압축의 글로벌 효율성이 함께 배가됩니다. 이 계산에서는
시스템에 내장된 이중 나선형 피처를 고려하지 않습니다.

중복제거 및 압축 중복제거 및 압축을 사용하여 공간을 절약할 수 있는 효과

씬 프로비저닝 이 기능을 사용하여 절약되는 공간의 크기입니다. 이 수치는 클러스터에 할당된
용량과 실제로 저장된 데이터 양 간의 델타를 반영합니다.

중복 제거 클러스터에 중복 데이터를 저장하지 않고 저장한 공간의 비율 승수입니다.

압축 데이터 압축이 클러스터에 저장된 데이터에 미치는 영향 데이터 유형마다 압축률이
다릅니다. 예를 들어 텍스트 데이터와 대부분의 문서는 작은 공간으로 쉽게
압축되지만 비디오 및 그래픽 이미지는 일반적으로 압축하지 않습니다.

성능

선택한 클러스터에 대한 * Reporting * 드롭다운 메뉴의 * Performance * 페이지에서 범주를 선택하고 기간을 기준으로
필터링하여 IOPS 사용량, 처리량 및 클러스터 활용도에 대한 세부 정보를 볼 수 있습니다.

노드 활용도

선택한 클러스터의 보고 드롭다운 메뉴의 노드 활용도 페이지에서 각 노드를 선택하고 볼 수 있습니다.

Element 12.8부터 노드 활용 정보는 다음과 같이 제공됩니다. nodeHeat 사용하여 GetNodeStats 그리고

ListNodeStats API 방법. 그만큼 nodeHeat 객체는 다음의 멤버입니다. nodeStats 객체를 생성하고 기본 총
IOPS 또는 총 IOPS와 구성된 IOPS의 비율(시간 경과에 따른 평균)을 기반으로 노드 활용 정보를 표시합니다. 노드

활용도 그래프는 이를 메트릭에서 파생된 백분율로 표시합니다. recentPrimaryTotalHeat .
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오류 로그

선택한 클러스터에 대한 * 보고 * 드롭다운 메뉴의 * 오류 로그 * 페이지에서 클러스터에서 보고된 해결되지 않았거나
해결된 오류에 대한 정보를 볼 수 있습니다. 이 정보는 필터링하여 CSV(쉼표로 구분된 값) 파일로 내보낼 수 있습니다.

심각도 수준에 대한 자세한 내용은 을 참조하십시오 "Element 소프트웨어 설명서".

선택한 클러스터에 대해 다음 정보가 보고됩니다.

제목 설명

ID입니다 클러스터 장애의 ID입니다.

날짜 고장이 기록된 날짜 및 시간입니다.

심각도입니다 이는 경고, 오류, 위험 또는 모범 사례일 수 있습니다.

유형 노드, 드라이브, 클러스터, 서비스 또는 볼륨이 될 수 있습니다.

노드 ID입니다 이 장애가 참조하는 노드의 노드 ID입니다. 노드 및 드라이브 장애에 대해
포함되며, 그렇지 않을 경우 -(대시)로 설정됩니다.

노드 이름 시스템에서 생성된 노드 이름입니다.

드라이브 ID입니다 이 결함이 참조하는 드라이브의 드라이브 ID입니다. 드라이브 고장에 대해
포함되며, 그렇지 않을 경우 -(대시)로 설정됩니다.

간략 해제 오류의 원인이 해결되었는지 여부를 표시합니다.

해결 시간 문제가 해결된 시간을 표시합니다.

오류 코드 고장의 원인을 나타내는 설명 코드입니다.

세부 정보 고장 설명 및 추가 세부 정보

이벤트

선택한 클러스터의 보고 드롭다운 메뉴의 이벤트 페이지에서 이벤트 및 gcEvents 탭 중에서 선택하여 클러스터에서
발생한 주요 이벤트에 대한 정보를 볼 수 있습니다. 기본적으로 *이벤트*를 선택하면 가독성을 높이기 위해 gcEvents를
제외한 모든 이벤트가 표시됩니다. gcEvents를 포함한 모든 이벤트를 보려면 *gcEvents*라고 표시된 탭을 선택하세요.

이 정보는 필터링하여 CSV 파일로 내보낼 수 있습니다.

선택한 클러스터에 대해 다음 정보가 보고됩니다.

제목 설명

이벤트 ID입니다 각 이벤트와 연결된 고유 ID입니다.

이벤트 시간 이벤트가 발생한 시간입니다.

유형 기록되는 이벤트의 유형(예: API 이벤트, 복제 이벤트 또는 GC 이벤트)입니다. 를
참조하십시오 "Element 소프트웨어 설명서" 자세한 내용은.

메시지 이벤트와 연결된 메시지입니다.

서비스 ID입니다 이벤트를 보고한 서비스(해당하는 경우)

노드 ID입니다 이벤트를 보고한 노드입니다(해당하는 경우).

드라이브 ID입니다 이벤트를 보고한 드라이브입니다(해당하는 경우).

세부 정보 이벤트가 발생한 이유를 식별하는 데 도움이 되는 정보입니다.

19

https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html


경고

선택한 클러스터에 대한 * Reporting * 드롭다운 메뉴의 * Alerts * 페이지에서 미해결 또는 해결된 클러스터 경고를 볼
수 있습니다. 이 정보는 필터링하여 CSV 파일로 내보낼 수 있습니다. 심각도 수준에 대한 자세한 내용은 을
참조하십시오 "Element 소프트웨어 설명서".

선택한 클러스터에 대해 다음 정보가 보고됩니다.

제목 설명

트리거됨 클러스터 자체가 아닌 SolidFire Active IQ에서 경고가 트리거된 시간입니다.

마지막 알림 가장 최근의 경고 이메일이 전송된 시간입니다.

간략 해제 경고의 원인이 해결되었는지 여부를 표시합니다.

정책 사용자 정의 알림 정책 이름입니다.

심각도입니다 경고 정책이 생성된 시점에 할당된 심각도입니다.

목적지 경고 이메일을 수신하기 위해 선택한 이메일 주소.

트리거 알림을 트리거한 사용자 정의 설정입니다.

iSCSI 세션

선택한 클러스터에 대한 * 보고 * 드롭다운 메뉴의 * iSCSI 세션 * 페이지에서 클러스터의 활성 세션 수와 클러스터에서
발생한 iSCSI 세션 수에 대한 세부 정보를 볼 수 있습니다.

iSCSI 세션 예제를 확장합니다
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그래프의 데이터 포인트 위로 마우스 포인터를 이동하면 정의된 기간의 세션 수를 확인할 수 있습니다.

• Active Sessions(활성 세션): 클러스터에서 연결되어 활성 상태인 iSCSI 세션 수입니다.

• Peak Active Sessions(최대 활성 세션): 지난 24시간 동안 클러스터에서 발생한 최대 iSCSI 세션 수입니다.

이 데이터에는 FC 노드에서 생성된 iSCSI 세션이 포함됩니다.

가상 네트워크

선택한 클러스터에 대한 * 보고 * 드롭다운 메뉴의 * 가상 네트워크 * 페이지에서 클러스터에 구성된 가상 네트워크에
대한 다음 정보를 볼 수 있습니다.

제목 설명

ID입니다 VLAN 네트워크의 고유 ID입니다. 시스템에 의해 할당됩니다.

이름 VLAN 네트워크의 고유한 사용자 할당 이름입니다.

VLAN ID입니다 가상 네트워크가 생성될 때 할당된 VLAN 태그.

VIP 가상 네트워크에 할당된 스토리지 가상 IP 주소입니다.

넷마스크 이 가상 네트워크의 넷마스크입니다.

게이트웨이 가상 네트워크 게이트웨이의 고유 IP 주소입니다. VRF가 활성화되어 있어야
합니다.

VRF 활성화 가상 라우팅 및 전달이 활성화되었는지 여부를 표시합니다.

IPS 사용 가상 네트워크에 사용되는 가상 네트워크 IP 주소의 범위입니다.

API 수집

선택한 클러스터에 대한 * Reporting * 드롭다운 메뉴의 * API Collection * 페이지에서 NetApp SolidFire Active

IQ에서 사용하는 API 메소드를 볼 수 있습니다. 이러한 방법에 대한 자세한 설명은 를 참조하십시오 "Element

소프트웨어 API 설명서".

SolidFire Active IQ는 이러한 방법 외에도 NetApp 지원 및 엔지니어링에서 클러스터 상태를
모니터링하는 데 사용되는 일부 내부 API 호출을 합니다. 이러한 콜은 잘못 사용될 경우 클러스터 기능에
지장을 줄 수 있으므로 문서화되지 않습니다. SolidFire Active IQ API 컬렉션의 전체 목록이 필요한
경우 NetApp 지원에 문의해야 합니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

노드 머리

선택한 클러스터의 측면 패널에서 사용할 수 있는 * Nodes * 페이지에서 클러스터의 노드에 대한
정보를 볼 수 있습니다.

사용 가능한 세부 정보는 시스템에 따라 다릅니다.
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• SolidFire 스토리지 노드 세부 정보를 봅니다

• NetApp HCI 스토리지 및 컴퓨팅 노드 세부 정보를 봅니다

SolidFire 스토리지 노드 세부 정보를 봅니다

각 노드는 SSD의 모음입니다. 각 스토리지 노드에는 CPU, 네트워킹, 캐시 및 스토리지 리소스가 함께 제공됩니다.

스토리지 노드 리소스가 노드 클러스터로 풀링됩니다.

정보 표시줄은 * 노드 * 페이지에서 다음 데이터에 대한 빠른 개요를 제공합니다.

• MVIP: 관리 가상 IP 주소입니다

• MVIP VLAN ID: MVIP용 가상 LAN ID입니다

• SVIP: 스토리지 가상 IP 주소입니다

• SVIP VLAN ID: SVIP용 가상 LAN ID입니다

스토리지 노드에 대한 정보를 봅니다

클러스터의 각 스토리지 노드에 대해 다음 정보를 사용할 수 있습니다.

제목 설명

ID입니다 노드에 대한 시스템 생성 ID입니다.

상태 노드의 상태:

• 양호: 노드에 관련된 심각한 오류가 없습니다.

• 오프라인: 노드에 액세스할 수 없습니다. 오류 로그를 보려면 링크를 선택하십시오.

• 오류: 이 노드와 관련된 오류가 있습니다. 오류 로그를 보려면 링크를 선택하십시오.

이름 시스템에서 생성된 노드 이름입니다.

유형 노드의 모델 유형을 표시합니다.

플랫폼 구성 버전 실행 중인 섀시의 구성 버전입니다.

BIOS 버전 노드 하드웨어의 BIOS 버전입니다.

BMC 펌웨어 개정판 현재 Baseboard Management Controller(BMC)에서 실행 중인 펌웨어 개정판입니다.

버전 노드에서 실행되는 Element 소프트웨어의 버전입니다.

일련 번호 노드에 할당된 고유한 일련 번호입니다.

관리 IP 1GbE 또는 10GbE 네트워크 관리 작업을 위해 노드에 할당된 관리 IP 주소입니다.

클러스터 IP 동일한 클러스터의 노드 간 통신에 사용되는 노드에 할당된 클러스터 IP 주소입니다.

스토리지 IP iSCSI 네트워크 검색 및 모든 데이터 네트워크 트래픽에 사용되는 노드에 할당된
스토리지 IP 주소입니다.

지난 30분 동안의 평균
처리량

이 노드가 1차 노드인 모든 볼륨에 대해 최근 30분 동안 실행된 평균 처리량 합계입니다.
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제목 설명

지난 30분 동안의 평균
IOPS

이 노드가 1차 노드인 모든 볼륨에 대해 최근 30분 동안 실행된 평균 IOPS 수의
합계입니다.

지난 30분 동안의 평균 지연
시간(µs)

이 노드가 1차 노드인 모든 볼륨에 대해 읽기 및 쓰기 작업을 완료하는 데 마지막 30분
동안 측정된 마이크로초 단위의 평균 시간입니다. 활성 볼륨을 기준으로 이 메트릭을
보고하려면 0이 아닌 지연 값만 사용됩니다.

역할 클러스터에서 노드가 가지는 역할을 식별합니다.

• Cluster Master: 클러스터 전체 관리 작업을 수행하고 MVIP 및 SVIP를 포함하는
노드입니다.

• 앙상블 노드: 클러스터에 참여하는 노드. 클러스터 크기에 따라 3개 또는 5개의
앙상블 노드가 있습니다.

• Fibre Channel: 클러스터의 FC 노드입니다.

• 노드에 역할이 없는 경우 값은 -(대시)로 설정됩니다.

사용 가능 기간 종료 더 이상 노드를 구매할 수 없지만 여전히 지원되는 날짜입니다.

하드웨어 지원 종료 하드웨어가 더 이상 지원되지 않는 날짜입니다.

소프트웨어 지원 종료 소프트웨어가 더 이상 지원되지 않는 날짜입니다.

NetApp HCI 스토리지 및 컴퓨팅 노드 세부 정보를 봅니다

NetApp HCI 시스템을 구성하는 NetApp H 시리즈 노드의 경우 컴퓨팅 노드와 스토리지 노드의 두 가지 유형이
있습니다.

정보 표시줄은 * 노드 * 페이지에서 다음 데이터에 대한 빠른 개요를 제공합니다.

• MVIP: 관리 가상 IP 주소입니다

• SVIP: 스토리지 가상 IP 주소입니다

NetApp HCI 클러스터의 스토리지 노드 및 컴퓨팅 노드에 대한 정보 확인:

• 스토리지 노드에 대한 정보를 봅니다

• 컴퓨팅 노드에 대한 정보를 봅니다

스토리지 노드에 대한 정보를 봅니다

클러스터의 스토리지 노드에 대한 다음 정보를 보려면 * 스토리지 * 를 선택합니다.

제목 설명

ID입니다 노드에 대한 시스템 생성 ID입니다.
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제목 설명

상태 노드의 상태:

• 양호: 노드에 관련된 심각한 오류가 없습니다.

• 오프라인: 노드에 액세스할 수 없습니다. 오류 로그를 보려면 링크를 선택하십시오.

• 오류: 이 노드와 관련된 오류가 있습니다. 오류 로그를 보려면 링크를 선택하십시오.

이름 시스템에서 생성된 노드 이름입니다.

유형 노드의 모델 유형을 표시합니다.

섀시/슬롯 섀시에 할당된 고유 일련 번호 및 노드의 슬롯 위치입니다.

일련 번호 노드에 할당된 고유한 일련 번호입니다.

플랫폼 구성 버전 실행 중인 섀시의 구성 버전입니다.

BIOS 버전 노드 하드웨어의 BIOS 버전입니다.

BMC 펌웨어 개정판 현재 Baseboard Management Controller(BMC)에서 실행 중인 펌웨어 개정판입니다.

버전 노드에서 실행되는 Element 소프트웨어의 버전입니다.

관리 IP 1GbE 또는 10GbE 네트워크 관리 작업을 위해 노드에 할당된 관리 IP 주소입니다.

스토리지 IP iSCSI 네트워크 검색 및 모든 데이터 네트워크 트래픽에 사용되는 노드에 할당된
스토리지 IP 주소입니다.

지난 30분 동안의 평균
IOPS

이 노드가 1차 노드인 모든 볼륨에 대해 최근 30분 동안 실행된 평균 IOPS 수의
합계입니다.

지난 30분 동안의 평균
처리량

이 노드가 1차 노드인 모든 볼륨에 대해 최근 30분 동안 실행된 평균 처리량 합계입니다.

지난 30분 동안의 평균 지연
시간(µs)

이 노드가 1차 노드인 모든 볼륨에 대해 읽기 및 쓰기 작업을 완료하는 데 마지막 30분
동안 측정된 마이크로초 단위의 평균 시간입니다. 활성 볼륨을 기준으로 이 메트릭을
보고하려면 0이 아닌 지연 값만 사용됩니다.

역할 클러스터에서 노드가 가지는 역할을 식별합니다.

• Cluster Master: 클러스터 전체 관리 작업을 수행하고 MVIP 및 SVIP를 포함하는
노드입니다.

• 앙상블 노드: 클러스터에 참여하는 노드. 클러스터 크기에 따라 3개 또는 5개의
앙상블 노드가 있습니다.

• 노드에 역할이 없는 경우 값은 -(대시)로 설정됩니다.

사용 가능 기간 종료 더 이상 노드를 구매할 수 없지만 여전히 지원되는 날짜입니다.

하드웨어 지원 종료 하드웨어가 더 이상 지원되지 않는 날짜입니다.

소프트웨어 지원 종료 소프트웨어가 더 이상 지원되지 않는 날짜입니다.

컴퓨팅 노드에 대한 정보를 봅니다

클러스터의 컴퓨팅 노드에 대한 다음 정보를 보려면 * Compute * 를 선택하십시오.
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제목 설명

호스트 컴퓨팅 노드의 IP 주소입니다.

상태 VMware에서 제공하는 가치 VMware 설명을 보려면 여기에 마우스를 올려 놓으십시오.

유형 노드의 모델 유형을 표시합니다.

섀시/슬롯 섀시에 할당된 고유 일련 번호 및 노드의 슬롯 위치입니다.

일련 번호 노드에 할당된 고유한 일련 번호입니다.

vCenter IP입니다 vCenter Server의 IP 주소입니다.

BIOS 버전 노드 하드웨어의 BIOS 버전입니다.

BMC 펌웨어 개정판 현재 Baseboard Management Controller(BMC)에서 실행 중인 펌웨어 개정판입니다.

VMotion IP 컴퓨팅 노드의 VMware vMotion 네트워크 IP 주소입니다.

사용 가능 기간 종료 더 이상 노드를 구매할 수 없지만 여전히 지원되는 날짜입니다.

하드웨어 지원 종료 하드웨어가 더 이상 지원되지 않는 날짜입니다.

소프트웨어 지원 종료 소프트웨어가 더 이상 지원되지 않는 날짜입니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

볼륨

활성 볼륨

볼륨 페이지에서 활성 볼륨에 대한 세부 정보를 볼 수 있습니다.

활성 볼륨 세부 정보를 봅니다

선택한 클러스터의 * Volumes * > * Active Volumes * 페이지에서 활성 볼륨 목록에서 다음 정보를 볼 수 있습니다.

제목 설명

ID입니다 볼륨을 생성할 때 지정된 ID입니다.

계정 ID입니다 볼륨에 할당된 계정의 ID입니다.

볼륨 크기 스냅샷이 생성된 볼륨의 크기입니다.

사용된 용량 볼륨의 현재 사용 용량:

• 녹색 = 최대 80%

• 노란색 = 80% 이상

• 빨간색 = 95% 이상

기본 노드 ID입니다 이 볼륨의 기본 노드입니다.
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제목 설명

보조 노드 ID입니다 이 볼륨에 대한 보조 노드의 목록입니다. 보조 노드의 변경과 같이 일시적인 상태 동안
여러 값이 될 수 있지만 일반적으로 단일 값이 있습니다.

QoS 스로틀 볼륨의 현재 임계치를 나타냅니다.

• 녹색 = 최대 20%

• 노란색 = 20% 이상

• 빨간색 = 80% 이상

이 값에는 볼륨에 대한 기간별 임계치 조절이 포함되지 않습니다.

최소 IOPS 볼륨에 대해 보장된 최소 IOPS 수입니다.

최대 IOPS 볼륨에 허용되는 최대 IOPS 수입니다.

버스트 IOPS 짧은 기간 동안 허용되는 최대 IOPS 수입니다.

지난 30분 동안의 평균
IOPS

이 노드가 1차 노드인 모든 볼륨에 대해 실행된 평균 IOPS 수입니다. IOPS는 클러스터
측에서 500밀리초 이상 주기적으로 수집됩니다. SolidFire Active IQ는 60초 간격으로
이러한 값을 수집합니다. 각 볼륨의 평균 IOPS는 최근 30분 동안 수집된 SolidFire

Active IQ 값을 기준으로 계산됩니다.

지난 30분 동안의 평균
처리량

이 노드가 1차 노드인 모든 볼륨에 대해 실행된 평균 처리량입니다. 클러스터 측에서
500밀리초 이상의 간격으로 처리량이 수집됩니다. SolidFire Active IQ는 60초 간격으로
이러한 값을 수집합니다. 각 볼륨에 대해 지난 30분 동안 수집된 SolidFire Active IQ

값을 사용하여 평균 처리량을 계산합니다.

지난 30분 동안의 평균 지연
시간(µs

이 노드가 1차 노드인 모든 볼륨에서 읽기 및 쓰기 작업을 완료하는 데 걸리는 평균 시간
(마이크로초)입니다. 지연 시간은 클러스터 측에서 500밀리초 이상 간격을 측정합니다.

SolidFire Active IQ는 60초 간격으로 이러한 값을 수집합니다. 각 볼륨의 평균 지연
시간은 최근 30분 동안 수집된 SolidFire Active IQ 값을 기준으로 계산됩니다. 자세한
내용은 다음을 참조하십시오 "KB 문서를 참조하십시오".

스냅샷 수 볼륨에 대해 생성된 스냅샷의 수입니다.

작업 개별 볼륨에 대한 자세한 내용을 보려면 수직 드롭다운 메뉴를 선택합니다.

IOPS 재조정 Element 12.8 클러스터부터 추가 필드인 *IOPS 재조정*이 제공됩니다. 클러스터 전체
옵션이 활성화된 경우 각 볼륨에 이 매개변수가 표시됩니다. 이 필드의 값은 true 또는
false입니다. 이 필드는 최소 IOPS 설정이 아닌 실제 부하에 따라 슬라이스의 균형을
맞추는 데 사용됩니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

스냅샷 및 스냅샷 스케줄

스냅샷 및 스냅샷 스케줄에 대한 정보 보기에 대한 자세한 정보:

• 스냅샷 수

• 스냅숏 일정
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스냅샷 수

선택한 클러스터의 측면 패널에서 사용할 수 있는 * Volumes * 페이지에서 볼륨 스냅숏에 대한 정보를 볼 수 있습니다.

단계

1. 볼륨 * > * 스냅샷 * 을 선택합니다.

2. 또는 * Volumes * > * Active Volumes * 를 선택하고 Actions 열에서 을 선택합니다  원하는 볼륨의 아이콘을
선택하고 * 스냅샷 보기 * 를 선택합니다.

3.
(선택 사항) 을 선택하여 스냅샷 목록을 CSV 파일로 내보낼 수 있습니다  아이콘을 클릭합니다.

다음 목록에서는 사용 가능한 세부 정보를 설명합니다.

제목 설명

ID입니다 스냅샷에 할당된 스냅샷 ID를 표시합니다.

볼륨 ID입니다 볼륨을 생성할 때 지정된 ID입니다.

계정 ID입니다 볼륨에 할당된 계정의 ID입니다.

UUID입니다 범용 고유 식별자입니다.

크기 스냅샷의 사용자 정의 크기입니다.

볼륨 크기 스냅샷이 생성된 볼륨의 크기입니다.

생성 시간 스냅샷이 생성된 시간입니다.

보관 기간 스냅샷이 삭제되는 요일 및 시간입니다.

그룹 스냅샷 ID입니다 스냅샷이 다른 볼륨 스냅샷과 함께 그룹화된 경우 해당 그룹 ID입니다.

복제됨 원격 클러스터의 스냅샷 상태를 표시합니다.

• Present(현재): 원격 클러스터에 스냅샷이 있습니다.

• 없음: 원격 클러스터에 스냅샷이 없습니다.

• 동기화 중: 타겟 클러스터가 현재 스냅샷을 복제 중입니다.

• 삭제됨: 타겟이 스냅샷을 복제한 다음 삭제했습니다.

스냅숏 일정

선택한 클러스터의 측면 패널에서 사용할 수 있는 * Volumes * > * Snapshot Schedules * 페이지에서 스냅샷 스케줄
세부 정보를 볼 수 있습니다.

을 선택하여 스냅샷 스케줄 목록을 CSV 파일로 내보낼 수 있습니다  아이콘을 클릭합니다.

다음 목록에서는 사용 가능한 세부 정보를 설명합니다.

제목 설명

ID입니다 일정에 할당된 일정 ID입니다.
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제목 설명

이름 스케줄의 사용자 할당 이름입니다.

주파수 스케줄이 실행되는 빈도입니다. 빈도는 시간 및 분, 주 또는 월 단위로 설정할 수
있습니다.

반복 일정이 반복되는지 여부를 나타냅니다.

볼륨 ID입니다 예약된 스냅샷에 포함된 볼륨 ID입니다.

마지막 실행 스케줄이 마지막으로 실행된 시간입니다.

마지막 실행 상태 마지막 일정 실행의 결과. 가능한 값은 '성공' 또는 '오류’입니다

수동 일시 중지됨 스케줄이 수동으로 일시 중지되었는지 여부를 나타냅니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

볼륨 성능

볼륨 페이지에서 각 볼륨에 대한 세부 정보를 보고 성능 그래프를 볼 수 있습니다.

• 개별 볼륨 세부 정보를 봅니다

• 개별 볼륨 성능 그래프를 봅니다

개별 볼륨 세부 정보를 봅니다

볼륨 * 페이지에서 개별 볼륨에 대한 추가 정보를 볼 수 있습니다.

단계

1. Volumes * > * Active Volumes * 를 선택합니다.

2. 작업 열에서 을 선택합니다  원하는 볼륨에 대한 아이콘을 클릭하고 * 세부 정보 보기 * 를 선택합니다.

활성 볼륨에 대한 페이지가 열리면 정보 표시줄에서 최근 볼륨 데이터를 볼 수 있습니다.

제목 설명

계정 ID입니다 볼륨에 대한 시스템 생성 ID입니다.

볼륨 크기 볼륨의 총 크기입니다.

사용된 용량 볼륨이 얼마나 가득 찼는지 표시합니다.

평균 IOPS 최근 30분 동안 볼륨에 대해 실행된 평균 IOPS 수입니다.

평균 처리량 지난 30분 동안 볼륨에 대해 실행된 평균 처리량입니다.

평균 지연 시간 마지막 30분 동안 볼륨에 대한 읽기 및 쓰기 작업을 완료하는 데 걸리는 평균 시간
(마이크로초)입니다. 자세한 내용은 다음을 참조하십시오 "KB 문서를 참조하십시오".

볼륨 세부 정보 표시 * 드롭다운 메뉴에서 추가 세부 정보를 볼 수 있습니다.

액세스 볼륨에 할당된 읽기/쓰기 권한입니다.
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제목 설명

액세스 그룹 연결된 볼륨 액세스 그룹:

0이 아닌 블록 마지막 가비지 수집 작업이 완료된 후 데이터가 포함된 총 4KiB 블록 수입니다.

제로 블록 마지막 가비지 수집 작업이 완료된 후 데이터가 없는 총 4KiB 블록 수입니다.

스냅샷 수 연결된 스냅샷의 수입니다.

최소 IOPS 볼륨에 대해 보장된 최소 IOPS 수입니다.

최대 IOPS 볼륨에 허용되는 최대 IOPS 수입니다.

버스트 IOPS 짧은 기간 동안 허용되는 최대 IOPS 수입니다.

512e 활성화됨 볼륨에서 512e가 활성화되어 있는지 여부를 식별합니다.

QoS 스로틀 볼륨의 현재 임계치를 나타냅니다. 이 값에는 볼륨에 대한 기간별 임계치 조절이
포함되지 않습니다.

기본 노드 ID입니다 이 볼륨의 기본 노드입니다.

보조 노드 ID입니다 이 볼륨에 대한 보조 노드의 목록입니다. 보조 노드의 변경과 같이 일시적인 상태 동안
여러 값이 될 수 있지만 일반적으로 단일 값이 있습니다.

볼륨이 페어링되었습니다 볼륨이 페어링되었는지 여부를 나타냅니다.

생성 시간 볼륨 생성 작업이 완료된 시간입니다.

블록 크기 볼륨의 블록 크기입니다.

IQN을 선택합니다 볼륨의 IQN(iSCSI Qualified Name)입니다.

SciEUIDeviceID입니다 EUI-64 기반 16바이트 형식의 볼륨에 대한 전역적으로 고유한 SCSI 디바이스
식별자입니다.

ScsiNADeviceID입니다 NAA IEEE 등록 확장 형식의 볼륨에 대한 전역적으로 고유한 SCSI 장치 식별자입니다.

속성 JSON 개체 형식의 이름/값 쌍 목록입니다.

개별 볼륨 성능 그래프를 봅니다

볼륨 * 페이지에서 각 볼륨의 성능 활동을 그래픽 형식으로 볼 수 있습니다. 이 정보는 처리량, IOPS, 지연 시간, 대기열
길이, 평균 IO 크기에 대한 실시간 통계를 및 각 볼륨의 용량입니다.

단계

1. 볼륨 > *볼륨 성능*을 선택합니다.

2. 볼륨 드롭다운 목록에서 볼륨 ID를 선택하면 해당 볼륨에 대한 세부 정보를 볼 수 있습니다. 볼륨 드롭다운 목록은
볼륨 ID로 검색할 수 있습니다.

3. 왼쪽에서 축소판 그래프를 선택하여 성능 그래프를 자세히 봅니다. 다음 그래프를 볼 수 있습니다.

◦ 처리량

◦ IOPS

◦ 지연 시간

◦ 큐 길이

◦ 평균 IO 크기
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◦ 용량

각 그래프의 평균, 최소, *최대*도 볼 수 있습니다. 기본 보기는 평균입니다.

4.
(선택 사항) 을 선택하여 각 그래프를 CSV 파일로 내보낼 수 있습니다  아이콘을 클릭합니다.

5. 또는 볼륨 > *활성 볼륨*을 선택할 수 있습니다.

6. Actions * 열에서 을 선택합니다  원하는 볼륨에 대한 아이콘을 클릭하고 * 세부 정보 보기 * 를 선택합니다.

성능 그래프와 동기화되는 조정 가능한 타임라인을 표시하기 위해 별도의 페이지가 열립니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

가상 볼륨

선택한 클러스터의 측면 패널에서 사용할 수 있는 * VVol 페이지 * 에서 가상 볼륨 및 관련 저장소
컨테이너, 프로토콜 엔드포인트, 바인딩 및 호스트에 대한 정보를 볼 수 있습니다.

VVOL 관련 작업에 대해 알아보십시오.

• 가상 볼륨

• 저장소 컨테이너

• 프로토콜 엔드포인트

• [호스트]

• [바인딩]

가상 볼륨

선택한 클러스터의 * VVol * > * Virtual Volumes * 페이지는 클러스터의 각 활성 가상 볼륨에 대한 정보를 제공합니다.

제목 설명

볼륨 ID입니다 기본 볼륨의 ID입니다.

스냅샷 ID입니다 기본 볼륨 스냅샷의 ID입니다. 가상 볼륨이 스냅샷을 나타내지 않는 경우 값은
0입니다.

상위 가상 볼륨 ID입니다 상위 가상 볼륨의 가상 볼륨 ID입니다. ID가 모두 0인 경우 가상 볼륨은 상위
볼륨에 대한 링크 없이 독립적입니다.

가상 볼륨 ID입니다 가상 볼륨의 범용 고유 식별자입니다.

이름 가상 볼륨에 할당된 이름입니다.

게스트 OS 유형입니다 가상 볼륨과 연결된 운영 체제입니다.

유형 가상 볼륨 유형: Config(구성), Data(데이터), Memory(메모리), Swap(스왑) 또는
Other(기타).
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제목 설명

액세스 가상 볼륨에 할당된 읽기/쓰기 권한입니다.

크기 가상 볼륨 크기(GB) 또는 기비바이트(GiB)입니다.

사용된 용량 볼륨의 현재 사용 용량:

• 녹색 = 최대 80%

• 노란색 = 80% 이상

• 빨간색 = 95% 이상

스냅샷 연결된 스냅샷의 수입니다. 스냅샷 복사본 세부 정보에 연결할 번호를 선택합니다.

최소 IOPS 가상 볼륨의 최소 IOPS QoS 설정입니다.

최대 IOPS 가상 볼륨의 최대 IOPS QoS 설정입니다.

버스트 IOPS 가상 볼륨의 최대 버스트 QoS 설정입니다.

VMW_VmID "VMW_"가 앞에 있는 필드의 정보는 VMware에서 정의합니다. 자세한 내용은
VMware 설명서를 참조하십시오.

생성 시간 가상 볼륨 생성 작업이 완료된 시간입니다.

작업 개별 가상 볼륨에 대한 자세한 내용을 보려면 수직 드롭다운 메뉴를 선택합니다.

저장소 컨테이너

선택한 클러스터의 * VVol * > * Storage Containers * 페이지에서 클러스터의 모든 활성 저장소 컨테이너에 대한 다음
정보를 볼 수 있습니다.

제목 설명

계정 ID입니다 저장소 컨테이너와 연결된 계정의 ID입니다.

이름 저장소 컨테이너의 이름입니다.

상태 저장소 컨테이너의 상태:

• Active(활성): 저장소 컨테이너가 사용 중입니다.

• 잠김: 저장소 컨테이너가 잠겨 있습니다.

PE 유형 프로토콜 엔드포인트 유형을 나타냅니다(SCSI는 Element 소프트웨어에 대해
사용 가능한 유일한 프로토콜입니다).

저장소 컨테이너 ID입니다 가상 볼륨 스토리지 컨테이너의 UUID(Universal Unique Identifier)입니다.

활성 가상 볼륨 스토리지 컨테이너와 연결된 활성 가상 볼륨의 수입니다.

프로토콜 엔드포인트

선택한 클러스터의 * VVol * > * Protocol Endpoints * 페이지는 기본 공급자 ID, 보조 공급자 ID 및 프로토콜
엔드포인트 ID와 같은 프로토콜 엔드포인트 정보를 제공합니다.
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제목 설명

기본 공급자 ID입니다 기본 프로토콜 끝점 공급자의 ID입니다.

보조 공급자 ID입니다 보조 프로토콜 엔드포인트 공급자의 ID입니다.

프로토콜 엔드포인트 ID입니다 프로토콜 종점의 UUID입니다.

프로토콜 엔드포인트 상태 프로토콜 종점의 상태:

• Active(활성): 프로토콜 끝점이 사용 중입니다.

• Start(시작): 프로토콜 끝점이 시작됩니다.

• 페일오버: 프로토콜 엔드포인트가 페일오버되었습니다.

• 예약됨: 프로토콜 엔드포인트가 예약되었습니다.

공급자 유형 프로토콜 끝점의 공급자 유형: 기본 또는 보조.

SCSI NAA 장치 ID입니다 NAA IEEE Registered Extended Format의 프로토콜 종점에 대한 전역적으로
고유한 SCSI 장치 식별자입니다.

호스트

선택한 클러스터의 * VVol * > * Hosts * 페이지에서는 가상 볼륨을 호스팅하는 VMware ESXi 호스트에 대한 정보를
제공합니다.

제목 설명

호스트 ID입니다 가상 볼륨을 호스팅하고 클러스터에 알려진 ESXi 호스트의 UUID입니다.

바인딩 ESXi 호스트에 바인딩된 모든 가상 볼륨의 바인딩 ID입니다.

ESX 클러스터 ID입니다 vSphere 호스트 클러스터 ID 또는 vCenter GUID.

이니시에이터 IQN입니다 가상 볼륨 호스트에 대한 이니시에이터 IQN입니다.

SolidFire 프로토콜 엔드포인트
ID입니다

현재 ESXi 호스트에 표시되는 프로토콜 엔드포인입니다.

바인딩

선택한 클러스터의 * VVol * > * Bindings * 페이지에서는 각 가상 볼륨에 대한 바인딩 정보를 제공합니다.

제목 설명

호스트 ID입니다 가상 볼륨을 호스팅하고 클러스터에 알려진 ESXi 호스트의 UUID입니다.

프로토콜 엔드포인트 ID입니다 프로토콜 종점의 UUID입니다.

대역 ID의 프로토콜 종점입니다 프로토콜 끝점의 SCSI NAA 장치 ID입니다.

프로토콜 엔드포인트 유형 프로토콜 엔드포인트 유형을 나타냅니다(SCSI는 Element 소프트웨어에 대해
사용 가능한 유일한 프로토콜입니다).

VVol 바인딩 ID 가상 볼륨의 바인딩 UUID입니다.

VVol ID(VVOL ID 가상 볼륨의 UUID입니다.
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제목 설명

VVol 보조 ID SCSI 2차 레벨 LUN ID인 가상 볼륨의 2차 ID입니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

QoS 관리

QoS 관리

선택한 클러스터의 측면 패널에서 사용할 수 있는 * QoS Management * 페이지에서 클러스터의
노드에 대한 QoS 권장 사항, 제한 및 볼륨에 대한 정보를 볼 수 있습니다.

선택한 노드의 QoS 권장 사항, 제한 및 볼륨에 대한 정보를 보는 방법에 대해 알아보십시오.

• "권장 사항"

• "노드 임계치 조절"

• "가장 바쁜 볼륨"

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

권장 사항

선택한 클러스터의 측면 패널에서 사용할 수 있는 * QoS Management * > *

Recommendations * 페이지는 최근 성능 데이터를 기반으로 클러스터에 대한 일일
QoS(Quality of Service) 권장 사항을 제공합니다. QoS 권장 사항은 Element 소프트웨어 11.x

이상의 클러스터에만 지원됩니다.

SolidFire Active IQ은 최근 활동에 대한 볼륨 통계 데이터를 기반으로 성능을 권장합니다. 권장 사항은 볼륨에 대한
QoS 최대 및 최소 보장 IOPS에 중점을 두며 클러스터 향상이 필요할 경우 UI에서만 표시됩니다.

자세한 내용을 확인하십시오

• "SolidFire 스토리지 클러스터의 성능 및 QoS"

• "볼륨 QoS 정책 생성 및 관리"

• "NetApp 제품 설명서"

노드 임계치 조절

선택한 클러스터의 측면 패널에서 사용할 수 있는 * QoS Management * > * Node Throtling *

페이지에서 클러스터의 노드에 대한 비율 조절을 볼 수 있습니다. 노드는 디스플레이 왼쪽에
축소판 그림 레이아웃으로 표시되며 선택한 시간 범위의 임계치 조절 정도에 따라 정렬됩니다.
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노드 제한 정보 보기에 대한 자세한 내용:

• 그래프를 보고 날짜 범위를 선택합니다

• 노드 제한 데이터를 내보냅니다

그래프를 보고 날짜 범위를 선택합니다

SolidFire Active IQ의 그래프와 날짜 범위는 서로 완벽하게 통합됩니다. 날짜 범위를 선택하면 해당 페이지의 * 노드
조절 * 및 * 총 볼륨 처리량 * 그래프가 선택한 범위로 조정됩니다. 각 그래프에 표시되는 기본 날짜 범위는 7일입니다.

그래프 선택 탭에서 노드를 선택하면 이 그래프가 새로 선택된 노드로 변경됩니다.

달력 드롭다운 상자 또는 미리 정의된 범위 집합에서 날짜 범위를 선택할 수 있습니다. 날짜 범위는 현재 브라우저 시간
(선택 시)과 구성된 시간을 사용하여 계산됩니다. 아래 막대 그래프 위로 직접 빗질하여 원하는 간격을 선택할 수도
있습니다. 그래프 간을 전환하려면 왼쪽에서 축소판 그림 레이아웃을 선택합니다.

Node Throtling * 그래프는 선택한 노드에서 호스팅되는 볼륨의 최소 및 최대 IOPS 설정을 기준으로 선택한 기간
동안의 노드 임계치를 표시합니다. 색상은 스로틀링의 양을 나타냅니다.

• 녹색: 노드의 임계치가 조절되지 않습니다. 볼륨이 구성된 최대 IOP까지 수행할 수 있습니다.

• 노란색: 노드의 임계치 조절이 제한됩니다. 볼륨은 최대 IOPS 설정에서 스로틀되지만 최소 IOPS 설정 이상으로
성능이 유지됩니다.

• 빨간색: 노드의 임계치 조절이 높습니다. 볼륨이 더 심하게 조절되면 성능이 최소 IOPS 설정보다 떨어질 수
있습니다.

Total Volume Throughput * 그래프는 선택한 노드에 대한 운영 볼륨의 처리량 합계를 표시합니다. 그래프에는 볼륨
읽기 및 쓰기 처리량의 합계가 표시됩니다. 메타데이터 또는 다른 노드 트래픽은 포함되지 않습니다. 또한 노드에 볼륨이
있는 경우에도 고려되므로 볼륨이 노드에서 전송되면 처리량이 떨어집니다.
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그래프 예제를 확장합니다

특정 시점의 세부 정보를 보려면 그래프의 어느 지점에나 마우스 포인터를 놓습니다.

"클러스터를 위한 QoS 권장 사항에 대해 알아보십시오".

Node Throtling 페이지에서 스토리지 클러스터에 QoS 푸쉬백이 있는지 확인할 수 있습니다. 을
참조하십시오 "KB 문서를 참조하십시오" 를 참조하십시오.

노드 제한 데이터를 내보냅니다

그래프 데이터를 CSV(쉼표로 구분된 값) 형식으로 내보낼 수 있습니다. 그래프에 표시된 정보만 내보내집니다.

단계

1.
목록 보기 또는 그래프에서 를 선택합니다  아이콘을 클릭합니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

가장 바쁜 볼륨

선택한 클러스터의 측면 패널에서 사용할 수 있는 * QoS Management * > * 가장 사용량이 많은
볼륨 * 페이지에서 클러스터에서 선택한 노드 및 시간 범위에 대한 처리량이 가장 높은 10개의
볼륨을 볼 수 있습니다.

가장 바쁜 볼륨 정보를 보는 방법에 대해 알아보십시오.
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• 그래프를 보고 날짜 범위를 선택합니다

• 사용량이 가장 많은 노드 데이터를 내보냅니다

그래프를 보고 날짜 범위를 선택합니다

드롭다운 목록에서 노드를 선택하면 해당 노드에서 처리량이 가장 높은 10개의 볼륨이 표시됩니다. 각 볼륨에 대해 *

Throughput *, * Average IO Size *, * IOPS * 및 * Latency * 그래프를 볼 수 있습니다. 마지막 그래프를 보려면
페이지를 아래로 스크롤해야 할 수도 있습니다. 볼륨 간에 전환하려면 왼쪽에서 축소판 그림 레이아웃을 선택합니다.

다른 노드를 선택하면 이러한 그래프가 새로 선택된 노드로 변경됩니다.

SolidFire Active IQ의 그래프와 날짜 범위는 서로 완벽하게 통합됩니다. 날짜 범위를 선택하면 해당 페이지의 그래프가
선택한 범위로 조정됩니다. 각 그래프에 표시되는 기본 날짜 범위는 7일입니다. 달력 드롭다운 상자 또는 미리 정의된
범위 집합에서 날짜 범위를 선택할 수 있습니다. 아래 막대 그래프 위로 직접 빗질하여 원하는 간격을 선택할 수도
있습니다. 날짜 범위는 현재 브라우저 시간(선택 시)과 구성된 시간을 사용하여 계산됩니다. 노드에 대해 선택한 날짜
범위를 변경하면 표시되는 10개의 가장 바쁜 볼륨도 변경될 수 있습니다.

그래프 예제를 확장합니다

그래프의 어느 지점에나 마우스 포인터를 놓으면 읽기, 쓰기 및 전체 작업에 대한 특정 시점의 세부 정보를 볼 수
있습니다. 선택한 시간 범위의 일부에 대한 볼륨이 노드에 없는 경우 점선으로 표시됩니다

사용량이 가장 많은 노드 데이터를 내보냅니다

그래프 데이터를 CSV(쉼표로 구분된 값) 형식으로 내보낼 수 있습니다. 그래프에 표시된 정보만 내보내집니다.

단계

1.
목록 보기 또는 그래프에서 를 선택합니다  아이콘을 클릭합니다.
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자세한 내용을 확인하십시오

"NetApp 제품 설명서"

가상 머신

선택한 NetApp HCI 클러스터의 측면 패널에서 사용할 수 있는 * 가상 머신 * 페이지에서 가상
머신(VM)에 대한 CPU 및 스토리지 관련 상태 정보를 볼 수 있습니다.

가상 머신 * 페이지는 NetApp HCI 클러스터에서만 사용할 수 있습니다.

UI에 표시되는 VM 데이터의 필터링 및 이해에 대해 알아봅니다.

가상 머신 세부 정보를 봅니다

선택한 클러스터의 측면 패널에서 사용할 수 있는 * Virtual Machines * 페이지는 클러스터와 연결된 각 활성 VM에 대한
정보를 제공합니다.

모든 SolidFire Active IQ 페이지에서 사용할 수 있는 일반 필터링 옵션 외에도 * 가상 머신 * 페이지에는 일반적인 VM

가용성 상태를 확인하기 위해 선택할 수 있는 빠른 필터 버튼이 있습니다.

정보 표시줄은 다음 데이터에 대한 간략한 개요를 제공합니다.

• 가상 머신: 스토리지 클러스터와 연결된 VM의 수 및 다양한 가용성 상태입니다.

• 상태: VM에 대한 경고 또는 오류 수입니다.

• 프로비저닝된 리소스: 스토리지 클러스터와 연결된 모든 VM에 대한 총 스토리지 및 메모리 리소스입니다.

제목 설명

이름 VM의 이름입니다.

상태 VM의 가용성 상태:

• 정상: VM이 예상대로 응답 중입니다.

• 경고: 경고가 보고되었습니다. 자세한 내용은 vSphere를 참조하십시오.

• 위험: 심각한 오류가 보고되었습니다. 자세한 내용은 vSphere를
참조하십시오.

• 알 수 없음: VM에 액세스할 수 없습니다.

전원 상태 VM의 전원이 켜져 있는지, 전원이 꺼져 있는지 또는 일시 중지되었는지 여부를
나타냅니다.

vCenter IP입니다 vCenter Server의 IP 주소입니다.

CPU 수 각 VM의 CPU 수

호스트 메모리 사용량 가상 머신에서 사용 중인 ESXi 호스트 메모리의 양입니다.

CPU 사용량 VM에서 사용 가능한 총 CPU의 백분율로 사용된 활성 가상 CPU의 비율입니다.
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제목 설명

사용된 용량 사용 중인 VM 스토리지 리소스의 비율입니다.

최대 디스크 지연 시간 감지된 최대 디스크 지연 시간(밀리초).

알람 VM에서 트리거된 vSphere 알람의 수입니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

VMware 알람

선택한 NetApp HCI 클러스터의 측면 패널에서 사용할 수 있는 * VMware 알람 * 페이지에서
클러스터에 대한 VMware 알람 관련 정보를 볼 수 있습니다.

VMware 알람 * 페이지는 NetApp HCI 클러스터에서만 사용할 수 있습니다.

UI에 표시되는 VMware 알람 데이터에 대해 알아봅니다.

제목 설명

vCenter IP입니다 vCenter Server의 IP 주소입니다.

엔티티 ID vSphere에서 알람이 발생한 객체의 ID입니다.

상태 VMware 알람의 심각도입니다.

알람 이름 VMware 알람의 이름입니다.

설명 VMware 알람에 대한 설명입니다.

트리거 시간 클러스터 자체가 아닌 SolidFire Active IQ에서 경고가 트리거된 시간입니다.

자세한 내용을 확인하십시오

"NetApp 제품 설명서"

모든 노드 보기

모든 노드 보기 * 드롭다운 목록에서 회사 이름을 선택하면 제한된 노드를 포함하여 회사의 모든
노드에 대한 정보를 볼 수 있습니다. 회사 이름을 선택한 후 상단 탐색 모음의 * 모든 노드 보기 *

를 대체합니다.

SolidFire Active IQ 계정에 연결된 회사 이름이 하나만 있는 경우 측면 패널에서 사용할 수 있는 * 모든
노드 * 및 * 제한된 노드 * 페이지는 기본적으로 해당 회사 이름으로 설정됩니다.

모든 노드 및 제한된 노드 페이지에 대해 자세히 알아보기:

• 모든 노드에 대한 정보를 봅니다
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• 제한된 노드에 대한 정보를 봅니다

모든 노드에 대한 정보를 봅니다

측면 패널에서 사용할 수 있는 * 모든 노드 * 페이지에서 선택한 회사의 모든 노드에 대한 정보를 볼 수 있습니다.

제목 설명

클러스터 ID입니다 클러스터가 생성될 때 할당된 클러스터 번호입니다.

클러스터 클러스터에 할당된 이름입니다.

노드 ID입니다 노드에 대한 시스템 생성 ID입니다.

상태 노드의 상태:

• 양호: 노드에 관련된 심각한 오류가 없습니다.

• 오프라인: 노드에 액세스할 수 없습니다. 오류 로그를 보려면 링크를 선택하십시오.

• 오류: 이 노드와 관련된 오류가 있습니다. 오류 로그를 보려면 링크를 선택하십시오.

이름 시스템에서 생성된 노드 이름입니다.

유형 노드의 모델 유형을 표시합니다.

일련 번호 노드에 할당된 고유한 일련 번호입니다.

버전 노드에서 실행되는 Element 소프트웨어의 버전입니다.

관리 IP 1GbE 또는 10GbE 네트워크 관리 작업을 위해 노드에 할당된 관리 IP 주소입니다.

스토리지 IP iSCSI 네트워크 검색 및 모든 데이터 네트워크 트래픽에 사용되는 노드에 할당된
스토리지 IP 주소입니다.

역할 클러스터에서 노드가 가지는 역할을 식별합니다.

• 클러스터 마스터: 클러스터 전체 관리 작업을 수행하고 관리 가상 IP 주소와
스토리지 가상 IP 주소를 포함하는 노드입니다.

• 앙상블 노드: 클러스터에 참여하는 노드. 클러스터 크기에 따라 3개 또는 5개의
앙상블 노드가 있습니다.

• Fibre Channel: 클러스터의 FC 노드입니다.

• 노드에 역할이 없는 경우 값은 -(대시)로 설정됩니다.

제한된 노드에 대한 정보를 봅니다

측면 패널에서 사용할 수 있는 * 제한된 노드 * 페이지에서 선택한 회사에 대해 지난 30일 동안 임계치 조절이 1% 이상인
모든 노드에 대한 정보를 볼 수 있습니다.

High *, * Limited * 또는 * Combined * (High 및 limited) 제한 시간으로 노드를 볼 수 있습니다. 또한 를 선택하여 노드

제한 테이블 및 상한, 제한 및 결합된 임계치 조절 옵션에 대한 설명을 볼 수도 있습니다  아이콘: 다음 예에 표시된
것처럼 표시:
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제한된 노드에 사용할 수 있는 정보에 대해 자세히 알아보십시오.

제목 설명

클러스터 ID입니다 클러스터가 생성될 때 할당된 클러스터 번호입니다.

클러스터 클러스터에 할당된 이름입니다.

노드 ID입니다 노드에 대한 시스템 생성 ID입니다.

이름 시스템에서 생성된 노드 이름입니다.

유형 노드의 모델 유형을 표시합니다.

버전 노드에서 실행되는 Element 소프트웨어의 버전입니다.

• 높은 임계치 조절 시간
보기 *

높은 스로틀 사용 시간 24시간

지난 24시간 동안 높은 노드
임계치 조절의 비율입니다.

지난 7일 동안 높은 임계치 조절

지난 7일 동안 높은 노드
임계치 조절의 비율입니다.

High Throttle Last 14일

지난 14일 동안 높은 노드
임계치 조절의 비율입니다.

지난 30일 동안 높은 임계치 조절

지난 30일 동안 높은 노드
임계치 조절의 비율입니다.

• 제한 시간 보기 *

제한된 스로틀은 24시간
동안 지속됩니다

지난 24시간 동안 제한된 노드 임계치 조절의 비율입니다.

제한된 임계치 조절 - 지난
7일

지난 7일 동안 제한된 노드 임계치 조절의 비율입니다.
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제목 설명

제한된 스로틀은 지난 14일
동안 지속됩니다

지난 14일 동안 제한된 노드 임계치 조절의 비율입니다.

지난 30일 동안 제한된
임계치 조절

지난 30일 동안 제한된 노드 임계치 조절의 비율입니다.

• 결합된 임계치 조절
시간 보기 *

결합된 스로틀은 24시간 동안 지속됩니다

지난 24시간 동안 결합된
노드의 임계치 조절의
비율입니다.

결합된 스로틀 지난 7일

지난 7일 동안의 결합된 노드
임계치 조절의 비율입니다.

결합된 스로틀 지난 14일

지난 14일 동안의 결합된
노드 임계치 조절의
비율입니다.

결합된 스로틀 지난 30일

지난 30일 동안의 결합된
노드 임계치 조절의
비율입니다.

지난 30분 동안의 평균 처리량

이 노드가 1차 노드인 모든
볼륨에 대해 최근 30분 동안
실행된 평균 처리량
합계입니다.

지난 30분 동안의 평균 IOPS

이 노드가 1차 노드인 모든
볼륨에 대해 최근 30분 동안
실행된 평균 IOPS 수의
합계입니다.

지난 30분 동안의 평균 지연 시간(µs)

자세한 내용을 확인하십시오

"NetApp 제품 설명서"
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