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Ingest Behavior: Balanced
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make ihis policy the active ILM policy for the grid.

MName Exampie ILM policy
Reason for change MNew policy

Rules

1. Select the rutes you want to add to the policy

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannet be moved.

I =+ Select Rules

Default | Rule Name Tenant Account Actions
& Rule 1: 3 replicated copies for Tenant A& Tenant A (56889986524346539742) x
& Rule 2: Erasure coding for objects greater than 1 MB (8 = x
J‘ Rule 3: 2 copies 2 data centars (default) (8 — x
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View the current alerts affecting your StorageGRID system
¢ Group alerts Active v
Name i1 severity LT Time triggered ¥  Site | Node 11 status i Currentvalues
v Unable to c0|1l1muni::a|e with ncide ) o © 2 Major 9 minutes ago (nawast) 2 Active
One or more services are unresponsive or cannot be reached by the metrics collection job. 19 minutes ago (oldest}
Low roct disk capacity . 3 ey ] Disk space available: 2.00 GB
The space available on the root disk is low. Micre 2 mitilEe oo Dt Cernard {004 o 3808 e Total disk space: 21.00 GB
Explration of slerver cortiflomerfor Stofage AP En‘dpo.ints ! O Major 31 minutes ago Data Center 1/DC1-ADM1-95-49 | Active Days remaining: 14
The server certificate usad for the storage AP| endpoints is about to expire
Expiration’of slerver certficate for Managemelm Interff?ce : Minor 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Aclive Days remaining: 30
The server certificate used for the management interface is about to expire
¥ Low installed node memory ‘_ a day ago (newest) 5
The amount of installed memory on a node is low. © & crtical a day ago faldest) 3 Active
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Low installed node memory

The amount of installed memory on a node is low. Status

Recommended actions

Increase the amount of RAM available to the virtual machine or Linux host. Check
the threshold value for the major alert to determine the default minimum reqguirement
for a StorageGRID node.

See the instructions for your platform:
* VMware installation
* Red Hat Enterprise Linux or CentOS installation

+ Ubuntu or Debian installation

Time triggered
2019-07 15170741 MDT (2018-07-15 23:07:41 UTC)
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and avallable.

When the primary Admin Node is updated, sarvices are stopped and restarted. Connectivity might be interruptad until the services are
back online

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @
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YZLstn O2[E 22Xt Fa 0| =8 HET = ASLIC.

o= T

Of2H EA|Zl SANTtricity H|O| X|0f| Al SANtricity OS ¥ 12{|0|= IS HZ =8t 4 UEL|C
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SARlricity O35

You can use this page to upgrade the SANtricity O software on storage contrallers in a storage appliance. Befare installing the
new software, canfirm the storage contrallers are Mominal (Nodes » appliance node = Hardware) and ready for an upgrade. A,
health check is automatically performed as part of the upgrade process and valid MNWSRAM is automatically installed based on the
appliance type and new software version. The software upgrade can take up to 30 minutes per appliance. When the upgrade is
complete, the node will be automatically rebooted to activate the SANtricity O on the storage contrallers. If you have multiple
types of appliances, repeat this procedure to install the appropriate O3 software for each type.

SANtricity OS Upgrade File

SAMtricity O3 Upgrade File Browse
e

Passphrase

Provisioning Passphrase
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Grid Expansion

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system

1. Installing Grid Nodes

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Name i
DC2-ADM1-184

DC2-51-185

DC2-52-186

DC2-53-187

DC2-34-188

DC2-ARC1-189

2. Initial Configuration

3. Distributing the new grid node’s certificates to the StorageGRID system.

4. Starting senaces on the new grid nodes

Site 1T

Site A
Site A
Site A
Site A
Site A
Site A

5. Cleaning up unused Cassandra keys
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Grid Network IPv4 Address

172173184/
172.17.3.185/21
172.17.3.186/21
172.17.3.187/21
172.17.3.188/21
172.17.3.189/21

LTEL 0] HOH=Z 8l =71 2E =
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St %zg 25 "L LI
LEE =7 K= uHsty,

HEARSE A

Progress

LLb

| L]

2Ustx o

1

In Progress

Stage it
Waiting for NTP to synchronize

Waiting for Dynamic IP Semvice peers

Waiting for NTP to synchronize

Waiting for NTP to synchronize

Waiting for Dynamic IP Semice peers

Waiting for NTP to synchronize

Pending
Pending
Pending

Pending
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

VMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recoveryis
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

ol K| =X}

StorageGRID A|ARIO|AM O2|E = = MA| HIO[E] MIE| AFO|ES FFHO=Z MAY & UASLICE
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Decommission Modes

Before decommissioning a grid node, review the health of all nodes. If possible. resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. f decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name “ Site I Type IT Has ADC!T Health Decommission Possible
DC1-ADM1  Data Center 1 Admin Mode - ‘Ey‘ Mo, primary Admin Mode decommissiening is not supported
™ DC1-ADM2 Data Center 1  Admin Node = &y
" |DC1-G1 | DataCenter1 API Gateway Node = )
DCc1-51 Data Center 1 Storage MNode Yes @- Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services
0c1-52 Data Center 1 Storage Mode Yes ’qy Mo, site Data Center 1 requires a minimum of 3 Storage MNodes with ADC senvices
DC1-83 Data Center 1 Storage Mode Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
" | DC1-54 Data Center 1 Storage MNode Mo @
I DC1ss Data Center 1 Storage Node No @
Passphrase
Frovisioning
Passphrase

Grid Manager2| MH|A 3l{X| ALO|E H[O|X|E AFE5I0] AO|EE HAHE 4= ASLICH HEE AO|E It | = 2F
MO|EES MAHst1 CIOIHE 2ZYLICH. HZEO0| F2I AO|E MH|A {H|= THol7t Lot AtO|ES R|HsHX| 2t
HIO|EE HESIX| = 4ELICE ALO|E S{A| OFH A= ALO|E MEH ALO|E MR FE B, ILM M =7, ILM
A AMOIE EE HA 8 = S5 82 Z2HAF gLt
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remaove ILM Resolve Node Monitor
Policy Referencas Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, selact Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For sxample, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity € Decommission Possible
) | Raleigh 393 MB
Sunnyvale 397 MB
Vancouver 390 MB Mo This site contains the primary Admin Node.
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Recovery Package

Enter your provisioning passphrase and click Start Download to save a copy of the Recovery Package file. Download the file each time the grid topology of the StorageGRID
system changes because of maintenance or upgrade procedures, so that you can restore the grid if a failure occurs.

When the download completes, copy the Recovery Package file to two safe, secure, and separate locations.

Important: The Recovery Package file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID system.

Provisioning Passphrase =~ | sesss 1
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The AutoSupport feature s disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive maonitoring and troubleshooting
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to allow proactive monitoring
and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q for prediclive recommendations.

Settings Results

Protocol Details

Protocol @ ® HTTPS @ HTTP ! SMTP
Net&pp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport & IFd
Enable Event-Triggered AutoSupport € v

Enable AutoSupport on Demand & J

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“| Send User-Triggered AutoSupport ‘

AutoSupport HA|X|E ELj= ZEEZQL|C}

CtZ Ml 7FK Z2EZ & StLtE MBS0 AutoSupport HIAIX| S EE = ASLICH.
- HTTPS
« HTTP
- SMTP

HTTPS E= HTTPE AFE510] AutoSupport HIAIX|E ELi= B2 #E2[Xt =2t 7|& K@ 7Hof| EFSHK]
DTEAN MHE e = JUSLICL
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Logs

Collect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.
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Metrics

Access charts and metrics to help troubleshoot issues.

@ The tools available on this page are intended for use by technical support. Some features and menu items within these tools are
intentionally non-functional.

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to guery the current values of metrics
and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

» hitps:// /metrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain
graphs of imporiant metric values over time.

Access the Grafana dashboards using the links below. You must be signad in to the Grid Manager.

ADE Nede

Account Service Overview Nede (Internal Use)
Alertmanager Platform Services Commits
Audit Overview Platform Services Overview
Cassandra Cluster Overview Platform Services Processing
Cassandra Network Overview Replicated Read Path Overview
Cassandra Node Overview 53 - Node

Cloud Storage Pool Overview 53 Overview

EC-ADE Site

EC - Chunk Service Support

Grid Traces

ILM Traffic Classification Paolicy
|dentity Service Overview Usage Processing

Ingests Virtual Memaory (vmstat)

HE2! H|0|X|2] Prometheus M0l = I E ALESIH StorageGRID HIERIQ| oixf 72 FEISt AlZHo]| }HE

atol TP = 4 At
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O Enable query history

Execute - insert metric at cursor - b

Graph  Console

Element Value

no data

Add Graph

@ O|Z0| private 0| ZLgtEl HEZ2 LHE M E0|H StorageGRID E2|A 7H0f| of| 12 @i0| HAE
olALIC}H
A H .

Remove Graph
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Diagnostics
This page performs a =et of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses:
«" Normal: All valuss are within the normal range.
Attention: One or more of the values are outside of the normal range.
€ Caution: One or more of the values are significantly outside of the normal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic check might
show Caution status even if no alert has been triggered.

+" Cassandra blocked task queue too large v
+* Cassandra commit log latency ~
« Cassandra commit log queue depth v
+ Cassandra compaction gueue too large v
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«" CPU utilization A

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashhoard

Status «" Normal
Prometheus sum by (instance)} (sum by (instance, mode) (irate(node cpu_seconds total{mode!="idle"}[5m]}) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"}))

View in Prometheus &

Thresholds Attention == 75%
€ Caution >=95%

Instance I CPU Utilization 1T

Status »
v DC1-ADMA 2.598%
v DC1-ARCH 0.937%
o DC1-G1 2.119%
DC1-51 8.708%
4 DCA-52 8:142%
v DC1-83 9.669%
4 DC2-ADM1 2.515%
o DC2-ARCH 1.152%
4 DC2-51 8.204%
v DC2-52 5.000%
o DC2-53 10.469%
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