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Dashboard
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No current alerts. All grid nodes are connected.

Information Lifecycle Management (ILM) ©

Awaiting - Client 0 objects

Awaiting - Evaluation Rate 0 objects / second

Scan Period - Estimated 0 seconds

Protocol Operations @

S3rate 0 operations/second 1§

Swift rate 0 operations / second
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Dashboard  Alerts - Nodes Tenants ILM ~ Configuration « Maintenance « Support

Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase wrenanen
New Provisioning Passphrase anssssnenn
Confirm New Provisioning essrasnann ’
Passphrase
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Dashboard « Alerts ~ Nodes Tenants ILM ~ Configuration ~ Maintenance « Support ~

Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package.

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase
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groups Operations on groups v
GET /grid/groups Lists Grid Administrator Groups =)
Parameters Try it out
Name Description
type
string filter by group type
(query)
“ Available values : local, federated
v |
limit
integer maximum number of results
(query)
Default value : 25
marker
string marker-style pagination offset (value is Group's URN)
(query)
marker - marker-style pagination offset (value

includeMarker

boolean if set, the marker element is also returned
(query)

v
order
string pagination order (desc requires marker)
(query)

Available values : asc, desc

Responses Response content type | application/json v I

Code Description

200
successfully retrieved

Example Value Model

"responseTime”: "2021-03-29T714:22:19.673Z",
"status®": "success”,

"apiversion®: "3.3",

"deprecated”: false,

"data”: [

"displayName”: “"Developers”,

VAV S S S
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Grid Management API X 22|

Grid Management API= HH 22| ALE5I0{ FF T Z2(|0|=EE X| & gL|Ct
o€ £0 0| @8 URL2 APIS| HH 32 X|FgLILC.

https://hostname or ip address/api/v3/authorize

B E 22l API2| =2 B2 O|H B Hat* _wete[X] 99*.': *HE Aol RUs %%?:.“-IEL EI'-JE ?.;fEI API9|

M&H $7r7r EE.*E'I—IEr Ero 01|I1|01|A1_ tﬁ’é %%iOH EEtEr APIHES SE3ts E';%'J‘é EO4 %I—IEL
APl HZ SELIC} o1& HZ A

O™ ™t =&t Ths LI 2.1 22

O|™ HF1} S| X| &L|CH 2.1 3.0

StorageGRID £2ZE2|0{E K& AX|ot= 2 712 2[4 Mo 2| 22| APITH 2 SHELICH 2Lt

- =2 O
StorageGRID2| M 7|5 &2|=Z ¢ 13|0|=8}H StLt 0| 42| StorageGRID 7|5 22| X0 Ci$t 0| API HZFOf|
AL MM A 4 JELICH

Grid Management APIE A5t X[ E= HE S 48Y = JUSLICE XEMISE LHE 2 Swagger API
() MuMo w7 MNS AESHAAL. 2N BHE ABSHZE BE Grid Management AP
S20|HEES YH0|ES 20fl= 0| HZHof Chet X| ¥ S H|Z-d=taloF LTt

LefE RE2 LIS 22 YHZ O 0|y ASEIX| = A2 EAIELC]

A
+ 2CH8|{7} "DEPRECATED: TRUE"QIL|LC}.
* JSON 25 E20i|= "DEPRECATED"7} Z&HEIL|Ct. TRUE

* O 0|4 AFEE|X| §= Z127t NMS.logdfl =7HEILILE O S S T2t Z2&LIT

= =

Received call to deprecated vl API at POST "/api/vl/authorize"

M 22| =M X El= API T 2ol

=

CtS APl QNS AL23I0 X|2E|= API =9 HE 228 uishstL|Ct,
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GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.8452",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

K| ciet API HE S X|FgtLCt

path O{7 H-E AMESHO] API HEE X|He & -r I$|—|E|' (/api/v3) EE MHE[Z (api-Version: 3)E
SelgLICt F S 25 M3stH 6l gfo| 22 72 ™ eL(Ct.

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

AIO|E 2t 2K 2|X(CSRF)Z2EEH 23
CSRF EZ2& AIE0}0] R7|E ArEdt= Q1ES 4S5 StorageGRIDO]| CHet CSRF(ALO|E
o

7t 2N 2|X) SHCERH Ho g = JELICE Grid Manager %! Tenant Manager= 0| ¢t
7152 ANE2=E SYetelLICh CHE API 2210|AE= 2001 off st R E MEg £+

HTTP 24 POST®t 20| CH2 AROIE0] thet RHS E2[AE 4 s SRS 2013t ABXIS| 77|12 ALgstod
[u]

StorageGRID= CSRF EZ2 AH25l0] CSRF 34222 HSgiL|Ct gdolEl 22 E8 R W82 Ed
SC| = S POST 22 07} #159| L3 (810} SLICH

752 gMd3tst{™ £ A™SLICH csrfToken OH7H B4 CHA true Q15 . 7|242 YULIC} false.

curl -X POST --header "Content-Type: application/Jjson" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true

}" "https://example.com/api/v3/authorize"

Xt0|H AQILICt GridCsrfToken F7|= Grid Manager & Of CH$E 23019| @lo| ZtoZ MM EIL|Ct
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St

23S

215t |CF x-Csrf-Token CSRF E2 F7|9| Zfo =2 MHEE §|OH.

= =32
=
* ZQAIAYE HICIE +88t= BFO BR:AcsrfToken & QALHE F 2& 07 HaL|C

=7hOA S MR HE= 222 API 2EA

i
o>

FRSHMAIR.

mx

@ CSRF EZ 7| MEZ}I = QHE E METLICI "content-Type: application/json"
JSON 22X 222 CSRF —c',—Z!Oﬂ CHSE 27t HS 7|SQ 2 7|tHst= 2E X 9| §C LICt.

SSO(Single Sign-On)7t EAX3tEl 22 APIE AFERILICE

StorageGRID A|AHIO|A SSO(Single Sign-On)7t
AL83to] T2|E 2| APl E= HIHE #2| APIo| 2

SSO(Single Sign-On)7t &4 3tEl 22 APIO| 2QIgL[C}
SSO(Single Sign-On)7t A3zl AL O2|E 22| APl = EHHE 22| APIO| 82 3HAD FSOIM 015 EZE A7|
Qlol LA API @EZ HAsHOF gLt

oI Qs 74

= = A
* StorageGRID AFEA 2 F0H| £ HE{20] ALE LS| SSO AHEAt 0|52 2 S &1 ASLICH

* HIHE 2] APIOf| AN ASHZH B|IHE AF IDE 21 A0{OF Lt

—_—

* £ Z=/¥LIC} storagegrid-ssoauth.py StorageGRID & X[ It C|2E{ 2|0 Y= Python AT ZE
(. /rpms Red Hat Enterprise Linux 2= CentOS2| 22 . /debs Ubuntu = Debian, % 2| 22
. /vsphere VMware2| Z2).

s curl @HS| IZEZ o

Z4

=3 o
2 Xt

A
e

2% SubjectConfirmationS &S

™
=)
Pt
ic]
e
4>
$0
>
-
Iul
o

0
iy}

S 1R a2l Susie 2
St 2R7F AR 3 UL

() dFlcun 9aZ2E 02 AR IS 2 4 TS BsK gL,

URL Q1Y X7} U= EL Unsupported SAML version(X| 2| X| @t= SAML HE) QF7 EAE 4= JASLCH
T EZS oM L3 W F StLIE MEHgL|CE.

° E MEELICI storagegrid-ssoauth.py Python 23 E. 2EHA 2 0| SgfLICE.

° curl RHE AFEfL|C} 3THAZ Ol S gtLCt.
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CHS

2. 2(E) MEdt2{s 22 storagegrid-ssoauth.py 23 EN|A Python QIE{EZ|E{Z AIZEES HMYSID
A = S
= = .

o

FLIC

SSO AtEXt o|EL|Ct
StorageGRID7t A X[ El =OQIL|C}
StorageGRIDS| FAQIL|C}

HIHE 22| APIO| HAM|ASHAH HHE A IDSE LHYLICE S

python3 ftmp/storagegrid-ssoauth.py
saml_user: My-s50-username
saml_domain: my-domain
sg_address: storagegrid.example.com
tenant_account_id: 12345

= 1 - -
Enter the user's SAML password:
FEFFEFFEFFFIEFFIFIFIFEFTEFFEFTIFEIIFEFITFFTFIFFIFEFTEIFFFIEIFIETFFIEIFIFFXIETET IR T FETEE TR TR T EE

FEXEFFFFFXEFFFIFFIXIFFFIFFIXIFFIFTXIFFIFFIXIFFFFIXIFFIFTXIFFFFIIFFFFIXIFFFFTXFXTF ST FRFFT TS X

StorageGRID Auth Token: gheboybf-2af6-4oby-afob-scbcacfbager

o

StorageGRID 215 EZ2 £20i| MSELICt O|H| SSO7Zt AIZE|X| §b= R APIE ALE5t= YW RASH|
A
T

CHE ¥ E2S A8

b. Mzl ol

export SAMLUSER='my-sso-username'

export SAMLPASSWORD='my-password'

export SAMLDOMAIN='my-domain'

export TENANTACCOUNTID='12345'

export STORAGEGRID ADDRESS='storagegrid.example.com'
export AD FS ADDRESS='adfs.example.com'

@ Grid Management APIOf| M| ASHHH 0 AsE AHREL|C} TENANTACCOUNTID.

3 URLS 2to2{™ o POST A2 LAY AR /apilv3/authorize-samI 5! SEO[A Z=7}
JSON QIZYE H|AHgL|Ct,

0| o= off cHet MEE 215 URLO CHEE POST 82 H 0| HL|CH TENANTACCOUNTID. 2= python-m
json.tool0ll MEFE[0{ JSON QIZE S HMAHEtL|CE.
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curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json™ -H "Content-Type: application/json"

-—-data "{\"accountId\": \"S$STENANTACCOUNTID\"}" | python -m
Jjson.tool

ol iAol SE0l= URLE QDEEl MEE=I URLO| ZEHE[O] RUX[DFE =7 JSON Q12
k& L|CY,

on
=
Ot
rlo
H
mot
m
A

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEVS2FJTuv7. ..
s51%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

—

- & MYYLICt saMLRequest & SHO| A2 SEO| @zt

export SAMLREQUEST='fZHLbsIWEEV$2FJTuv7...sS1%2BfQ33cviwA%3D"

- AD FSO|AM 20| E 2§ ID7t Z&El FA| URLS 7 ZLICEH

o 7Hx

rlo

O] SHC| URLS AIE3I 210l &Als RFsH= ALt

curl
"https://$AD _FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

SHol= 220|UE @¥H ID:

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/1ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%$3D&RelayState=12345&clie
nt-request-1id=00000000-0000-0000-ee02-0080000000de" >

e. SEO|A S20|HE X IDE XEBLICE



export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

--data
"UserName=$SAMLUSERQS$SSAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication”" --include

AD FS<= siCfofl =7t &It etz 302 2[C|2lM S Hheteti|ot,

rr

@ SSO A|AE0]| CHol MFA(CES R4 215)7t dstel 22 SA AAS0lls & B & =
CHE Xt4 S8 ZefE LD

HTTP/1.1 302 Found

Content-Length: O

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw33D%3D&RelayState=12345&client-request-id=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

- & MEPLICt MsTsauth SEO|A B2 27| L|Ct
export MSISAuth='AAEAADAVsSHpXk6ApPV...pmPOaEiNtJvWY="
ol

- 215 POSTOIM F7|E ArE5I0] X|HE ?IXIZ GET 2ES EHLIC}

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

—-—cookie "MSISAuth=$MSISAuth" --include

SH sIHoll= LIS 23012 AF22 I8t AD FS MM ME7t ZotE|H SH 220l= 54T 24 Lo
SALMLResponse?t ZEEHEIL|CE.
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HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1IMnFuUSUzZCUzZCYmJ1iYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. £ MZELICH sSAMLResponse SAHZ! LEOf|A:

export SAMLResponse='PHNhbWxwO1lJ1lc3BvbnN. ..lscDpSZXNwb25z72T4="

MEE 2 A2LICH saMLResponse, StorageGRIDE PHELICt/ api/saml-response StorageGRID
B EZ UL @A

8 RelayState, HIHE AI™ IDE AHE3IALI O2|E 22| APIO| 2321512 H 02 ALEELICE.

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json" \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

SEl= 215 E20| ZeELIM.



"apiVersion": "3.0",

"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",
"status": "success"

a. 2o ¢I5 EES CIE 0|EQZ XMZERILICt MYTOKEN.

export MYTOKEN="56eb07bf-21£f6-40b7-af0b-5c6cacfb25e7"

Ol £ Ar8E &= USLICH MYTOKEN CHE RHO0|M= SSOZt AFEE|X| o= 2 APIE AtEst= EHat
FAFRLCE
SSO(Single Sign-On)7t Z43tEl AL APIOA 230t 8tL|C}

SSO(Single Sign-On)7t A3zl AL J2|E 22| API EE= EHHE 22| APIO|A 2012617| 2|8 L2l API
RS HAsHof gfL|Ct.

0| Ztedof| chaH

LRt A 9| ttd 210+ H|0|X[0f|Af 230H2517| 2t 5HH StorageGRID APIOA] 230H2e 4 UESLICH
e St orageGRIDOHM F=°%t StorageGRID H|02{ EZ0| ERot tHY 20t2(SLO)E E2|AHY & ASLICH
CHA

1. JHEI 27012 QH

o

MMStE™H ESHMAIL cookie "sso=true" SLOAPIZ

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

270t URLO| gFetEL|CE

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%$3D%3
D",

"responseTime": "2018-11-20T22:20:30.8392",

"status": "success"
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2. 270} URLE MZERLICE

3.

4.

export
LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwEI

RfhZ...HcQ%3D%3D'

20t URLY| 2XE ELi SLOE E2|H35t1 StorageGRIDE CHA| 2|C|2 M gL Ct,

curl --include "SLOGOUT REQUEST"

302 SEHo| HHHEIL|CE 2|C|2M QK= API 8 20t20= ML X| et&LCt

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwWV0o7ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

StorageGRID bearer tokens A& ST}

HSSILICH (B2
torageGRIDONM

StorageGRID H|0{2] EES
cookie "sso=true" O|(7}) X
E0r2ELICL.

AMH|SH= A2 SSOE AHESHA| gb=
ISEIX 5™ AEXA7ESSO &

2= A0t ST LA
EfOll &S FX| 8

= Hu
cn

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

-—-include

A204 No Content SE - AFEXI7I 20 EIJYSS LIEFHL|CE

HTTP/1.1 204 No Content

StorageGRID 29 QIS A AtE
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

aseeedRe
Group Base DN
DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com

ﬂh%ww,w‘%wwwmww

"Single Sign-On AE0f| Ciot 27 Atgt

"HHE AES Hd5h= SLID

"HIHE AEE A ELIC

OpenLDAP AH{ 714 X|&!

OpenLDAP AMHE ID H|t{2|0]1H0]] AtE3I2{E OpenLDAP AH 0N £ 4FS F4dhof gfLICt.
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Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the

synchronization process against the saved LDAP server.
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1. Configuration * * * Access Control * * Admin Groups * & ME{SIL|C},

22| 35 HO|X|7F LIEHLED 7| 22| 2FO0| LIFE LT,

—

Admin Groups

Add and manage local and federated user groups, allowing member users to sign in to the Grid Manager. Set group permissions to conirol
access to specific pages and features.

|4 Add || W Clone || # Edit || % Remove

Name D Group Type €&  Access Mode &
* Flintstone 264083d0-23b5-3046-9bd4-88b7097731ab Federated Read-write
Simpson ccBad11f-68d0-fBda-af29-e7 abfcdcb3al Federated Read-only
ILM (read-only group) 58446141-9599-4543-b183-9c227cel /67 a Local Read-only
AP| Developers 974bZfaa-f9al-4cfc-b364-914cdba2905f Lacal Read-write
ILM Admins (read-write) ab28clc2-2417-4559-86ed-fld2e31dad20 Local Read-write
Maintenance Users 7234002c-debc-45a7-8bb8-21496b362add Local Read-write
Group Type Al v Show 20 ¥ rows per page . 4 | b

[
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7t tHeh & XE7F LIEFEL|CE.



6.

7.
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Add Group

Create a8 new focal group or import a group from the external identity source,

Group Type & @ Local

Display Mame

Unigue Name @

Access Mode @&

Management Permissions

] Root Access 7] ! Manage Aleris €
|| Acknowledge Alarms @ Grid Topology Page Configuration €
|1 Other Grid Configuration & | Tenant Accounts @
Change Tenant Root Password @ [ | Maintenance &
[ Melrics Query @ O @
|| Object Metadata Lookup € | Storage Appliance Administrator €
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Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. MNext,
select Sandbox Mode to configure, save, and then test your S50 seftings. After verifying the connections, select Enabled and click Save to start using S50.
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Save
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Single Sign-on

You can enable single sign-on (350) if you want an external identity provider (1dP) to autharize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for

any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your 330 settings. After verifying the connections,
select Enabled and click Save to start using S350.

S50 Status " Disabled " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S30) and
single logout (SLO} are correctly configured for the StorageGRID system.

& Sandbox Mode

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https://ad2016.saml_sgws/adfs/Is/idpinitiatedsignon_htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SS0O for each of the relying party trusts and you are ready to enforce the use of 330 for StorageGRID,
change the SSO Status to Enabled, and click Save.
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1. Configuration * * * Access Control * * Single Sign-On * S ME{s}L|C},
CH AFQI2 H|O|X| 7} LIEFL} D * Sandbox 2E * SM0| MEHEIL|CY,
2. sandbox ZE0] CHt X[Xof| A ID SZXte| 23¢1 H|o|X|of| CHet 3 E A&LCt

URL2 * Federated Service Name * Z=0f| /245t ZHoj| A THUEIL|CE

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

G. Go to your identity provider's sign-on page: https:ﬂadEU1E.saml.sgws.-facIfs.FIs.Fil:Ipinitiatedsignnn.htm>

3. From this page. sign in to each StorageGRID relying party trust. If the SSO operation is successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the SS0 Status to Enabled, and click Save.

3. 1D B2Xte] 2191 HO|X|ofl YNASS YT S2USHHLE URLS SARI0] HRLL K0 20) YOMAIR

4. SSOZ ALBCI0Y StorageGRIDO| 21912t 4 QU=X| &OI5t2{H * CFg AOIE F stLto] 2191+ & Metetn
7|82 PR S0l gt B ARt AERIE Melst g - 2000+ 2 S2pich
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You are not signed in.

T Sign in to this site.

I S5G-DC1-ADML j

AMEX O|E 2 E Y=SIEt= HIAX|7F EA|ELICE

o. S ALEX} 0|E 1t = E YPfLICE
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° 8SO 21921 3l 21012 %¢f0| Y 3stH S HIAIX| 7} LIEHELICE
+" S5ingle sign-on authentication and logout test completed successfully.

° SSO EH0| MufstH 2F HA|X| 7} LIEHHLICH EXE sHZstn B2t 7|2 AfX|st = CHA|
AZSHAAL.
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Ol&tel Sgt AHEAIH 2| = 22 |xt B 7| ZE HIHE AFof Tt BI'HE 22| Xof| CHet £ E AM|A 2SS 74K
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-l

1. Configuration * * * Access Control * * Single Sign-On * 2 ME{BtL|CT,
£hel AtQl2 M|O|X| 7} * Sandbox 2 E * 7t MEHEI AENZ LIEFLL|C.

2. SSO MEHZ * Enabled * 2 HZASIL|C}.

B30 HAIX|Zt LEEFEFLICE.
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A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management APl

Before proceeding, confirm the following:

# YYou have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one
federated user has oot Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1

4. A7

Ml

HESID * OK * & 22/elL|C

O|X| SSO(Single Sign-On)7t M 3tEIL|CE.

DE AHEXb= SSOE AH23H0 Grid Manager, Tenant Manager, Grid Management API %
@ Tenant Management AP0l M| ABHOF BLICE 22 AL XH= O 0|4 StorageGRIDO|| HAM| A gt
+ &LICH
SSO(Single Sign-On) H|&As}
0] 7|52 O O|4 AHRSIX| k22 SSO(Single Sign-On)E AIESHK| Y& M

U&LICEH ID HEa|0| M H|E A 36t H HA SSO(Single Sign-On)E HI% o5l of
erL|Ct.

A

1. Configuration * * * Access Control * * Single Sign-On * & ME4StL|CT,

Thed Atel2 | O X[} LtEFELICE.
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A Warning

Disable single sign-on

After you disable S30 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o
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Client Certificates

You can upload or generate one or more client cerificates to allow Storage GRID to authenticate external client access.

o+ Add| s Edit| | % Remove |
Name Allow Prometheus Expiration Date

Mo client cerfificates configured

2. %7t * 2 Meistct,

_|

AEM YZE H|O|X| 7} LIEFELICE.

Upload Certificate

MName @

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate.

Upload Client Cerificate ‘ ‘ Generate Client Certificate

3. QIZX2O| 0|52 1K A 32K} ALO| 2 U TBIL|CE,
4. 8 DL|EZ =35 AF25I0 Prometheus HIEZ!0f| BM|ASIZH * Prometheus * 518 2QI2HS MEHSIL|CT

5. 9_|§ -| O-IEI: CC= AHM

a. ASME YZESIEH Q2 O|FLICH 6 7]
b. AIZME H5I2H{H 2= 0|SeLCt o7].

6. QUBME d=CotaH
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Upload Certificate

Name &

Allow Prometheus @

Certificate Details

Upload the public key for the client cerificate.

Uploaded file name:

Certificate metadata @

Certificate PEM @

7|12 YZLEoHH * 2 Z A HIEHH|O[E] * 8L *

test-cedificate-upload

Upload Client Certificate ‘ | Generate Client Cerdificate

client (1}.crt

Subject DN; /C=USIST=California/L=Sunnyvale/O=Example Co/OU=ITICN=
mple.com
Serial Number. 0D:0EFC16:75:B8:BE:SETD:47:4D:05:49:08:F3.7B:E8: 447190
Issuer DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=IT/ICHN=*53 exa
mple.com
Issued On: 2020-06-19T722:11:56.000Z
Expires On: 2021-06-19T722:11:56.0002
SHA-1 Fingerprint: 13:A4D6:06:2B:90:FEEY 7B.EB: 1AB3:BE:C3:6230:BTAGET:FO
SHA-256 Fingerprint: 5C:29:06:68:CF:81:50:B8:4F AQ56:FTAT:AB3C36:FAZDBT 32:.44:C;
T4:852CBD:EG67:37.C3AC60

*53.ex8

00Fa0]ze+hEoZhw

gV’“L {hhE1mh 3

Copy cerificate to clipboard ‘

2AE M PEM * ZEJt X EL|CE.
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Upload Certificate
Mamz & test-cerificate-generate

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste

| Generste Client Cardtificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Cadificate PEM & | === BESIN CERTIFTCATE--=—- )
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BOAwEsERHABCR I TE Aww TG adCs Jha OwHh oM 2 bT'T
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goEPADCCADeCggEBAK O 24E S e e GuBb2 EH cidf /¢ TeExLeBEm+dvIwszl qﬂcR
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sg-prometheus

HTTP

URL ; https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ ] |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details

ServerName admin-node.example.com

Client Cert
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|4 Add || # Edit || % Remove |

Name Allow Prometheus
() | test-certificate-upload v
® test-cerificate-generate 4

m:9091
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Displaying 2 certificates.
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Certificate Details
Upload the public key for the client cerlificate.
Upload Chent Cerfificate ‘ ‘ Generate Chent Certificate
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|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
(O | test-cedificate-upload 4 2021-06-19 16:11:56 MDT
® test-cerificate-generate ¥4
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Displaying 2 certificates.

A Warning

Delete certificate

Are you sure you want to delete the certificate "test-certificate-generate”?
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KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron

or reboot?

=ME=E KMS 23 3 o{S2t0|gA 20| EE 2 O|FO{ XX, 27 At w2t A fZEt0|AA L= =0f Chet L=
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Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS
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- Appliance node with node encryption enabled

X Appliance node without node encryption enabled

- Non-appliance node (not encrypted)

o HotH o EH ELint?

Hot B ARHZ2M TYE 2 KMSOIM AtESHE st 7|18 F7|1HO = &8tA|H0F §L|C.
2ot 7|E 2 HY I KMS 2ZE0{E AFESI0] O 2 ALEE 7| HT0M St 719] M HELZ
S| ML IEP TS| LHE 7|2 S|TSHX| OHYAIL.

M

Grid ManagerOll A KMS2| 7| O|S(Z%)2 HZst0] 7|1E 2| Hstad 1 6FX| O A2, tid K
@ ATEQ0fo] 7| HTH S YUH|0|ESHH 7|E S2|HAI2. 0| 7|0l ALEE Hut Seet 7| EHS AH

IE =

= =
7|0l AFSRILICH FEE KMS?| 7| B S HZESHH StorageGRIDO| A H|O[E{2] 22 & 3= PII
g & ASLIC

I HES AEE = A= B2

FIF

ot

* KMS2t 22 El AMO|E = ALO|EQ| A2 otEl O{Z2H0|AA 20| XIS 2 B ELILE. 7= 2| HE = 14|12
LHOf| 2 Z£=|O{0F BfL|Ct.

* M 7| HTO| BHEE o P=otE 0 E2H0

o
|>
i
n
N
o
|H
i}
ro
ks)
re
=
HI
om
rI_r

Al M Z17F =20 =4 EL Tt

* M 7| HES ALEDI0] OE2t0[eA 25E Yoot o Z0f| chHel * KMS Z=2t 7|
o| ™ Ao * F17F ES|AHELIL o] 2 E SASHH 7= XY BAM0H| 2280 & == ASLICH.

80



2
MM
08}
=)
re
[>
H
[n
uin
|:|O

{2olot = THA| AE " 4= UELIN?

2t0|HAE CHE StorageGRID A|AE0]| MX|6HOf 5= A2 QENE H|O|EE CIE = E2 0|SstHH
c= on1|+qu grL|ct. O3 CHS StorageGRID ({Z2H0|HA HX| T2 OMEZ AESI0{ KMS M2
ICH KMS 1A S XM * E 53} * MH0| H|ZHA3HE| 1 StorageGRID AFO|E0f| CHgt

29 KMS 74 7te| HZ0| MIAELICE

ot
o
In<e

H' HJIH

4> 1

Q2 Ar2oe
e Mo > tot
;O
o>
I_

o
r§
I>

KMS 2fz st 7|0f M| AT 5 GIOBZ ofZEt0| A0 EHOL U= C0|E = O 0|k HAMAE 4
HeH SFHe = FHYLICH

©

"SG100 L AMP, SG1000 AfH|A O{Z210| Q1 A"
"SG6000 AEZ|X| O{Z2}0| A"

"SG5700 A EE|X| 0{E20|HA"

"SG5600 AE2|X| O{Z2H0|QIA"

AO|EQ] KMSE HAE mio| 12 At

Zf KMS(Key Management Server) £= KMS S2{AE = HY AO|E &= AIO|E O &9
EE HE20|HA LE0f 3t 7|E 7(1|-'-°”—||:f. AHO|EOf| AH2E[= KMSE H A 0f 6}
AP &3t 7|2 oF KMSO|A CHE KMSE SALSHOF & 4~ JESLILCE

|'||'

AO|EO]| AFEEli= KMSE 'HEB 0= B2 oid ALO|EO0||A 0| H0j| Z=otE 0fS2to|AA LES M KMSOf| X &
7| MEDHO] Sl Zg 4~ A=X| flsf{of BLICt Z0f maf 7|1Z KMSHA A KMSZ A4 H{H 9| et 7|15
SASHOF 8 2% UBLICE, KMS7H AFO|EOf M SIS 8tel ofZatololA Lo HEY 4 U= SHIE 7|2 74X
QU=X| 2teloHOoF gfLCt.

of

i
mujn

™ CtEat 5Lt

1. MS0le M8 KMS7t gl= ZE AIO|Ed HEE|= 7|2 KMSE 7A8HLCt,

2 KMSTt MYEIE - 1S grodt » S30| yatel DE ofF2folola St KMSH SFst0] gost 718
QETLICE 0] 7= ZE MO0 M OfERt0jolA L ES otwatsts O ALBELICE 0[2{8t 0jZat0|9iAg)
oIS Z =8t 0= 0] SYUSH 7|2 AFR|{OF EHL|C}

81


https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html

Data Center 2

— Data Center 1 Data Center 3 —

- Bt AIO|EOf| CH3 AIO|EE KMSE F7I517|2
o[0] = otE[of e

N—==

ZHEYLICHE Q| H[0[E] MIE{ 3). J2{Lt {SEH0|UA LE=

2 AJO|E KMSO| Cii$t A8 HZoI2 D 512 Q4 HAt 287} LSHLILE. O
QRE AO|EE KMSO| 2 AO|ES| =ES S8t + UL 8

=2od

o = Q= SHHE 717t 87| W2 ofl R AgLIct.

HH 7|2 KMSOIM M KMSE =%t 7|2| #ixff HE S SAMRLICH (RANo = |l 7|8
= M 7|0l SAFELICE A2 7= M 7|2] o] BT 0| EL|Ct.) O[X| AtO|EE KMSOfl= HI0|E
E{ 32| 0{Z2}0|AHA L EE S E5t= SHIZ 7|7} U222 StorageGRIDO| K ESH & QI&L|CE

o= T M-

82



Default KIMS

v

Site-specific
KMS

v

Data Center 1 Data Center 2 Data Center 3
AaNIEaNINal aNINaNINa aRENaNINal
AO|EOf| AF2E|= KMSE HASHE AL ALl
O| EOfl= AIO|E0|| CHot KMSE HESH= 7HE LEtXQl ARE 2ot B4 THAI7L Qo0 JELICE.
AO|EQ| KMSE HASH= ALE ALl ok tHA|
StLt O Aol AFO|EH KMS &=0| QIOH O] F 6HLIHE AIO|EE KMSE HAESILICE [of CHet 7] 22|] 2EHIM
7|12 KMSZ AtEst2{ gLt * CHE KMSOf| 2fsl 22| =|X| &%= AO|E(7|2 KMS) * &

712 KMSZt A2 2HE Al A AO|EE F=ItetL|Ch M
ALO|EO|| 7|2 KMSE AIE3HA| §ied{= 32

AFO|ES| KMS7t LHE MHE ALE3HEE 3l{OF LTt

MEHSILICH O|H| AO|E™E KMS7} 7|2 KMSE
ALZELICE O] LHE2 & KMSZt §l= Ao E0|
HEELIC}

"KMS(7| 22| M) T

1. A ALO|EQ| O{Z2t0|HA 2T 7|2 KMSO| 2|8l
0|0] ¥=3tEl AR KMS AZEQ|0{E AHESI0] 7| &2
KMSO|AM M KMSZ =3t 7|2 tXl HTE S
SAFRILICE

Grid ManagerE AHE3%t0] M| KMSE #7136t
ALO|EE MEHBIL|LCY,

"KMS(7| 22| M) 7"

1. AlO|EQ| O{E2t0|A L EJ} 7|&E KMSO]| 25 o]0]
LSEl AR KMS AZEQI0{E AESIH 7|&
KMSO|AM M KMSZ 2=} 7|2 tIXl TS
S Attt

. Grid Managerg AH&5t0] 7| & KMS #1d 2

HESID M SAE O|F £ IP FAE g

L|C}.

"KMS(Z| 22| M) =7t

83



KMSO|A| 22I0|HEZ StorageGRID +4

KMSE StorageGRIDO| F=7t5H2{H 2t & 7| £t2| M = KMS S2{AE0f CHaH
StorageGRIDE Z:20|HEE 5l 0F ghL|Ct.

O =te1oi| CHaH

0|2{$t X| X2 Thales CipherTrust Manager k170v, tH& 2.0, 2.1 & 2.20{| M ElL|C}. StorageGRIDA|A CHE 7|
2] MHE A= Bl chot R 20| A= B2 7|15 X|J '='*101| 2o,

"Thales CipherTrust Zt2|X}"

A
1. KMS 2ZEQ0{0f| M AHE3tE = 2t KMS K= KMS 2 AE0f| CHsH StorageGRID S2t0|HEE oHELICH.

Zt KMS= tHY AIO|E HEE= ALO|E 1F0{ M StorageGRID O{Z210|AHA L E0] CHet tHY et 7|
et

—_

2. KMS AZEQ|0{0f|A Zf KMS E= KMS 22 AE0] CHet AES Y53} 7| € THELICE

2ot 7|15 LA 5= QU0{0F ELCt.

0

3. Zt KMS E&= KMS S2{AH0| Chsl Tt BEE 7|SLICE
KMSE StorageGRIDO| 3=7tgt off O] HE 7t HRBLICH

° 2t MH{o| SAE 0|2 i |

_U
-
B>
18]
r
~

° KMSO|A KMIP ZEE A28t}
° KMS2| 2tz 3t 7|0f Cist 7| HAIQILICE,

@ A3t 7= KMSO]| 0]0] A0{OF BHL|C}. StorageGRID= KMS 7|2 BHELL 22|5HX|
oF&LCE

LS

4. 24 KMS S KMS B2{AE(0] o) CA(IZ 7127t At Afed 1M iz 214 K12l a0l e et
PEM Q13 E 5l CA Q1SN I}U0| S0f Q= OISM HES BaLCt
Kb QIS K2 AL SHE! 9|5 KMS7} StorageGRIDO XHAIS @I58t 4 &L|Ct

° 915 M= PEM(Privacy Enhanced Mail) Base-642 Q1A El X.509 HAIS AF2slOF BfLICL.

° 2k N QIZ A 2| F=H| CHA| O] 5(SAN) ZE0||= StorageGRID7t HZE MetEl =02l O|§(FQDN) =
IP Z=A7F ZetE|00F gLt

Z
I
i
S
M
i
uy

@ StorageGRIDO|A| KMSE 7€ f * SAE 0| * HEO| St FQD
=stjoF gfL|Ct.

o MH QIEM= KMSE| KMIP QIEH 0| A0 AFRSHS 01 Aot LXIBHOF 3HH, LHHHOZ BE 56962
ArgBILICt,

5. @ KMS 8l 22t0|AHE 21E M| 712l 7|2 StorageGRIDO| 2ZE 28 S20|HE ASME HELICH

Z20|HE IZME ALE3HH StorageGRIDZH KMSO| LSt 2152 HhE 4= USLICEH

84


https://thalesdocs.com/ctp/cm/latest/
https://thalesdocs.com/ctp/cm/latest/
https://thalesdocs.com/ctp/cm/latest/

KMS(7| 22| M) =7}

StorageGRID 7| 2| Mt OPHALS AFE5H0 2f KMS EE= KMS S2{AE S FIHeLICE

st A
* 2(8) dESHOF LTt 7| 2H2| M ALZ0]| it e AFgh 3! @+ Argf,
* 0[(7t) QUO{OF LIt "KMSO| A StorageGRIDE Z2[0|HEE M ELICHESE 2f KMS = KMS S22
Lot MEIL JLo{oF FL|Ct
© RE HM|A Hzto| QLojoF LCt,
* X|@E|= E2tRKXE AHE5I0 Grid Manager0| 212180} BfL|Ct.
o] Ztedoi| CHaH

7155HH CHE KMSOl|M 2t2|5HX| b= 2= AO|Eo| HEE|= 7|2 KMSE F#45t7| Toi| AIO|EE 7| 22| MHE
TASIAAIQ. 7|2 KMSE HA 0HEM 12|20 BE L= 953} 0{Z210|AAL 7|2 KMSE YSSHEL|CE LIS

—= -

ALO|EE KMSE ZHE23{H HHX 7|2 KMSOM A KMSZ =2t 7|2 Al TS = ARSHOF SfL|Ct.
"AIO|EQ| KMSE HEY Wof 1] Afel
THA|
1. "EHA KMS MR BEE et
2. "2CHA|: M QIBM EE"
3. "3CHA|: 22I0|AUE ASM HEE"
1EH: KMS M2 = E YgiLct

7| 22| MH =71 OPHARS] 1EHA(KMS M2 & 213)0lA KMS EE= KMS 22{AE{0f CHSE
MR HES MSE

or"‘
-2
_‘T‘_

£
14 x AR M 7| BE| M+ S Mejgrct

74 MR YL Ho| MEHE MEi= 7| 22| M T O X[7} LtEHELICE.

T

85



2.
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86

Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key managemeant server (KMS) to manage the encryption keys that protect vour StorageGRID at
rest,

Configuration Details Encrypted Nodes

You can configure more than ons KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manags the keys for the appliance nodes at a particular site.

Before adding a KMS:

» Ensure that the KMS is KMIP-compliant

= Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

‘+ Creata || # Edi || @& Ramove
KMS Display Name © Key Name © Manages keys for © Hosthame © Certificate Status ©

No key management servers have been configurad. Select Create

Create * & MEHBILICE,

7| 22| M =7t OpH AR 1EHA(KMS M[S HE 13)7t LIEFEHL|CE.

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KM3) and the StorageGRID client you configured in that
KMS. If you are configuring a KMS cluster, select + to add a hostname for each server in the cluster.
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Hostname @& o
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Add a Key Management Server

Q—0 -

Enter KMS Uplead Upload Client
Dietails Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate & EBrowse

=

2 QIZM MAS YRZELIC
e 15 A BIET O] E{7} LEERERLIE.
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Add a Key Management Server

o 0

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79
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Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5ABA27:02:40.C8:F5:19.A1.28.22.E7.D6.E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.
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Canfirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.

» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid
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Key Management Server

IT your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Canfiguration Details Encrypted Nodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS
« Ensure that the KMS is KMIP-compliant.
» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID,

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164

Certificate Status @

«" All certificates are valid

- HO|X| SOl M * L=otEl L=+ S HEHStL|Ct,

H=Z —"1d

Key Management Server

1T yaur StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, you can use an external key management server (KMS) to manage the
encryption keys that protect your StorageGRID data at rest

r -
Configuration Details Encrypted Nodes

| i —— |

You can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one

default KMS to manage the keys for all appliance nodes within a group of site= and a second KMS to manage the keys for the appliance nodes at a
particular site.

rir
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Configuration Details Encrypted Nodes

Review the KMS status for all appliance nodes that have node encryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name @ Key UID & Status ©

SGA-010-096-104-67 (§ Storage Node Data Center 1 Default KMS 41b0...bch7 «" Connected to KMS (2021-03-12 10:59:32 MST)
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Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Nodas

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

= Ensure that the KMS is KMIP-compliant.

« Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | & Remove|

KMS Display Name € Key Name © Manages keys for & Hostname @ Certificate Status &
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 «" All certificates are valid
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Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

If there is an issue with the configuration. you might not be able to reboot any appliance nodes
with node encryption enabled at the affected site, and you might lose access to your data.
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Key Management Server

IT your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your StorageGRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS iz KMIP-compliant.

Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| 4 Create | ‘ # Edit | | & Remove|

KMS Display Name € Key Name © Manages keys for & Hostname @ Certificate Status &
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 «" All certificates are valid

2. ®MHE KMSQ| 2tr|

Q
3. Z1 s} Aol M 2] At HERLICH

[EE s | =

CHEE MEfSED * R * 2 MEfRILICH

A Warning

Dielete KMS Configuration
You can only remove a KMS in these casaes:

= 'You are removing a site-specific KMS for a site that has no appliance nodes with node
encryption enabled.

« You are removing the default KMS3, but a site-specific KMS already exists for each site
with node encryption.

Are you sure you want to delete the Default KMS KMS configuration’?

=

4. OK * & MeEgfL|Ct.

KMS 80| ®MAHEASLIC
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© EF HM|A Fpto] AO{OF BHL|CE

e

1. Tenants * & MEHBIL|CE
HI'HE AHE HO|X|7t LIEfLtD 7|Z HIHE AH™O| LIZELICE.

Tenant Accounts

View information for each tenant account.

Note; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

i+ Create | & \iew details | | # Edit | | Actions - || Exportto CSV | Search by Mame/D Q

Display Mame & # Space Used € 11 | Quota Utilization @ 1T Quota & H Object Count & I Signin &

N results foumd,

Show 20 ¥ rows per page
2. Create * & ME{BIL|CE

Create Tenant Account H|0|X| 7} LIEHEFL|C}. T|O|X|of] ZHEl B E= StorageGRID A|AEI0| A SSO(Single
Sign-On)E &-dstM =X o 2oj| w2t ZatEL|ct,

° SSOE AI3}X| %= AL Create Tenant Account H|0| X| = Ct2 3} ZE&L| L}
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Create Tenant Account

Tenant Details

Display Mame
Protocol g3 T Swift
Storage Quota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own ldentity Source W

Specify a passwaord for the tenant's local root user.
lsername roat
Password

Canfirm Passwaord

° SSO7} &M3sl=l AL Create Tenant Account H|O|X|= Ct2 3} ZHSL|CL.



Create Tenant Account

Tenant Details
Display Mame S3 tenant (330 enabled)
Protocol & g3 T Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication
Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the

initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3
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e

"Single Sign-On 74"

StorageGRIDOI| A SSOE ALE3HX| @tz 4L HIUE AE 44
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9.

afot... LU HY..
AgtEl TEO|M J2|S Bkt of BIE A
LS =EC M)
Bl BEIRte] URL HAI2 gt

https://FODN or Admin Node IP:port/?accountld=20-

digit-account-1id/

* FODN or Admin Node IP&(&)22|Xt =9 Hiotel =il

0|8 & IP FALCH

* port HHE M8 ZEQILIC}

* 20-digit-account-id HIHES| 13 AH IDYLICH

ZE 44304 22| = ZE[X}of 2791+ S SEstn RE MNA S8 OAF0| AHEAe| XA S
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Chet 2= & AHESHA| fUAELIt
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HHEO FEE 2018 C

a. Configure Tenant Account CHst & X[0{| A * Sign in as root * HES 2

Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant's roat user. Then, click the

links below.

# Buckets - Create and manage buckets.

» Groups - Manage user groups, and assign group permissions.

» Users - Manage local users, and assign users to groups.

Finish

HE0| =2 280l HA|ZF LIEILL oiXH HIHE AFHo| RE AEXIZ 2OQIYSS LIEF-LICY
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Signinas root
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StorageGRID AlﬁE"OHH SSO(Single Sign-On)7t EAM3tEl 2R 22 —?—E ArEXtH= HIH
USLICH RE ALEX HUS AT ALEXIItEHE| CHSE RE AHM|A Hoto| U= S IE0 &oloF ZLICh
CHA|

1. Tenants * & MEHBIL|CE

HIFE A TO|X| 7} LIEILI D 2= J|ZE HI'HE AFOo[ LIZEL|Ct.

Tenant Accounts
View information for each tenant account,

MNote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recent values, select the tenant and select View Details.

| & Create | | & View details | | & Edit | | Actions - | | Exportto C3V | Search by NameD Q

Display Name € A~ Space Used © 1T Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin &

® Account0? 500.00 KB 0.00% 2000 GB 100 L3
O Account02 250 MB 0.01% 30.00 GB 500 ]
(O Account03 605 00 MB 4 03% 15.00 GB 31,000 +]
(0 Account04 1.00.G6B 10.00% 10.00 GB 200,000 *]
) Account0s 0 bytes — Unlimited ] 3

Show 20 ¥  rows perpage
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Change Root User Password - Account03
Username  root
Mew Fasswaord LA L LL L LT
Confirm Mew Password
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Tenant Accounts
View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view
mare recentvalues, select the tenant and select View Details.

| &= Create : [@ View details | | & Edit | | Actions = | |_Exp0rttu csv | Search by Name/D Q

Display Name €& A Space Used @ I Quota Utilization @ T Quota @11 Object Count @ T Signin @

® Account0? 500.00 KB 0.00% 2000 GB 100 L3
O Account02 250 MB 0.01% 30.00 GB 500 ]
(O Account03 605 00 MB 4 03% 15.00 GB 31,000 +]
(0 Account04 1.00.G6B 10.00% 10.00 GB 200,000 *]
) Account0s 0 bytes — Unlimited ] 3

Show 20 ¥  rows perpage
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Edit Tenant Account

Tenant Details
Display Mame AccountD3

Allow Platform Services

Storage Quota (opticnal} 15
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g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The last error occurred 2 hours ago.
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Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

0 One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ + Lasterror @ = Type ®@ =+ URI® = URN@ =

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3 days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2:examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Motifications http://10.96.104.202:8080/ arn:aws:sns.us-west-2:example2
my-endpoint-1 S3 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl
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== Pending reguests

Request Completion Rate
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== Replicaticn completions = Reguests committed

Request Failure Rate
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== Replication failures
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 33 and Swift requests to Storage
MNodes. HTTPS endpoint cerificates are configured per endpoint.

€ Changes to endpoints can take up to 15 minutes to be applied to all nodes.

'+ Add endpoint port

Display name Port Using HTTPS

Mo endpoints configured.

Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode @ Global (O HA Group VIPs (O Node Interfaces

Cancel
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Create Endpoint
Display Mame
Part 10443
Protocol (O HTTP (O HTTPS
Endpoint Binding Mode (@) Global (O HA Group VIPs
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(& MNode Interfaces
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@ This endpoaint is currently bound globally. All nodes will use this endpoint unless an endpaint with an overriding binding mode exists for a specific port.

° *HADE VIP *: BHS Mefst
SEUN BolEl AEZIE= ST oA
HSE MALES = ASLIC.

o S 2L
BHS BAIY IHY P F471 Y HAIES Mo
Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode () Global ® HA Group VIPs
Name Description Virtual IP Addresses
O Groupt 192.168.5.163
O Group2 47.47.5162

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups; otherwise, this endpoint will act as a globally bound endpoint.
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(O MNode Interfaces
Interfaces
CO-REF-DC1-ADM1:eth0 (preferred Master)
CO-REF-DC1-ADM1:eth2 (preferred Master)

=
SE A
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= [HA| AR

g 4 ASHL. 0]
o S ZE

Cancel

A8t = ASLIC O] ZE0fA
= ASLIC.
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Create Endpoint
Display Mame
Port 104432
Protocol (O HTTP (O HTTPS
Endpaint Binding Mode (O Global (O HA Group VIPs ® MNode Interfaces
Node Interface

[0 CO-REF-DC1-ADMA1 eth0
[0 CO-REF-DC1-ADMA1 eth1
[0 CO-REF-DC1-ADMA eth2
[J CO-REF-DC1-GWA eth0
[] CO-REF-DCZ-ADMA1 eth0
[0 co-REF-DC2-GWA eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

Cancel

EF MY st YXp7F LIEHE LT
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Load Certificate

Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key

CABundle Browse

a. M QIS A2t IS M el 7| FELICE

S3 S20[AET S3API AEZRIE QI 0| ES AHE3I0] HEY = U= St2{H S2t0|UETF J2| =0
HESH= Ol A8 Y + U= 2= =02l 0|Ext %!Xlﬁf" CHES =Rl o= U EFIE QIS ME AFERLIC
I£ S0 M ASMoM =H[Ql O|FE A

—_ O

tEe & JUSLICH * . example. com.

Generate Certificate
Diamain 1 * 53.example.com
IP1 0.0.0.0

Subject JCN=StorageGRID

Drays valid 730

a. el o|F £ IP

SIEEIFIEE MESIH ZE HEHM MH|AS ddot= 2E 22| =& S A|0|ER0] 29| Hrets =oel
O|FS LIEIE = ASLICE 01|% =9, b3 #2a

SLICE *.sgws.foo.com QLEIFIEE ALESHH
LIEMHLICE gnl. sgws. foo.com X gn2.sgws. foo.com.
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS

endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpoint 1 10443 Yes
Displaying 2 endpoints.
MEE BHES ML
23 My~ 2 2=t

23 T et Xt LIEFE LT

HIHOHHTTP) 272 2% Chst &Xte| 21 MH|A 4 Mot LIEHL|CH HoHHTTPS) 289 22 L3
Ofl x|t Z0| st &Ate] 28 MH[A T 3 IS M MM0| LEEFEL|CE.
Endpoint Service Configuration
Endpoint service type @ S3 O Swift
Certificates
Upload Certificate ‘ ‘ Generate Certificate
Server CA
Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc/OU=5GQA/CN=* mraymond-grid-a.sgqa.eng.netapp.com

Serial Number: 1C.FD:27:8B.EG.ASBA30:45:A9:16:4F DC.77:3E:CA:80.7D-AFES
Issuer DN: /C=CA/ST=British Columbia/O=EqualSign, Inc./OU=IT/CN=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002
SHA-1 Fingerprint: 60:30:5A:8C:62:C5:B8:49:DC:9A:B3:F7:B9:0B:5B:0E:D2:A2.FTE.CT
SHA-256 Fingerprint: AF.75.7F 44:C6:86:A4:84: B2 7D:11:DE:9F 49:D3:F6:2ATE:D9:4D: 24 1B:8A0B:B3:.7E:23.0F B3:CB:84:8
9
Alternative Names: DMS:* mraymond-grid-a.sgga.eng.netapp.com
DMS*.88-140-dc1-g1. mraymond-grid-a.sgga.eng.netapp.com
DMS*.99-142-dc1-s1.mraymond-grid-a.sgga.eng.netapp.com

Certificate PEM
MITHfDCCBWSgAWIBAgIUHPOni+alujBFqRZP3Hc+xoBYr+kwDRYJEoZ IhvcNAQEL
BQAwb] ELMAKGA] UEERMCOOEXGT AXEgNVBAGMEE JyaXRpc2ggQ2 93dW1l 1aWEXGDAN
BgNVBLZoMDOVidWFaU21nbiwgSW5] L] ELMRAkGR] UECwwC SV HT AbBgNVBAMMFE VX
dWF3U21nbiBJc3N1aWsn IENBMCAX DT AWMDEWMT 2wMDAWMF oY D2 MwMDAWMT AxMDAW
MDAWH] B+MQawCQYDVORGEWIDOTEZMBCGR 1 UECAWQRNIpdG1 2aCBDb2 X 1 bRIpYTEV
MEMGR1 UECgWMTHV0 X BWLCBJbmMuMQOwCwYDVQOLDARTR] FEMS 4wLAYIVQODDCUg
Lml¥YX1tha SkLWdvaWQtY55zZ3FhImVuZ ySuZXRhcHAuY2 9tMI IBIjANBgkghkiG
SwOBAQEFAROCRQEAMI IBCaHCAQERAONUkWEEFg/BlULY+bIRE0MaVISC+RTSIZ102v
Hz4rSnrYCn,/WIRCT+fznmxzaG32RRUDInNLnX] ¥Yk+QUPRAIFZ+51dr6HIrYTE/NK
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Load Balancer Endpoints

Load balancer endpoints define Gateway Node and Admin Mode ports that accept and load balance 83 and Swift requests to Storage Nodes. HTTPS
endpoint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | ® Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpoint § 10444 Mo
® Secured Endpoint 1 10443 Yes

2. HAg 2 Z0| U= 20| TS MEISLCE
3. B8 M * & S=lgLict

tot

Fol Cet & X7t LIEFEL|CE.

J
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Untrusted Client Networks

eGRID A|ARIQ| = L EJt LIFEL|CEH 29| 220|UE HESIE M= 4= A0{0F

ITyou are using a Client Network, you can specify whether a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the

node only accepts inbound traffic on ports configured as load balancer endpoints.

Set New Node Default
This zetting applies to new nodes expanded info the grid.

New Node Client Network & Trusted
Default 0 Untrusted

Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

| Node Name
] | DC1-ADMA
1 | DC1-G1
£ | DC1-81
I | DEi-52
& |Dei-s3
DC1-54

Unavailable Reason

Clisnt Metwork untrusted on 0 nodes
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DC1-ADM1 (Admin Node)

Crverview Hardware Metwork Storage Load Balancer Events Tasks

Mode Information @

Name DC1-ADM1

Type Admin Node

D T11b7hSh-8d24-4d9f-37Ta-be3fadac2Ted
Connection State + Connected

Software Version 11 4.0 (build 20200515 2346 Sedchbf)
HA Groups Fabric Pools, Master

IP Addresses 192.166.2.208, 10.224&'2.208. A7 AT 2208, 47 474219 Show more »
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Active-Backup HA DNS Round Robin

W 1 (Backup) GW 1 P
HA Group 1 VIPs I
_Lb GW 2 (Master)

DNS
Entry
W 3 (Master) |
I GW 2P
HA Group 2 VIPs
GW 4 (Backup) GW = Gateway Node

VIP =Virtual IP address

Active-Active HA

|_. H.n‘r-"q. Grl:lup 1 U'P
GW 1 MEISI:EI’ i| IIA 2

(Backupin HA 1)
DMNS
Entry

| » GW 2 (Master in HA 1)
| (Backupin HA 2}
HA Group 2 VIP
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High Availability Groups

High availability (HA) groups allow multiple nodes to paricipate in an aclive-backup group. HA groups maintain virtual IP addreszes on the aclive node and switch to a
hackup node automatically i a node fails.

|+ Create| # Edit | | X Remove
Name Description Virtual IP Addresses T

No HA groups found.

2. Create * £ Z2IgtL|C}.

High Availability Group 44 CHat AXt7} LIEFEL|CY

& gaBpLch
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

gid0-g1 eth 172.16.0.0/21  This IP address is not in the same subnet as the selected interiaces

g140-g1 eth2 47.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

gi40-g2 eth 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
il g140-g3 eth2 192.168.0.0/21

g140-g4 ethd 17216.0.021 | This |P address is not in the same subnet as the selected interfaces

v g140-g4 eth2 192 168.0.0/21

There are 2 interfaces selectad.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
] DC1-ADMA athi 10.96.100.0/23
¥ DC1-G1 ethl 10.96.100.0/23
] DC2-ADM1 ethl 10.96.100.0/23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
common to all node types will be available on the virtual [Ps.

6. xg * 2 22YpiLict,
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Create High Availability Group

High Availability Group

Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0
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High Availability Groups H|O| X| 7} LtEFEFL|C,
High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
140-adm1:ath2 ferred Mast
HA Group 1 47474219 g140-adm1:eth2 (preferred Master)
g140-g1:eth2
HA Group 2 A7 A7 4218 g140-g1:eth2 (preferred Master)
AT AT 4217 g140-g2:eth2

Displaying 2 HA groups.
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Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface IPv4 Subnet  Unavailable Reason

gi40-g1 ethl 17216.0.0/21  This IP address is not in the same subnet as the selected intertaces

gid0-gi eth2 47.47.0.021 This IP address is not in the same subnet as the selected interfaces

gi40-g2 ethl) 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces

g140-g2 eth2 A7.47.0.0/21 This IP address is not in the same subnet as the selected interfaces

g140-g3 eth0 172.16.0.0/21 | This IP address is not in the same subnet as the selected interfaces
] q140-g3 eth2 192.168.0.0/21

g140-g4 eth0 172.16.0.0/21 | This |P address is not in the same subnet as the selected interfaces

v g140-g4 eth2 192.168.0.0/21

Thers are 2 interfaces selectad.
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription
Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet

Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA ethi 10.96.100.0/23 L]
DC2-ADM1 ethi 10.96100.0423

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IF Subnet 10.96.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IF Address 1 10.95.100.1 +
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High Availability Groups H|O| X| 7} LtEFEFL|CY

High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces

g140-adm1:eth2 (preferrad Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 47.47.4.218 g140-g1:eth2 (preferred Master)
47.47.4.217 g140-g2:eth2

Displaying 2 HA groups.

2. MAHY HAIES M=ot * H|H * & 2=

High Availability Group AfX| 217} LIEFL|CE.
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A Warning

Delete High Availability Group

Are you sure you want to delete High Availability Group "HA group 1'7
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example com,
s3 example.co.uk, s3-east example.com

Endpoint 1 s3.example.com x

Endpaoint 2 + X

2. (+) O}O|2E A3l £7 LEE 27t6l2{H * Endpoint * ZE0]| S3API 28 TH[Ql 0|2 228 l2gtL|ct

O] S=0| H|O| ASH 83 7t AR ALY 2F0]| thet X[ 0| H| g LT},

3. M3+ g 2YELIC
4. 20| ET} AHBBHE B QIZ M7t TR B Zool 0|52 AK[SH=X| Helsttt
© B WM MHIAS AFSSHE S20|91E0| B2 S2H0IIET AHGE ZC WM LHI HAH ASHE

YO0 E-HLICY.

o AER[X| LEOf 2 HESHALE AO|ERO| = =0l M CLB MH|AS AME3H= 22t0|¢ES| 22 129
MEX XIE MH IS ME H0|ERFLICY.

5. AIEXQIE 2l 0|2 QK S 20lst= O LRt DNS HZEE FIHEHL|CH
2t

O|X| 22t0|AHEI EXHE AHEE M| “bucket.s3.company.com DNS At 7} SHIE ZHOZ SQIE|1 QISM =
2HE O MHZE QIS FLIC

»
w
fjo
>
0o

6+|__| |:|."

=

151


https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html

"S5 EA B AEEQIE P4

J|EHOoz Sat0jIE S8 TRIYS AER|X| LI it ZE 9 EE HO|ELo]
0| §f 0|4k AFZEX| 9= CLB M| 20| T8 HTTPS UIESI3 Z2E =2 Ateh|ct
BT 2ed T2|=2 HlAES wje} 20| 0[2(8 ¢Zol sl HTTPE MEH o= S8l &
olAL|C}

M- -

AHE238t0d Grid Managerdll 23 18H{0F BL|C}.
to] RLO{OF BFLICH.

Of ZhHofl CHaH

S3 & Swift Z2EF0|AEI HTTPE AE2[X| L. = AH[O|ESII0] ==9| I O] AFEE|X| 8= CLB AH| A0 =
HZHOF ot ZR0f|2 O] XS 2= BILICE

HTTPS H &2 ALZ3t= 2Ct0|QE = 2E MM MU| A0 AEE S2L0|AE| T M= 0] ZglS 2tzet

QI giaL|Ct 2t 2E 2] BHEO|AM HTTP = HTTPSE AIRSIEE FAE £ Q7| H2QIL|CH XEA|St
LH2e 2= WM A=EZOIE JMof| st HEZS jé.*xor*'/\lﬁz.

Il

2 MESHIAIR "Q0F 22t0|lE HHS 9[8h 1P 54 U TE" AER|X| =0 FY O EE HTTP Ei

=2

HTTPSE ALE30] I O]& AFEE[X| 8= CLB HHIﬁOiI HEY i AHE%t= S3 & Swift ZEO]| CHH otEL|Ct

@ QHO| Y2otE|X| 2 LEIZ MEED2 T2EH O2|20f ol HTTPE 28 W= F2lslof

grLCt.
CHA|
1. M »* A AR MY > O2|E M * S MEHHL|CE,
2 HEST SN MMO|M * HTTP $1Z ALS * EIztS Metsh|Ct
Network Opticns
Prevent Client Modification @
Enable HTTFP Connection & 7
Metwork Transfer Encryplion @ AES128-5HA = AES2HG-SHA

"S3= ALEELCH

152


https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html

"SwiftS AtgtL|CH

185 2240|AE HUS HofFLct
Sef0|AUE £F &X| J2|E 4= Ul S8 HTTP 2E10[AUE HYPS HEE =+

UASLICE.

R

Of ZhHofl CHaH

S2H0[AHE +F LR = AL HA| AFYULICH SEH0|UE T SX| 84S MESHH LS 2F0| HRELIC,
* *S3 RESTAPI *
° M3l RES AFELICH
° 7|1&E QEHEQS| H|O|H, ArEXt Fo| HIEtH|O[E = S3 REHE E|1 X|Z 2 +Tol= *F

@ O] 282 M7 2|7t dyetE MAlol= HEE[X| G5LICh. HT 22| S AFESHH 0[0] JHA
HIOIE, ArE X F e MIELHOE] 3 JHA| EH D XY S +HY = l&LICE

=

« * Swift REST API *
© Zi|0|f 282 AR[ELICt

° 71ZE A =™ QF. oS S0, FO{M7|, AH|, HEIE|O|E] HOI0|E S| 20| HFELICt.

tHA|
1. 4 ** AR MY~ O2|E M * S MEfgL|C
2. HERZ S8 MM&0M * S2H0[HE F WX| * gfolghg MEfSLIC
Network Options
Frevent Client Modification
@
Enable HTTF Connection ]
&
Metwork Transfer Encryption () AES128-8HA (® AES256-SHA
@

3. M& + 2 22

153


https://docs.netapp.com/ko-kr/storagegrid-115/swift/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/swift/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/swift/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/swift/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/swift/index.html

StorageGRID HER3 3 HZ 22|

2| E 22[XE AHE510] StorageGRID HESRIZ S HES +

0x
ot
El
e
L]
ot
4>

o
>
-
Iu]

S HEBHIAIQ "S3 9 Swift 22f0[01E 12 74" 83 Ei Swift ZaL0|AES PHBH= Witlol s Lo AL,

* "StorageGRID HIE{ 3 X|&"
. ||IP _7|(__+_ E7|u
* " TLS AA XY= 2"

- HED B o

tot
fok

= o
- ERHE 25 YA pa)
-3 b8 YoplLp

StorageGRID HE% 3 X|#

StorageGRIDE= J2|= =2 Z|Clf 3712 EY3 QIEI0|A S X[JSIEZ 2t i J2|=
Lo HETS ot & ML 27 Aol A 8 + ASLICEH

@ J2|E =9 HERIE #To5IAL 15t E =+ A Al 22| XEHE FZSHAL HESRZ
EZZX|0i cist XiMet 82 HEHZ XIE S TBZSHIAIL.

[}

JE|E HEY=

T4 @AQLICH O2|E HERY]3E ZE LHE StorageGRID E{Z0)| AF2ELICE J2|=0|AM ZE ALO|E &
MEUlo| RE L E 7Hol| AZAS MSELIC

22Xt HEXI

M Ag, PH2| YEYSE AUHOR AIAY BH2| U QK| BA0) ASELICH B2L0|9IE TRES i A0S

| %- = 1
AMEY = UAELICE 22| HE/AI = LHHOZ AL HERF0|H ALO|E 2hof| 2tEle 2Tt gl&LCt

S2H0[AE HERZ

MEH AHS, S210|¢E HEQI = LHHO R S3 U Swift 2210|SHE 0fZ2(Z|0| 0] CHet HMAE H|Fst= O
MEEIE NWYH HE/I0IEZ O2|E HE/JIE Aot Eod &= AFLICL SO0|AE HE/IE=E ZE

HOIERO|E Soll HEY = U= ZE MEUR LT = ASLIC.

INES
* 2} StorageGRID 12|E = E0|= e 2 HER 30| CHE M8 HER 3 QAEM0|A, IP FA, MEUl 0tAS
5! AO|ESI0| 7t L BfL|C},
« 02|E LE= HEYA = 0| A2 QIE{I0|AE JHE &~ AELICE

*HEQIR Y, 225 LEEZ T HO|EH0[7t X REH == ST MEUlof U0{0F ghLCt 2R

AN

rot
oh

154



HOIERO[0|M 2Lt S&fot 2tRE S FHY + ASLICE

* A LM 4 HERIZE §F UERZ lE{m| o[ A0 ofEEL|CE

HES3 2IE{I|0| A O] S RLICt
Jg|E ethO
Eha|XH(MEH Ateh) eth1
S2t0| 1 E (MEf ALY eth2

* L.EJ} StorageGRID O{E2{0[AA0 HAZE B2 2 HEH I Chl £ ZEIH AFSE LI RiM[et LHE2
o{E2to|e A EX| XHE HESHYAL.

c 7R BIQELS LEC RSO MMEILICH eth27t BASHE AL 0.0.0.0/0 2 eth22] 2210|YE HEYIE
ArggfL|C. eth27f 2 pakel Lo PN 9%8 A2 0.0.0.002 eth0°I _'EI E HESRZIE ALSELICEH

* J2|E LEIF J2|=of 7t E wtX] 220U E HEH AT} RS8R A& LT

+ J2|S LES 1aots S0t 22| HEYIES At D2|SS k3| AxIsty| Mofl x| ALEXF lE{H 0] A0
oM AT 2 ABLICE

CECERS

IP 34 HY|

StorageGRID A|A&IS| 2t O2|E LEo| CHSH IP FAE |
FAE ALESIH BESB0IAM 2= 20| 2301511 CHFet RX[E HXIE A +
OIAL_||:|.

vy —| .

IP =4 HFOf CHet XiAet LHE

ro

=7 5 /A 22| XHE HESHAL.

CHA|
1. .LE * > *GRID node * > * Overview * S MENSIL|C},
2. IPFANS QLERN Y=+ &I * E S2IELICL
et 2|2 LEQ| P =A}H|O|E0| LI EIL|CE

155


https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/maintain/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/network/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/network/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/network/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/network/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/network/index.html

Node Information &

Name SGA-lab11

Type Storage Node

D 0b583829-6650-4c6e-02d0-31461d22ba6T

Connection State « Connected

Software Version 141.4.0 (build 20200527 _0043.61839a2)

IP Addresses 1092 168.4.138, 10.224 4 138, 169.254.0.1 Show less A
Interface IP Address
ethD 102 168.4.138
eth0 fd20:331:331:0:2a0:08 fea1:831d
eth0 el 2al 08 feal:831d
ethl 10.224 4,138
eth1 fd20:327:327:0,280:e5f fed3:a90c
ethl fd20:8012:h255 8154:280 25 fe43:a00c
eth1 o0 280:e5 fed3:200c
hic2 102 162.4.138
hic4 102 168.4.138
mic 10.224.4138
mic2 169.254.0.1
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- TLS_ECDHE_ECDSA_WITH_AES_128_GCM_SHA256
- TLS_ECDHE_ECDSA_WITH_AES_256_GCM_SHA384
. TLS_ECDHE_RSA_with_CHACH20_POLY1305

. TLS_ECDHE_ECDSA_WITH_CHACH20_POLY1305
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Internal CA Certificate

StorageGRID uses an internal Certificate Authority (CA} to secure internal traffic. This certificate does not change if you upload your own certificates

To export the internal CA certificate, copy all of the certificate text (starting with -———BEGIN CERTIFICATE and ending with END CERTIFICATE——). and save itas a pem file.

Subject DN: /C=US/ST=California/lL=Sunnyvale/O=NetApp Inc/OU=NetApp StorageGRID/ICN=GFT

Certificatey - ---- BEGIN CERTIFICATE-----
hHI1ETjCCAZagAwIBAgI]PHIHSF?i?AKQFA@GCSqGSIbBDQEBCNUN%kaZAJEgNV'
BAYTALVTMRMWEQYDVQQIEwpDYWxpZmSy bmLhMRIWEAYDVQQHEW] TdWSueXZhbGUx
FDASBENVBAOTCR51dEFwWcCB ] bmMuMR swGQYDVQQLExJ0ZXRBcHAgUZRvemF nZUdS
| SUQ=DDAKBghVBAMTABAQVDAe FudyMDAZMDI yMDE2MDBaFwdz0DAXMT cyMDE2MDBa
MHCXCZATBENVEAY TALVTMRMWEQYDVQQI EwpDYWxpZmeybm LhMRIWEAYDVQQHEWLT
diSueXZhbGUXFDASBENVBACTC@5 LdEFYCCE IbmMUMR sWGQYDVQQLEX JOZXRBCHAS
| U3RvEmFnZUdSSUQxDDAKBENVBAMTARAOVDC CASIWDOY Ko Z ThvcNAQEBBOADEEEP
ADCCAQoCggEBANIULKT8mySk7LTX1Kdn3Y29QpGFEQLr8+81F xIRwPBoBakKViMxkb
| BRhOLbZ Tp8hT+vBFHST@5701baMbNOey jdgVywGx0Z+EgXolShEYKjx5Y] / wieod
nKKEFzrhRWkFLEOIKdPVEXIYCKntS5 1P jx2dssDa5PoleqaZt54pfkuMugiGeqly
| S+2CSRImN3kUAHORUZO0IMMuvo+P15K9dP+YUNUMIt3KC YIS EiNT hz LKBYST200C
| pzfeXncg7ebd/B1kKmZbBiWbvaerscf+Q17wez5kfVe4Qhx1CkRSY ryHF ahe Tutgu
A4790hs tcKFEq34lHkrsGatsizERYm1gQvECAWEAAaDB3DCE2TAdBgNVHO4EF QU
| fiTckt210ccoendsx4BDORSTLEYwgakGALUdIWSBOTCBNoAUTiTcKt210ccoengs
;x4BDBR5TLgaheERSHHcxCZAJBgNVBAYTAIVTHRHWEQYDVQQIEwpDYprZm?ybmlh
MRIWEAYDVQOHEwI TdW5ueXZhbGUxFDASBENVBACTCO51dE Fuc CBIbmMuMR swGQYD
VQOLExJOZXRECHAgU3RvEmF nZUdSSUQxDDAKBENVEANTAGOVITIIAMIMEF7i7AKD
| MAwGA1Ud EWQFMAMBAT 8wDQYIK0ZIhv cNAQE LBQADEZEEBANNSY JQaCs72UzQ0N  pu
| cZKailiuvQr+52hoRjfsy3jKkuu7+5Bh9AZPhgmusplealgs5a7bE3+7Ye3TwstDll
acb8aB3IuhlxvipgSQYDVRSTYE04cKaS swongy+y yxoUBMTZneDF XGd4idpro+xs
fqocXWekopYz T KSwgfqjRqUsdFe58d jp+adDgI8F SmOZXGvWYd I gBuyUjwedkw
105bBkH++AKcEIRBcgxg/BERT0OAGEAKm1BVVE4rIrxud/ /NCU3u5KaGteBh 2486
| I37X9GEzFtgnnhkXvo2BZ/0LyGgYbgiksadlnFU3VAIK2iVGHHLPAEBQBZx0hYgc

aHM=
----- D CERTIFIGATE: - z
3. MEHSIEIAEE OIRA QEX thXZ ZE|6t1 * 2AL* & MENTHL|Ct
4. EAISHOIZSME HIAE ME T 20 E&LIC}H
S iU EXE HEBILICE . pem.
0| =H Ct20t ZELICH storagegrid certificate.pem
geg - IS

FabricPool2 StorageGRID 2/SA 1A

e

5t SAE 0|2 QaM HAAIE £33811 FabricPoolE AF236H= ONTAP 2Z|0|¢ERI &S
Ot SAE 0| Q8N HAAIE AI26HX| Q= S3 220|HECS| AL ZE Wiz B2
Mot i AN QIBME MMSIHLE FZ2ES &~ JSL|CEH

© EF AAM|A AHLHO| AO{O0F BHLCE

* X &= EE2tRME AHE510] Grid Manager0ll 212151 0F LTt

Of Zrdofl chy

Z2C HHM BEE TS o XM MBE MH ASME Aot L 2T CARIS 712hHoM Mt JSME
PzLgh = ASLICH Z2HM 2HHoM= 22T CATL MBS IS ME AFEBHof SLICH CANIM MBSt IE M=
ST 210 2|e 4= JAFLICH Eot S S 0| tist 2= 7| 50| Z2t=|0f 2ot0] M Zste 1 /JA&LIC

Cte CHA[0 A= FabricPoolE AH83t= S3 22t0|E| Ciot Ukt XX S MSLICH XhMIgH L83t "Xt
StorageGRID for FabricPool 74 X|&l2 &ZESHMAIL.

162



@ AIO|ESIO] .29 BX2| CLB(HZ 2= #EA) MH|A= [ 0|d AFEE|X| 2220 FabricPool0f| Af
O Ol 4 AFE3HA| b= 20| ZE&LICt

oHA|
1. MEiM O Z FabricPool0| Al

A
2. FabricPool0|A] A2E S3 2= WE A

HTTPS Z& R EHE USH MY S A, S 712l 7] & CAHSE YZEoleh= HIAIX|7F EAIE LI,
A
=

n
)
ol
|0
Hu
re

3. StorageGRIDS ONTAPZS| 222

2E YHM EF ZEQ HZE0 CAQUSAMO| AL E
ASME HMSLCt.

0z
=l
ot
i
|.|'|
=2
ro
o
ol
mlo
Ral
0
oo
r
_lTl_
|J
rl'lJ
inl
ajo
)
>

@ &7t CAOIA StorageGRID 2B ME LE0t 2R S7F CAUSME FSaHoF ghLct.
StorageGRID 2IZ M7t FE CAOM 2H egZEl 42 FE CAASME HSsHof gLCt.

i

=<

"FabricPool2 StorageGRIDE FAgfL|Ct"

]
o
re
m
2
=l
[>
=2
0
=
Pl
S
Rl
08
r
Rl
=
re
Ol
R
min
0>
0x
Ot
rir
o
14
~
n

HEES ArE0t0] HHT 2 AE 0|F 2f2l0| LRt 22| API 2210|HEE AHH| MEE
A

* S5 N2 A0 QL0foF BTt

e Off 7} LO{OF BL|Ct Passwords. txt O,

O =te10i| CHaH
T2 2HF0fl M= 2T CAYIS 7120l MBS S ME ARE3Hof RfLICH CAMM MET IS M= ST 810
oM = JAELICE ET Z7HAH ZH0)| thgt 2= 7|50] Z2t=|0] Eot0| 4 Z3te| 0 JUELIC

FEZ 2Z0I6tH TETEJ M HAEILICE s E MEHBILICE 4.

(A =}

3. XiHl ME

o

| \f QIZME AFE3t0] StorageGRIDE A 8tL|Ct.

163



N

$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management
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Proxy Settings
Storage

Admin
2. AEB|X| TZA| A * EHolI2te MetgtL|C},

AEE[X] ZEA| FLG0of| CHet EE=T} LIEFELCE,

Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Nodes and the external S3 endpoints.

Enable Storage Proxy rd

Protocol HTTP SOCKS5
Hostname

Port (optional)
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2|A ZEA| BF S FILIL
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Proxy Settings
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Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTE you can configure a nan-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy [+

Hostname myproxy example.com
Port 8080
Username (optional} root
Password (optional) ssssssse
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Traffic Classification Policies

Traffic classification policies can be used to identify netwark traffic for metrics reporting and optional traffic limiting.

Name Description

Mo policies fourd.

Ecfim 2& ZM Y tet &Xtot LIEFELICE

t0d Grid Manager0l 2 3218{OF fL|Ct.
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Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i+ Create | | # Edit || X Remove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

|+ Create| # Edit || ¥ Remove
Type Value Units

Mo limits fournd.

(@)

|2+ TCof Ko 0|2 QladstL|Ct.

0z
2

o o|AlSH
=

2 Q0] w2t * Description * (2 *) 20 FAof Cist @FS =7HefLICt.

= A2 o B2 2F YHo| JS US AEEIS MORLICE HE S0 EF HIHES HERIZ EfH0
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Create Matching Rule

Matching Rules
Type @ -~ Choose One - w
Match Value @ Choose type before providing mateh value

Inverse Match @ [

b. Type * SECHROIM U3t Fxof Teker 40 3g MetgiL|c
o YX| g+ Weof Meit @40 S0 ot A ZHe YL|CH
+ B30 {7 0|22 YL

(=]
Bucket Regex: H{Zl 0|5 Zigtat EX[A|7|= ol MEY HrAlS YHYLIC

40| 1 SiAELICE FHE} BHE AFESHo] M2 0|F 2| A% 220 X[A7|1 § BHE AESHO]
O|F E0ll ZXIAZLICE

* CIDR: |st= MEUD XSt IPv4 MEUIZ CIDR B7|'Ho = et

(=]
B VIE BT SE0M ETE MEHYLICE 2E WM AEZQIE HO|X|0l|M Helot 2E

Eo T

A= zldL|ct.

nE
u
R

—

* HIHE: 7|Z HHE SE0|M HIHEES MEHLICL HHE LX|= HMA Sl Mol ARES 7|HC=
SHLIC H20)| CHEE 2E AM A= HAS 2/t BIHELL LXIRILICH

d. 232 "olst @4 gl UK| Zfar LX|SH= 2 E network traffic_except_traffice LX|A|7|21H * Inverse *
Q |Ct. O X| o™ stolets MESIX| f2 MEE SLICL

[

o€ S0{, 0| X0 2= WAHM EH Z StLIE N2t ZE 50| HEE|TE ol2{H Heg 2= WA
2™ E X"t * Inverse * & MEHTHL|CH

@ StLt OI“°I WAZE SOl O3] OFM E Eetot=s YMo| AR BE ¥ 2X|5t= IS
SR Y= FOSHUAI2.

e XHg* 2 YU}
A0 S X1 LX|St= A HO| =0 LIEELIC].
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+ Create || # Edit|| X Remove

Type Inverse Match Match Value
=  Bucket Regex ' controkid+

Displaying 1 matching rule.

Limits (Optional)

+ Cr&at;e_| # Edit X Hemovs
Type Value Units

Mo limits found.

a. YHof CHa dde 2t

i)as

10f| CH3H Of HHAIE Hr=gfLIct.

-

() == 7 axists sejme Yol ofs HalgLict,

@ Hgtg oHEX| E1ErE StorageGRIDE MM} 2x[st= UEST EafTlS DLIEZE &
E HE=E +HLICt

a. Limits * MMO||A * Create * & ZE/tL|CT.

Create Limit CH2}AXHZ} LIEFEL|CH,
Create Limit
Limits (Optional)

Tipe & - Choose One — e

Aggregate rate limits in use. Per-request rate
limits are not available. ©

Value @

E=1
b. Type * EECH20(IM HMo| 28 Mot RAS MEBLICE

ChE S=0|M *in * 2 S3 EE= Swift 22t0[E0|| A StorageGRID 2E WH AN E2| E2fE S LIEHLD
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out* 2 2E HWAMOIA S3 E Swift 22H0|AER R E2HTS LIEFLICE
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HH WAst0] o D2|AH|0|E HHES HBtsiriLt QEY HHZS FiBter 4 YLch,

(i) 221t StorageGRIDE 5 7hx| R0l ChSIZS Aol Hgst 2 gL

OHI2|AI0|E T TIBHe RS o= Eafmol ofztel M5 FHS & 4+ YBLIC,

= HATT

CHH = H|2Hoil CHoll StorageGRID= 2FE Mot Rut 7He LX|SH= HAM

o
E
a2 o waro =0t el AMo| Y AL HHIE A sto| QI X7 MM
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* 2K|SHX| 4= CIDR 2 X|(NOT/32)
- o UK

=

- gfr HEOf| MEISH HISH Yol =Xt S YHYLICH
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|+ Create || # Edit || % Remove |

Type Inverse Match Match Value
*  Bucket Regex 4 controlid+
Displaying 1 matching rule.
Limits (Optional)
|4 Create | | # Edit || % Remove |
Type Value Units
= Apggregate Bandwidth Cut 10000600000 Bytes/Second
Displaying 1 limi.
=]
e. Z™Moj| =71 2t xietol| Chslf o] BHAIE Br=gL|Ct.
|E =01, SLA A|Z0i| CH3l 40Gbps CHEZ H[ets M-t H ot Lie| & Y X S & I X Hets
MASHD 2 HY E S 40GbpsE A BLICE
@ A H|7HHI0EE XY J|JH|E 2 Hetst2{H 82 SELICE o|E 01, 125MB/s=
1,000Mbps == 1Gbps2t S gfLILCt.
7. 3 9 H[SH Bt YIS opXlE v KE - 2 2L
Hro| MEED EciL 27 M 7o LIEEL|Ct.

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

L:|- Creale || rd EstI | ® Remove | L,|_| Meﬁ'ics!

Name Description
ERP Traffic Control hanage ERP trafiic into the grid
= Fabric Pools Monitor Fabric Pools
Ol S3 & Swift 22t0|HE Eeffmlo| Ezjm 27 X

Eaim HMotE ME3I A=K el 4= JASFLICH

22 Hw
"E WY Bl

"HERIZ E2iL HEE 27"
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1D
cd9atbcT-n85e-4208-D6fE-788a7 9220574
223b0chb-6966-4646-b32d-7665bddc894b

Displaying 2 traffic classification policies:

E=2

=

off k2t M2l ELCh E2fE AIEE 210 HMo| 7[chot=



EdlT 22 HUS WYL 0|5 T HHS wFSHHLH HMo of
W7 e ARE 4 YLt

s XE= E2tRKXE AF2510] Grid Manager0l| 2 1218H0F fL|CL.

2E oA Heto] L0{of BTt

7

Ecfm 2R M H[O|X|7t LIEtLI D J|E FXO| &Of LIEELICE

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork fraffic for metrics reporting and opfional traffic limiting.

|+ Create || # Edit || % Remove || Metrcs |

Name Description 18]
ERP Traffic Control

*  Eabric Pools

Manage ERP fraffic into the grid

Monitor Fabric Pools

2. HES FA 20| 2iC|Q HES MEHSiL|CH
(=3
=

Ezfn 2R M MY chel &Ap7F LIEFELICE

e
ot

cd9afbcT-n85e-4208-06f3-TelaT9e20574
223b0chb-6568-4646-b32d-7665bddcRo4b

Displaying 2 trafiic classification policies.
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Edit Traffic Classification Policy "Fabric Pools”

Policy

Mame € Fabric Pools

Description (opfional) Monitor Fabric Poals
Matching Rules

Traffic that maiches any rule ig included in the policy

|+ Create || # Edit|| X Remove

Type Inverse Match
LEE o515 72

Limits (Optional)

|4 Greate | | » Edif || X Rem

Match Value
10:10: 1520724

Displaying 1 matching rule.

Type Value Units
No linits found.
4. LQoj| mhat YX|SH= & U HEs M, ME e ML
a. YK|ot= & = Aotg TS oEY| r E SRSt
X&E wELct.
b. AX|St= 7A = Hohs HESHH 712] = HMTtof Tt 20| thx
*HMjeh* MMoj|M x HE 2 220 OIS & BHE7| E= Figh BEY| X
C. YX|St= A& = HohS MAHSHH & L= H|oto|| Chet 2tr| 2 tha:
Jd o2 * 2ol * 2 22610 & e Mok MAY AUX| gelghi|C
S. & = HghE THEALL HESt 2ol * M8 * 2 SELICL
6. &M M| AREW * XF * g 2P|}
M HE AFSO| &= D O Eaf 27 FHof w2}
HH0| 7|chshs E2HT Hshe Mot QK| Hold 4 ALct
Egfm 27 ZMS AHSHs SLICH
Eolt] 27 EMO0| [ o4 ERSHX| Qo™ AMH|g o~ JUSLICE
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Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

L:|- Creale || Fa Edltl | ® Remove | L,|_| Meﬁ'ics!

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 22300chb-6968-4646-b32d-7665bddca94h

Displaying 2 trafiic classification policies.

B0 theh &Rp7F LEFELICE

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

&
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191+ 2 Z22/ot0] T AN EoIBtLICt
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ZHo| A ELICt.
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Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

+ Creaie _1' Edit| | % Remove_: sh Metricé

Name Description 18]
ERP Traffic Coniro Manage ERF traffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 223p0chb-6958-4646-b32d-7665bddcB94b

Displaying 2 trafiic classification policies.
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Load Balancer Request Completion Rate
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2020-03-30 21:29:30
=Total: 275
=PUT: 275

Reguests per second
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== Total == PUT
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Link Cost

Updated: 2021-03-20 12:28:41 EDT

Site Names  (1-20f2) 4

Site ID Site Name Actions

10 Data Center 1 Y 4

20 Data Center 2 4

Show| 50 v |Records Per Page Refresh

Link Costs

Link Source 10 20 Actions
v Q

Apply Changes *

AutoSupport 74

AutoSupport 7| 52 AH25HH StorageGRID A|AEIN|A| AEH S ME] HA[X|E 7|= K&
EMoi| 22 = JSL|CE AutoSupportE ALE5HH ZH| S H=2A| 2felstn siZ2Y = JA&LICL.
71 X3 EMoM= AARS AER[X| 27 AFSE ELIEZSHH M| ELL AIO|EE
ZII5OF SH=X| R E AFY = USLICH MEIX O Z AutoSupport HA|X|E SHLES| =7}
Odo2 HUEE 48 = JASLICL

AutoSupport HA|X|0f| ezl M HEIL|CH
AutoSupport HIA|X|0ll= ChE2t 22 DEIF ZetE LT

* StorageGRID AZ E Q0] HHEIL|C}
* 2F HF HHEL|CH

© AAE 2R S (X 2

nz

£ He
o X2 22l ol OPEI-(7|2I._<_ A|¢EI)
* Wi CjO|H & Zetdoto] 2 J2|E 2ol ofxy ofEfedL|Ct
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© EAHE[ALE 2 JHA| LT
« J2|E 7H MF
* NMS 24
* 2N LM B
* TZ2H|NYE J2|= Afk oY
« HTtHEE
StorageGRIDE X AX|& I AutoSupport 7|s X 7HE AutoSupport S8 E 2825t ALE LIS0f| 2date

UAELICH AutoSupportZt Z-4ote|0] QX FO™ 2| = 2h2| X} CHA| 2 =0f HIAIX| 7 LIEFEFLTE. Of HAIX|ofl=
AutoSupport 7+ 0| X[of] thiet A 37t IEE|Of ASLICE.

The AutoSupport feature s disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive maonitoring and troubleshooting

7|2 E UEE = ASLICH - S =2 HAXIE BELICH AutoSupport?t HIZHHSHE ZR0 = B2t FHAIT
K& w7kX| HAIXKIZF CRA] LIEFLER] Q45 LT,

Active 1Q A2

Active Q= NetApp &X| 7|20l M o % 24 8 7 RLIE| X3 E &&= 22tRE 7|8t LIX[E X2 LM YLt
X&HQl 2/ o, o= 31, #HH X ISetE AYS Soll X7 AWBH7| Hof| 0| A2 M A|AH
HENE WMot Al AH VI8 EE = 5 UASLICH

i
%a
>

NetApp Support AFO|EOf|A Active IQ CHAIEE 2 7|5 AHE5IE{H AutoSupportE AL S A& sHof SfL|Ct.
"Active 1Q C|X|E XtZ EAM"
AutoSupport A 0f| M| ASH= ZL|CH

J2|E 22[Xk* X|@ * > * E51 * > * AutoSupport )& AHE5H0] AutoSupportE T L|Ct. AutoSupport
Ho|X|ofl= * A& * 8l A3t * 2t= F 72| ®0| /}SLICH
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AutoSupport

The AutoSupport feature enables your StorageGRID system o send penodic and event-driven health and status messages to technical support o allow proactive monitoring
and froubleshooting. StorageGRID AutoSupport also enables the use of Aclive 1Q for prediciive recommendations.

Settings Results
Protocol Details
Protocol & ® HTTPS @ HTTP I SMTP
NetApp Support Certificate Validation & Use NetApp support certificate v
AutoSupport Details
Enable Weekly AutoSupport & [«

Enable Event-Triggered AutoSupport @ v

Enable AutoSupport on Demand & |

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“| Send User-Triggered AutoSupport ‘

AutoSupport HA|X|E ELjs Z2EEZQL|C}

CHE Ml 7HX| Z2EZ 5 SHLIE MEISH0] AutoSupport HIAIXIE Hi# 5= AGLICE.

- HTTPS
- HTTP
- SMTP

ro

HTTPS E= HTTPE AHE510] AutoSupport HIAIX|E ELUf= 22 #ElX =2 7= K| 7Hol| EESHK| gF
TEA MHE 74 = ASLICH

AutoSupport HIA|X|2| Z2EZZE SMTPE ALE%t= 42 SMTP HIY MHE F-dsH{oF 2hL|Ct.
AutoSupport M
CHE 282 6t 7|2 X2 £A0l| AutoSupport HIAIX|E 2 4 USLICEH

* * Weekly *: AutoSupport HIA|X|E OfF ot HA XSO 2 MEStL|CH 7|2 MH: AL,
0

O[HIE E2[ *: 1A[ZiOICt = SRS A|AH O|HIE T} 2Hleh i AutoSupport HIAIX|E S22 T &L

« * FEY * 7|& X2 BEXM0|A StorageGRID A|AEIO|A AutoSupport HIAIX|E AHE2 2 ELHEE Q&S ¢
USLICL O] HAIX|= 2H(7t 2LSHH LMst= 22 FEYLICHHTTPS AutoSupport B4 I2EES Q).
712 MH: At ot e

- * Al X E2|H *: ARIEX| 2502 AutoSupport HAIXIS EHL|CH
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"NetApp X"
AutoSupport HA|X[0f CHet Z2EEZ X|H

M 7tX| ZEEZE & SILIE AHE5I0 AutoSupport HIA|X[E Ei# = JA&L|CL.

st
* X|lE|= E2tRKXE AHE5I0] Grid Manager0| 212180} fL|Ct.
* RE HNA EE= J|EF O2[E A AHTH0| QLo{oF ShLCE,

* AutoSupport HAIX|E ELHE= Ol HTTPS EE= HTTP Z2EES ME8Y 2, AT &= ITEA MHE ALESIH
7|2 22|Xt = =0f| Ciet OFRHF2 = Q1B MNA S H|S3HOoF SLICHRIHI2E HE2 ERSHX| ¢3).

* HTTPS E= HTTP Z2EES AIE3I1 TEA| MHE ALE5I2 = 2 HE[X ZEA MHE Fdsljof LTt

* AutoSupport HA|X|2] ZZ2EZZ SMTPE AFE5I2{H SMTP HY MHE FdHof ghL|ct 22 ofo Y e
EIHA A|2E)| S LS HIY M 0] ALEE LIt

Of ZfHofl 3

AutoSupport HIA|X|= Ctg Z2EEZS A &

ne

+ stk

* *HTTPS *: A AX|of cist 7|2 HZ M™HILIC HTTPS Z2EZE2 X E 4432 Ar2EL|Ct AutoSupport
2CME 7|52 M35 H HTTPS Z2EZS AL2l{0f EhLCt.

* *HTTP *: QIE{4l
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Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate

AutoSupport Details | Do not verify certificate

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport
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2 UELICE 7|z XY A0 = AutoSupport =23 FH2|0f| CHSt 2 A[ZH 2HH S MY 5 JEL|CH
7|& X2 2 MM AutoSupport On DemandS EASIst7L} H|ZASHEE 4 Qi&LCH

EHA|
1. X * > * £ * > * AutoSupport * £ MEHSHL|C},

AutoSupport H|O[X|7} LIEFLELD * HH * E40| MEHEIL|CE

Ho[X[o[* E2EZE MF FHE * MMM HTTPS 2tL|2 HES MEL|Ct

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP

NetApp Support Certificate Validation € Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © ‘
Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand © ‘ v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

3. Weekly AutoSupport * ZAa} etolzts MEfBHL|CE,
4. AutoSupport On Demand * &A%} &tolztg MEfBIL|CE,
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Weekly AutoSupport HIAIX| & A|7|E 2tolst2{H * AutoSupport * > * Results * H|0| X| 2] * Weekly
AutoSupport * Of| A] * Next Scheduled Time * 2 & ZSHMAIL.

Settings Results

Weekly AutoSupport

Next Scheduled Time © 2021-02-12 00:20:00 EST
Most Recent Result © Idle (NetApp Support)

Last Successful Time @ N/A (NetApp Support)
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1. X *>* =31 * > * AutoSupport * £ MEHSHL|CT,

AutoSupport H|O|X| 7} LIEFLED * M * B40] MEHEIL|CE.

2. Weekly AutoSupport * 243} =tol2to| MEHS F|ABIL|C,

Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport © ’

N

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ Send User-Triggered AutoSupport

3. M#* 2 MEfSL|Ct
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AutoSupport H|O|X| 7} LIEFLED * MH * B40| MEHEIL|CE.

——1d

2. O|#lE E2|H AutoSupport* &3}

stolzto] Metg FABHLICE
Settings Results
Protocol Details
Protocol © ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport ©

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ Send User-Triggered AutoSupport
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

“ Send User-Triggered AutoSupport
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Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443 s
Certificate Validation @ Use custom CA bundle ¥
CABundle @ BEGIN CERTIFICATE
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

. . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of

AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without

generating support cases.
Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

4+ S MdEfglLot.

5. AutoSupport H|S g

H 3
AutoSupport HHE 2 714 I|O[X| 7} LIEFELICE.
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10.

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

® HTTPS
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...
Directly @
* via Proxy server @ |

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Save Test Configuration Cancel

HTTPS Z2EZS &4stst= QIS M7t 0|2] BX| =0 JELICE

r

tunnel-host & &2| =EE ALESI0] E-Series AutoSupport HIAIX|E ELiE E4 FAQJL|CH
£ UeLICt 10225 LE HS *,

10225 2 {Z2t0|AA 9| E-Series ZIE Z2{0{| M AutoSupport HA|X|S $=Al8H= StorageGRID ZEA| AH 2|
TE H QLo

AutoSupport ZEA| M| 2tR& 3! M S HAESIZH * 14 HAE * £ MEfRiL|CH

SHIE ZL =M 0| "Your AutoSupport configuration has been verified(AF2 X2 40| 2HOI| A EL|CH
HIAIX|Z} LEEFELICE.
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

S

Settings Results
{
Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time @ N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

Weekly AutoSupport HA|X| Alnj

Weekly AutoSupport HIA|X|7} MEE|X| 2O ™ StorageGRID A|ARIOA CHS 2 S EEtL|CH

1.

7t 229 2ut £8S CHAl A|=ot=F YT 0| EgL LY.
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- ME A AZEE = 71 X 29 2t 442 A E Yo|o|ERLICE.
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CHZ0ll of|2FE AlZHofl AutoSupport HIAXIE CHA| ELi2{ 0 A|=gfL|Ct,

- NMS MH|AZE AE 4= 210 HA|X| AlIH A], 7Y O|F0|| HIA|X|E EUH 2, M AutoSupport XS RX|

efghot.

NMS MH|AS CHA| AFEE 4= U= R 7€ 0d HIAXIE ELUX| g2 F2 M ZA| AutoSupport HIA|X| S
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MEXZL EB|{5tALL O[HIETZ} EE|7HE AutoSupport HIA[X| 2R LT

AEXH EE|H EE= O|HIE E2|H AutoSupport HIA|X[7} HEE|X| kO™ StorageGRID A|AHIO|A CHS 2AUS

ALt

1. QT LT 2 R HAXIE EAHLICL O S0, AF8XIJt SHIE O|H|Y 71 MFE M3SHA| 41
SMTP Z2EZS MEHSIH CFS LB I HA|EILICE AutoSupport messages cannot be sent using
SMTP protocol due to incorrect settings on the E-mail Server page.

2. HAIX|E CHA| ELHX| Qb& LT

3. 0| 2FE 7IEYLICt nms. log.
REIL UM SMTPZt MEEl T2 EZQl B2, StorageGRID A|AHC| O|H|Y M7t SHIEA| &[0 Q1D
Ol MEHIt el FSUX| =QUSHYA|(* K| * L2HE|HAl) * * 2[HA| O|H|Y HH *). AutoSupport | 0| X[ of|

CEat 22 2F HIA[X| 7} LIEHE &~ /JELICEH AutoSupport messages cannot be sent using SMTP
protocol due to incorrect settings on the E-mail Server page.

Ol M FXF Y M 2FS FE5h= Yo thol| ZotFLICt "2 LIE H#HI; ZH| o2 X"

AutoSupport HA|X| 23 siZ

QFIt LSt SMTPY} MElot T2 EZQl H L StorageGRID A2 2| O|H|Y MHIF SHIEA| TG =0 AL
O|HIY ME{7t Al SQIX| 2QIStLIC}. AutoSupport HIO[X[0f] CtZ 1t 22 2F HIAIX| 7} LIEFE 2= A&LICE
AutoSupport messages cannot be sent using SMTP protocol due to incorrect settings
on the E-mail Server page.
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ST-DC2-5G-5712-1 (Storage Node)
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Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 440 TB 135TB 5 43.99GBE T 0 bytes g 1.00% No Errors
0001 197 TB 157 TB B 4476 GB B 351.14GB B 20.09% Ne Emors
0002 197 TB 1.46 TB B 4329GB B9 465.20 GB B 2581% No Emors
0003 197 TB 170 TB H 4351GB g 223598 GB B 13.58% No Emors
0004 197 TB 192 TB B 4403GE S 0 bytes B 2.23% Mo Errors
0005 197 TB 146 TB B 4367GB 5 463.36 GB B 2573% Ne Emors
0006 197 TB 192TB = 4310GB B 161GB B 227% No Errors
0007 197 TB 1.357TB 5 46.05GBE g 575.24GB B 3153% No Emors
0008 197 TB 181 7B 5 46.00 GB 0 11284 GB 5 8.06% No Emors
0009 1.97 TB 157 1B B 4391GB B 35272GB B 2013% Ne Emors
000A 197 TB 1.70 TB B 4431GE g 226.81GB B 13.76% No Errors
0008 197 TB 192 7TB F 4317 GB B 780.07 MB B 223% No Emors
oooc 197 TB 158 TB B 4432GB 8 33956 GB B 19.48% No Errors
000D 197 TB 1.827TB B 4447 GB F5 107.34GB B 7.70% No Emors
000E 197 TB 168 TB B 43.07TGB B 24170 GB B 14.45% No Errors
000F 203718 150 TB 5 4457 GB 5 47547 GB B 2567% No Emors
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Storage Options Overview

Storage Options Updated: 2010-02-22 12:42:15 MOT

Owverview

Configuration : .
Object Segmentation
Description Settings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Wrte Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
Ports

Description Settings
CLB 33 Port 8082
CLB Swift Port 8083
LDR 53 Port 15062
LDR Swift Port 18083
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QEHMEC} o7 2&El QEMES pHEL|C.

BID

Object Segmentation Disabled Ohbject » LDR

oD
8.

Object

Client
—Container CBIDT—

Object Segmentation Enabled—s | CEID2 | CBID3 LDR

¥

L4 L4
LDR LDR
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Storage Options Overview
Updated: 2018-10-00 13:08:30 MDOT

Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1 GB

Storage Watermarks

Description Settings

Storage Volume Read-Write Watermark 30 GB

Storage Volume Soft Read-Only Watermark 10 GB

Storage Volume Hard Read-Only Watermark 5 GB

Metadata Reserved Space 3,000 GB
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StorageGRID A|A&I0]| CHSE H|EFCH|O[ & of|2F Z7F M S HalH

1T %> AIAH 4% > > AERIT 84 * S MeipiLict

2. Storage Watermarks E|0|20{|A] * Metadata Reserved Space * £ At&L|Ct.
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Storage Options Overview

Updated: 2021-02-Z3 11:58:33 MET

Object Segmentation

Dgﬁ“n I.l 5 ? ey e _5
Segmentation Ena bled
Maximum Segment Size 1GB
Storage Watermarks
i _ |
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
_oinraneYolume Hard Bead-Onlv Watermark AHGR.
8,000 GB

Metadata Reserved Space

A3z
U= M StorageGRID 11.5 &x[e| 7|2 *E*E%I

L| Ct.

FOi| A * Metadata Reserved Space * 22 8,000GB(8TB)ILICt. 2t AE2|X| ..=0f 128GB 0|42 RAMO|

HIEIH[OIE o AA| of|2f SZHL|Ct

A AE HA o HEIH|OIE of|ef 32 dFat Hal, Z4A| HIEIH[O|E{of| CHet &K oflfEl S22 2f AEE(X| =20
CHol 2 ELICH £ AE2|X| 0] sl HIEHH|OE{ofl CHet AR of|efel S22 =20 thigt =& 02 37| &
A|AH Hgtof « HIEFH|OlE ofef Z7h* &EFof| w2 F2tE LTt

2o Chst =& 02 27| QILICE HIEFH|O|E 2| &A| ol 2f S7FRILICE
500GB O|2HH|2F Ek) £& 09 10%
500GB 0|4 CHE 2t & O &2 2t
o EE 0
* HIELCIOIE] of2F 7+ SFLICt
E3 AEEX| =9 HEIH|O|E{0f| CHet AH| oflof 32tS Hef{H ChES HEHA L,

1. Grid Manager0l| Al * Nodes * > *Storage Node *

2. Storage * H2 MEHBILICE

3. 7{ME Storage Used — Object Metadata XtE

flol =2

E MEfgiLC)

* Actual Reserved * 22 AH&LICE
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Storage Used - Object Metadata ©

100.00%
T5.00%
2021-02-23 11:48:30
50.00%
= Usged {%): 0.00%
i Used: 126.94 kB
20.00%
= Allowed: 1.98 TB
- | = Actual reserved: 8.00 TB
- 11:10 17:20 1130 1184 11:50 T12:00
= |lzed (%)

AAZISFO| M * Actual Reserved * 2f2 8TBRIL|C}. O] A3 ZIAF2 M StorageGRID 11 5 MKl 2 AEE|X]

I
LEOf CHEE ZAYLICE A AR ’.‘_WIOI DilEPHIOIH oflef Szt *E’é.* I O AER[X| LEO] 2& 0LLt ZH7| Z20] Of
Lof ot A oo S2H2 HIEtHOlE of|of 2F @3- at ZE LTt

A of|eF * 22 CH2 Prometheus HIEZ!0f| siEetL|Ct.

storagegrid storage utilization metadata reserved bytes

| oflef MIEHH|O|E] ZZte| of
K™ 11.58 A5t A StorageGRID A|AEIS MX|StCtn 7PEBLICE O] Oflof|A = 2ZF AER|X| =20 128MB
0| Ato] RAMO| 111 SN1(Storage Node 1)2| 2& 00| 6TB2t1 7FAEEILICE CHS 242 7I1ZE 9 2 BLICH

© A|AE] XA * |EIE|O|E] of|2F 27t * 2 8TBE MM EILIC} ZF AEZ|X| LE0f 128GB RAMO| = 2L M
StorageGRID 11.5 &X|9| 7|2 Z}tIL|C}.

* SN12| HIEIH|O|E{0f| CHot &K of 2k Z7H2 6TBRILICE (E& 00| * Metadata Reserved Space * A& &L &H7|
If 20| MA| SE0| o LICt.)

S| EE MEtH[O|E SZHALICt

2t AEE|X| 20| M| HIEtH|O|E of|2F S7H2 @ EME H|ELH|O|E{ (allowed metadata space)Oll AHEE & =
37tat T C|O|E{H|O| A Erd(of: ZTM Bl S50 Bt S7H 2 StE0 W AZEQ0 ¢I20|E2
=)

MZ2=tE LIEL S 8E[= HIEtHOIE S22 T LENME s 2|t
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Volume 0

Object space

[ Space required for
database
operations and
future upgrades
Actual
reserved
space for
metadata
Allowed
metadata space

I-

CtS BO|l= StorageGRID7t AE2[X| L =0f| CH3l 51 5[= HIEIH|O|E St 248 2Fot= YEHO| Rf%[0f
A& LIC

HIEHH|O|E Q] AX| o2k ZZHRIL|Ct 1l H|EIC| 0| SZtL|CH

4TB 0|5} HEIH|O|E{SE I8l M| of| 2=l Z7t2] 60%, %|CH
1.98TB

4TB X1} (HIEtHIO|E{ Q| A H| of|2f ZZt -1TB) x 60%, Z[CH
2.64TB

StorageGRID A|AEI0] OftH AE2|X| = E0{| = 2.64TB 0|AQ| HIEIH|O|E{ S MEH L= X EHE
Aoz ML= ER)5t= BR 61%EIE HEIHOIE 37t2 58 + USLICH AERX] LE 2420

— OT - OT,
() 128GB Ol4°l RAMO| 91 AE2|X| 25 00 AHS THst  820| 2 22 Netapp 11 B0
SOISHIA. NetAppOll 4 RTAEIS ZE0HD Hstt 22 2t A£2Ix| & 2o chsh o2
HEfeolE| 222 SLICH

AEE|X| =0 CHel 3{85|= HIEHH|O|H 37t E2{H LIS 2 MEMA L.
1. Grid Manager0l|A * Node * > *Storage Node * & ME4StL|C}.

2. Storage * H2 MEHEILICE
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3. 7 ME Storage Used — Object Metadata XtE 2|0f| =11 * Allowed * 2t &&LICH

Storage Used - Object Metadata @

100.00% A
75.00% 2021-05-05 11:03:30
— Usid (%): 0.13%
50.00% USE{:I. 3 34 GB
.&lrnwed 2.54 TB
Z5.00% — Actusl reserved:  8.00 TB
0% : -
10:40 T10:50 1100 1110 T1:20 1730
= |Ized (%)

A AL M * Allowed * 242 2.64TBO| T, 0|= MEIC|O|E{0i| CHSH &K| o 2fEl S2t0] 4TBE Zxutdt= AEZ|X|
L EO| X|CHZFIL|CE

Of
oIJO
E&

2 CI2 Prometheus HIE 20| sH&HerL|CE.
storagegrid storage utilization metadata allowed bytes

5 8&|= HIEITO|E] SZte| of

[

H&™ 11.58 A2 StorageGRID Alﬁ'a!; AX[otCta Zb-eiL|Ct o] oflofl M= 2t AEZ|X| =0 128MB 0| A2

— ==

RAMO| /11 SN1(Storage Node 1)2| 2& 00| 6TB2t1 7tHELICE CFS 22 7|ECE gL|Ch

O HAZ=

© A|AZ MA| ~ OEHO|H of|ef 37+ 2 8TBE MM ELICL 2t AER[X| LE0f| 128GB RAMO| Hi= 82
StorageGRID 11.52| 7|27 lL|Ct.

* SN12| H|EC||O|E{of| CHSH A K| of|2F 372 6 TBRILICE (2& 00| * Metadata Reserved Space * 2™ HC} %f7|
i 2ol A SEO| of|2ELICt.)

P

* SN12| HEIH|O|E{0l| HEE|= S72 2.64TBRILICE. (O 2f2 &H| of|2f S2te| Z|ChgfLICt)

MECI2 37|9 AEZ|X| LEJ} QEHNE g2k0| OX|= Het
2lol M 2ot A StorageGRID= 2 AIO|EQ| AEZ|X| L E0| RQENME H|EIH|O|HE 7 SotAH| E4HtLICt

EtA AFO|EOf| 37|17t CHE AEZ|X| =EJf Q= 3 AO|EQ| 71 22 L EJL AFO|EQ| HEIH|O|H B2
ZA™BH|C}
=2=od .

CHZ OIRIE 2afsl EMAIL.

* 377t THE Ml 7S AER[X| BTt ot T ALO|E 2| =7} AIELCE
* HIEtHOlE] of|ef St * AEH2 4TBRILICY.

* AEE[X| LEOofl= AF of|ebE HIEIH O S2tat 518 &= HIEHH[O|E SZtoil thol CHE 2t0l AASLICE.
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AEEX| LE =& 09 37|YLICt %‘ﬂ SLIEETI M|EC| O] E g%gﬂﬁmlola
SN1 2.2TB 2.2TB 1.32TB
Sn2 5TB 4TB 1.98TB
SN3 6TB 4TB 1.98TB

32TB2| H|EtH|O[E{ 2t

ZHH| HEIEOIE = AFO|ES| AEE|X| = =0 2S5t 2LE2= 0 ofjH[2| 2t === 1.32TB
SU2 A8E & glELIC

HOsH & olA| T} sn2 B SN3O|| CH3l | 25|= %7} 0.66TB2| H|EIH|0|E]

C =
— 1
O

2 A

— Metadata capacity for a site —

Used space for object metadata

SN1 SN2 SN3 Allowed metadata space

OFXt7LX| 2, StorageGRIDE 2} AFO|E0f| A StorageGRID A|AEIS| BE JHH| HIEIH|O|EHE QX[stE2
StorageGRID A|ABIC| MA| H|EIH|O|E] 832 71 22 ALO|EQ| JHA| HIEIH|O|E 2o a2t 2™ ElL|Ct,

Lot QEHME HEIH|O|E 82 | QEME 5 WO{SI22 of = =0f H|EHH 0| 80 £Ft 22 0|
J2|EE 2O 2 JHE XA ELCh.

* 24 AEEX| Lo A HIEtHOY S ZLIE™SE SE tioh 2otEH LSS ALt

>

>
0=
10
0]
|

>

E HEtH0le 82 s2l2{H M 2EE|X| =5 FIt6H0F gLt

MEE HAof oot e 4 7

J2|E ZHE AL XMEE QENE % XAE QENE
StorageGRID A|AHI0| K& E 2E QEHEQ| Cet 4= 1
A o & LT
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MZHE JHA| b TO2|E M2 AFRSHK StorageGRIDA| XMZHEl JHK|S] 27|18 &0 7HA|7t

x5 S Akgo
ol M2 AERITS AFBOHES B 4 AL

s XE= 22X E AF25I0] Grid Manager0l| 2 1218H0} fL|Ct.

© EF AMA ATHO| AO{OF BHLCE
MEE A J2|= = U2 72X 2 H[Zdetk|0] JFLICL 0] 82 &Yl StorageGRID=E F&4
=2 M8 MEY mf 2t e L=S Al=FLIC

~
A

orO

I'II'

ot

ol o 1520] ZYLICE PAE 20| 5 U SFS 9

k=]
%
0x
fjo
rE
oM
iel;
e
=
ux
X
fjo

O] SHS 2dststy| Holl Chz Aretoll FelStHAIL.
* MYE[= Clo|E7t &= 7SR RE 28 F

_(?_
* 7{H|ZE StorageGRIDO| X &= S8 T2 JHH
T2 40| M JHHIE StorageGRIDO| M Zst7| Hof
O ZtOFX|X| b&LCt.

* StorageGRID|A| NetApp FabricPoolE AFE5t= 32 252 &MalstX| OHMAIL.

* Compress Stored Objects(M&El QEHME %) J2|E 5M0| 2d35tE 22 S3 3 Swift 22t0|AHE
OiZ2|#|0] M2 HIO|E H|E X|™St= Get Object(LEHME 71H27]) ’“0*2 SSHX| QhOtOF LTt Of2{%t
"EH Q| ol 7| Ktoj o StorageGRID7f QEE HIO|Eof HAMASHY| I8l JHA|Q] Y=EE 2O 2 Bl{x|sHOF 517

tj20] H|& m'utr of 2 A0 M ZH2 HrOIE HOIE QA= Get Object 22 E3| Hz X QUL|CE.

o€ £0, 50GB2 ¢ 7HX|01|A1 10MB HQ|E A= Zi2 H|gSHYLICT.

A== JHHO|AM HRIE O™ S2I0|HE @HO0| A2t xahE! 4 QELICE.

@ JHHIE L=6H0F 5110 SEI0|HE 22 T2 0| A Q| 217|2 A0} 5t 2R 28
T2 MO 97| A2t X118 SE2|HAIL.

oA
1. M+ A AR MH » O2|E M * S MEigh|Ct
2. ME A S8 LM HEHE JHA| S * 2tol2ts MEHShL|Ct
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Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ * Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

M| M0t 24 B2 2HE = A= YARE I0IE1E Aatiet &~ QI = 5teH X E
WM E =t + JASLICH 72X 2 M= L2 otk[X| 5LIC,

NEE QHHEE AoolE AH8SHH S3 = SwiftE Sdlf &= ZE QEME HI0|HE °.:.*§§P% AFLIL. 0|
HHE gdototE Mz #8E 2= 7”K|7f Ao ote| |2t 7|" MY E HH= HEEX| BSLL d2etE AESHA|
BrE dEoHH HM L=otE JHMlE LootE JE2 RXIZ X2 A2 +HE M= °*§§}EIII % |Ct.

@ O HYS HEGH M B¥S HE3h= ol of 1=20| ZEHLICH FHE 20| 5 A HES 28l
W& EL T

MEYE QEME = AES - 128 B£= AES - 256 2=3t 2 12|ES AHE5I0] L=stel 4= UELICE

NEE QHEE sl MM HZl 2|Hl f= QEHME B|d A53t2 US| X| 42 S3 QEME|I M EL|C}

£HA

1. A x> A AR MA * J2|E M * 2 MEdSHL|C}

2. MEE JHH| S M MMo| M KMEEl K| LSS * ¢S * (7123)), * AES-128 * [E= * AES-256 * O F
HEGLICH

Stored Object Options

Compress Stored Objects €

Stored Object Encryption @ & Mone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256
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tot

d BU2 MM RFEES =Q5t= Ol AFEE[= SiAl €112|ES AIFELIT.

J

* K== EEtRNME AHE510] Grid Manager0ll 21218 0F LTt

- EX A& A3to] 20O} BHLICH

Of ZFHofl CHaH

Jl28oz QEHNE H|o|HE SHA - 1 22|58 AM8st0] siA|E LICH SHA-256 2 12|ZF0fl= &7t CPU 2|AA7t

ZRsiH 2oz RZ2d 430 Y =X ‘BJQI—IEf

i
1. 74+ * NAR 4% J2|s

2. MEE JHH S48 MH0l|M X

O

FEl JHH| SHAIS * SHA-1 * (7|23} EE= * SHA-256 * 2 HASL|CT,
Stored Object Options
Compress Stored Objects €

Stored Object Encryption @ & MNone AES-128 AES-256

Stored Object Hashing @ ® SHA-1 SHA-256

AERX & Y EFYLICE

4 2B X 2= 6 7HK] 9 2F Y I2EE AFE-LILE oM 28 S EYLI I2EE
AT LS 2 dloF & & %%LIEWI’: A AH.

@ HEMO| FHHLZ FAE FRE Melstn AE2X| L= 718 &
Mol Z2ffiof LTt ER0j w2t O|HIE Ft2H S A

N ru*
ru|o
1
oA
Ot
N
r
=2
N
>
A

e

AERX EO| Y 27 U Ft2E0f HMASHH LSS A SLICH

1. X *>*ER*>* 8| EEZX| * 2 MEHSL|C}
2. NIO|E _*>* AEZ|X|LE *Z MENSHL|CI,

3. AEE|X| LEE 2SI MH|A = 7 @45 MEIRLICH
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4. Configuration * B2 MEHBILICE.

ChE Hol= AEEX| E 74 HF
LDR

24015 ac
HTTP A HSTE
HTTPS XI502 HTAS

AlZpetL|Ch

LDR > AEZ2|X]|

4%

S3, Swift & 7|Et Li5 StorageGRID E2HZloj| Cist
HTTP ZZ2EZ29| $ixH ALEY:

© Izl XAU0| S{EE[X| 2 LDR AH| A0

CHel HTTP M43 €21l 3t= ZE S2H0[QE S8

T2 2F HAIX[ZH EAIELICH 2d A0
HAXOZ EhlL|CY,

Online(22}l): 20| SH2 = A& EL|C

O SMZS MEHSIH RYA[RF A| A|ARI ME{=*LDR *
>* AER[X| * LM 49| Ao w2l ZHEFELICt
HAIZH Al * LDR * > * AEB|X| * 1M QAT 17|
HMEQ AR HTTP QHHO|A L Q7| MEQIL|CE,
LDR *>* AEZ|X| * 1M 47t 2212101 AL
HTTPZ 22IQIILICH OEX| O™ HTTP
QIE{H|O| A7} @2l AEj 2 QK| ElL|C}.

MEE|X| 042 A2 HTTP QIE{HO|AL BAHo=
yshel o] matol Mejz QAL

Of MH|AQ] &AF JHA| £=0i CHet Ft2EE
N ESESEHEIR
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add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins-server

I | I
| | |
I | I
| remove-user-from-share | add-password-server |
| | |
I | I
| | remove-wins-server |

3. Windows Workgroupdil i3t @152 MEEL|CE,
2l1Z0| o|no] d™E B2 A HA|X[7} LIEHELICE IF0] o|o| & < L3 A= o|seLCt.
a. Y& set-authentication
b. Windows Workgroup S+ Active Directory AX|E & HAIX|7t LIEILIH CHS 2 LBELICH workgroup
C. HIAIX[Z} LIEILIH 23 E 0|§S LHEYLIL:. workgroup name

d. IAIX| 7} A= H Ch2 2 20| /0] L= NetBIOS 0|2 PHELICH netbios name

ZE|Xt =EQ| TAE 0|52 NetBIOS 0|EQ 2 AM25t2{H * Enter * & S+ELILCL.

O] ASE/E= Samba AHE CHA| A|Z5t0 tHE ALeh0| MEELITE. O 22 1= O|L{of| ~&3}{oF LT},
15S 2t = ZAI 22I0|AUEE FIHEILICE

a. HIAIX|7t EA|E|H * Enter * & SELICH
CIFS #d |E2|E|7} HA|ELICE
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CIFS 74 FEE|E|7F EAIELICY.
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. 91#: add-user-to-share

e

getEl 5

—

7ol Hz 07|7| S=0[ EA|IEL|CE

- HIAXIZE BEAIEE ZALIEWT| S/ Mo S Y=BILICE share number
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gfLCt,

Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc

Can't find include file /etc/samba/includes/cifs-custom-config.inc

Can't find include file /etc/samba/includes/cifs-shares.inc

rlimit max: increasing rlimit max (1024) to minimum Windows limit

(16384)

a. HA|X|7} EA|E|H * Enter * & +ELIC}

YA 220U E TG0 FA|E LT,

In

b. HA|X|7} EA|Z|H * Enter * & F=ELILCt.

CIFS 74 FEEIEI7F HAIELICY.

9. CIFs 714 RE2|EIE HELICH exit

10. Samba AMH|A A|Z: service smbd start
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validate-config
help
exit

add-audit-share set-authentication

I | I
| enable-disable-share | set-netbios—-name |
| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | remove-wins-server |

5. Active DirectoryOl| CH$t 215 MH: set-authentication

CHE 22| BHZOM = AL 22H0[AEES FI1517| Hofl 1S5S AFElof LItt. 150 ojo] B¥E 32 #1
MIAIX|ZF LIEFEFLICE. 21F0] o|0] @& 22 T HAIZ o|SFLICt

O}

. Workgroup EE = Active Directory AX|E E& H|AIX|7} LIELLIH CHESE £ BILICEH ad

C. MAIXIZt HAIE|H EHQl ZHEZEZ 9 |
d. HIAIX|ZF EA|E[H A =0Q SH 0

[||_[u'U

CHEXIE AHERILICE
€. winbind X| ¥ S &-detdt2t= HAX|7F LIEFLIH * y * & ABILICE
Winbind= AD AMHO|M AEXL 8l OF HEE 2ieldhs o AFEELIC.

f. HIAIX|IZF EAIZH NetBIOS 0SS LHFLIC
[ —

g. HIAIX|Z7} EA|Z|H * Enter * £ S5LICE

CIFS 71 QEI2|E|7} HA|EIL|CE.

6. =l 7H:
a. OtZ| A|ZSHX| 42 22 CIFS 7+ |E2[EIE AMEELICH config cifs.rb
b. EHQl 7} join-domain
Bl A2t BAIXI7H EAIEILICE O] BH2Xt =2t ofFol

sk M
— o
S QIHBIL|C}. no
Xt

c. He|Xt =T M =HQlo] =Tt
o

Melolx
Tojelofl 7HUSHK| 2f2 B2 Ct C

- =

[
H=g

d. GAIX|Z} FEA|E[H 2H2| X2 AHS

O|E2 YUHYLIC}. administrator username

Xl administrator username CIFS Active Directory At&X} 0| F0|H StorageGRID AtEX} 0| E0|
OFglL|Ct.

e. HAIX|7} EA|=|H 22|5t 2= E LHYLICH administrator password
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UEGLICH administrator password CIFS Active Directory AtEX} 0| 50| StorageGRID 2= 7t
ObglL|Ct.

f. HAIXIZ7L EAIE|H * Enter * & SELICH
CIFS 7+d RE2|E[7t EA|ELICE,

7. Thjelof] SHIEA| JtAM=X| Eelgt|ct.
a. =2l 7t join-domain

b. M7} oidf| EoQle] Rt LHUQIX| HIAESHEN= HAIX|ZF LIEHLIEH CHE S St v

"Join is OK"2h= HIAIX| 7} HA|=|H el 43X o2 &It ALICt o] SHO| ¢ A5S HHEstn
o Qlofl ThAl ZHUsH EA AL,

C. HAIX|7t HA|E|H * Enter * & FSLILCL.
CIFS 74 |E2|E|7F HAIELICH.

8. ZIAL 22I0|AHE F7}: add-audit-share
a. MEXt EE O5S FI162Hs HIAIX|ZF LIEHLHH T2 2 LEELICH user

b. ZrAL AFEZXL 0| ES U S2t= HIAIX|ZF LIEFLLH ZEAL ALZ X} 0| S 2 L SLICE

o

HIAIX| 7} EA|Z|H * Enter * & FELIC}

CIFS 74 |Ee|E[7} EA[ELICH

9. = O[O At} EE= O E0| LA SR HMAT & U= HLR, MAEXE FIIRILICE add-user-to-share
ol Hz oi7|7| ZF0| EA|IFLICL.

a. ZtAF LHELY 7|

jre §
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b. AFXt L= OES F16k2tE HIAIXK|ZF LIEFLHH THE S /IERILICE group
dAL 1E O|§2 2= HIAIX|IZE EA|ELICE.

C. ZA OF 0|2 E& HAXIZE BAIEH ZAF ALEX 2 F2| 0|§2 Y -LICE

= —

d. HAIX[7} EA|E[H * Enter * & S&LIC}
CIFS 7+d RE2|E[7t EA|ELICE,

e LA SR AMAE £ A= FIHAEX E= O F0 Chel of HAIE HrEgfLct.

10. 2ol mat L8S HILICH validate-config

M2t 2l B EAIEILICE, THE HIAIX[= FAISHE ELIC.

—

o IoF MU A2 £ §IELICH /etc/samba/includes/cifs-interfaces.inc
o ot MAS A2 4 USLICH /etc/samba/includes/cifs-filesystem.inc
o ISt MIAS &S 4 SLICt /etc/samba/includes/cifs-interfaces.inc

232



o ot mMAUS HE  AUSLILH /etc/samba/includes/cifs-custom-config.inc
& USLICt /etc/samba/includes/cifs-shares.inc

° rlimit_max: rlimit_max(1024)E (& 2= $t4|(16384)= &7t

@ 'Hob =20 2SS A MH D Sof ZRSHA| DAL, (7|2H 22 Sambas
S22 Hefet ZHHE DCE dMELIC))

—

I HIAIXIZF EA|E|H * Enter * & =2 ZHAl 2210|AE 78S HAIFLICH
ii. HAIX|ZL HAIE|H * Enter* E &+

CIFS 74 REEIE|7I ALY,

1. CIFS 74 RE2|EISE F&LICL exit

12. StorageGRID H{Z7} T ALO|EQI H L ChZ A= 0| SELCE.

e
W20 1f2} StorageGRID X0l L2 ALOIEQ| B2| =E7F E8te|= 29 URO| M2} OIS ZA ZRE
gysteiLict

I Ch2 HE S YHYLICL ssh admin@grid node IP
i of LIEE A5 E UHBILIC Passwords. txt IHY.
. FEZ Metsta{™ OH2 HE S YL O su -
iv. Off LIEEl 2SS AHBLICH Passwords. txt It
b. 2t 22| L=of CHot ZA 3/ E T 452 H CHS tHAIE BHEefLICE
c. Z2|Xt =0 CHot @4 Hot A 27018 BEL|CH exit
13. ™2 MM 230X EL|CEH exit
e M

* Off 7} A0{OF ELICt Passwords. txt FE/ZZ|X A 22Tt U= THLEHE THZ|XIOM AL 7Hs).

* 0o 7} QOJOF tL|Ct configuration. txt TA(SHEY THF| X0 AR TtS).
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(D CIFS/SambaZ 8t ZHAF LHELH7|= O O] A AF2E|X| & OMH 3tS StorageGRID 2| X0 A K7 E

Oof| " Lct.
CHA|
1. 7|2 g2[xt 2o 2aQlgfL|Ct
a. OS2 HES YHYLICH ssh admin@primary Admin Node IP

2. BE MH|AQ| MEYT} M3 F L= 2QIQIX| &olBtL|Ct 2™ storagegrid-status
DE MH|ATE A FZO|HLE =QlE|X| gf2 A2 A&7 Mol 2H|E SHASHYAIR.

3. BHEEZE SOt *Ctrl* +* C* & FELICL

4. CIFS 714 RE2|EIE AIZELIL config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server

TAE PA 2R eI} AT 2 20| EAIELC

6. HIAIKIZF EA| = ZAL SRYAHLEUY]) HS S YHAYLICE audit share number

O|ES 2= HIAIXIZt LIEILIH O|F S UHRILICY.

T2t CIFS A~ BEOA 24k ZR0H thefl 47| BB A7tEILITH ALBRt
Ofl HH|AE 4 Q=S Samba 74I0] ChA| 2EELICY,

40 >+
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9. HA|X|7} EA|E|H * Enter * & +=EL|C}.
CIFS 74 RE2|E|7} EA|ELICE

10. ZAL SR HHAE 2= U= 2 AFEX EE= O F0| Chsl O] THAIS BHE§fL(Ct
o

1. 2o 2t 1S SQIBLICH validate-config
MH|AZL =Rl S HA|EILICE CFS HIAIX|= RASHE ElLICE.

° include It /etc/sambalinclude/cifs-interfaces.in ¢S &2 &+ l&LICH
° include I /etc/sambalinclude/cifs-filesystem.in c2 &S £
° include I} /etc/sambalinclude/cifs-custom-config.in cE &S
° include It /etc/sambalinclude/cifs-shares.in cZ A2 £ QI&LICt
I HIAIX|ZF EAIZ|H * Enter * & =2 ZAF 2210|0E 242 HAIRLICE
ii. HAIX|Z7} EA|E|H * Enter * & +E&LICH
12. CIFS 74 REEZ|E|E BELICH exit

13. Ch3 3 20| =71 ZAt SRE AHEdlof sh=X| gelgL

=

i
il

° StorageGRID H{IZ7} Tt ALO|EQI H 2 LS THAIZ O|S-L|Ct.
° StorageGRID 71%0f| CHE AFO|EQ| Bt2| L ETJt Xtk = 22 HRo| M2} Ot ZAF 3RE 4Lt
i. AJOJEQ| Za| 5o fASZ 29l:

ssh admin@grid node IP

o
2
-
ng o
1
o
fot
i
o
I
ot
=

ICt Passwords. txt O,

CIFS ZHAI SROIM ArEAL EE= OF HA

AL SR AN AT 2= = OFX|Z AFEAL 2= OE2 MAY & fSLIC

ne

A

2

rot

* Off 7t XO{OF &LICt Passwords.txt FE AY =7t Q= T EHY 7| X0 AR 7tHS).

* Ol 7} AOJOF SLICt configuration.txt TFAE(SHE 7 |X[0M ALE 71S).

Of ZhHofl CHaH
CIFS/SambaE S¢t ZAt IEL7|= O 0|4 AFEE|X| 2 &< StorageGRID EE[Z0A ®MHE o HYLICt.

A
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bt
ol
=
ne

FERZ 2O0I5tH TETETLOf| M HAELICH s E MEHRILICH 4.

2. CIFS 7+ RE2|EIS AZELICE config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

I | I
I | I
| | |
| remove-user-from-share | add-password-server |
I | I
| | add-wins-server |
I | I

remove-wins-server
3. AMEXEE OF MAH AlZ: remove-user-from-share

e T 20f T3l A2 JHs Tt A 3/ S E0| M7t IfAT HAloz HAELCH ZA 3/ = audit-export=
HEA|IELICE

4. LA BR2| HSE UHBLICL audit share number

5. AH8Xt = O &2 MAHsk2ts HIAIXIZF LIEILIH TS -ELICH user EEE group
AL 3R AMEA E= OF HZ It IfAZT ==0| HA|ELCE
6. XMAHE ALEXt EE= O8O0 siYdts HZE =BLICt number

E0I O o]&f ZHAL SRl AMAY & GIELICE S SH CH21t

N DE
>
Ok
o)
N
1%
i
[S)
Im
m
=
>
0o
Pl
kR
rr
|
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Enabled shares
1.
Select the share to change:

audit-export

1
Remove user or group? [User/group]: User
Valid users for this share

1.
2.

Select the user to remove:

audituser
newaudituser
1

Removed user "audituser"

Press return to continue.

2 CtA
= g

7. CIFS A SEIZ|E| LICE exit

8. StorageGRID HHZZO|| CHE ALO|EQ| #2|X} e ETF ZoHE B2
Hlgt-dstetL|ct.

=

9. 70| = E[H 2} Aol M 230 BILICH exit

M AFSTHEE JES X713t C1S O[F ASR s DES ARt
T 0 0128 WA 4 ABLICE

Of ZfHofl 3

from share "audit-export".

2o w2t Zk Ao E0iIM

LA

o=
oTT=

o
T

CIFS/Sambag S3t ZHAL LIEILYZ|= Tf 0|4 AL EIX| 2120 83 StorageGRID 22| X0A HHE oL
g

1. AEIO|EE 0|S0| Qs M AR = IS ZAF BRO| S7HLICH

2. 0|7 AFBXt EE 08 0122 MFBILICH

A XMe

TEQof ¥azo|e"

i

"CIFS 24 SR ALSRH EE= 08 &b

"CIFS ZA BROIM AR} EE 18 FoH"

CIFS ZtAF 312 2Holsts FalLict

AL SRe 27| TEYLILHL 2O I 2 HRE S8 Z2IA0|M 17| ¢
E7|0f chet =tel2 Hetk|X| Qi LTt ZiAF 21 I O0| Windows Ef 47|
A2 8ot HEC= UIFELICL HE gl = 2= H= HEUO

Ct.

ot Z40|0H o
off EAIEICH=
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off 7k A{OF EILICt Passwords. txt FE/ZE|Xt =27t A= THL(SHE TH7|X|0| A A 7Hs).
of

Qo
|I0|-

fLICt Configuration.txt DF(SHE TH7|X[0|M ALE 7tS).

ZtAt 2210|HE = NFS HH 3(NFSv3)S AF2H{0F StL|Ct,

ErHofl Chat

YA HAXIE AME StorageGRID HHZ 2| 2 2t2|X} - =0f| CHol O] EXAHE S| gLt

6.
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12

SILICEH 4.

. BE MH|AS| MEfTL Ml F fE= 2QIQIX| &HolgtL|Ct 13 storagegrid-status

A F L= =RIOR LIEE|X| 42 MH[ATL s R AIS5H7| WMol EXIE s Z LIt

HHEEZ SOIALICE Ctrl * +* C * E +ELICt

NFS 78 REE[EIE AEELICH &3 config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove—-ip-from-share refresh-config
help
exit

. AL 22t0|HEE FIIEL|C} add-audit-share

a. HAX|ZL EAIEE ZA SR ZAL S2H0[UES] P Fa K 1P 74 HelS UL
client IP address
b. HAIX[7t EA|=Z|H * Enter * £ F&LICH.

= 0|2to| ZAL S2I0|AUETL LA SRO| HMAT = U= R FIH MEXS] IP FLE

oTr - —= AN oT T

I
]
-
n
o
Q.
a.
’_l
7

to-share



a. M SRe HoE UHLLICE audit share number

i}

b. HAIX[Z} EA|=|H ZA SR2| ZAL SEI0|HEL| IP F4 L= IP T4 HeIE Y=L

[=]
client IP address

C. HAIX|Z7t EA|Z|H * Enter * & +ELICL.
NFS 74 SE2|E[7t EA[ELICE

d. ZAb SR0I| CHEE HMA ABH0| A= 2 =7t ZAF 22H0[AE0]| CH3H O|2{St 5t THAIE Bt=7iL Tt

MH| AT} &

=

re
p=
H
>
1L
=
o

b. HIA|X|7} EA|E|H * Enter * £ S-S L|C}.
NFS +4 RE2[E|7} EA|ELICH

C. NFS 7 REEIEIE LI exit
8. CIE AO|EO|M ZHAL SRE AIBSIEE 2Hsljof Sh=X| 2helgtL|ct.

° StorageGRID H{ZZ7} Tt ALO|EQI A2 L3 tHA|= O|S gLt

° StorageGRID #=0f| LHE AIO|EQ| 2| LBVt Eotk|= 22 2RO 2t Lk ZA SRS 4ttt

. AlO|EQ| 2| B0l Aoz 210l

A L3 BHES YHLICL ssh admin@grid node IP
B. off LIFE A4S E UHSEILICt passwords. txt IHY.

C. REZ HMatslz{H 2 HHS YHELICE su -

D. of L}EEl ASE AABILICE Passwords. txt IHY

9. HZ Mol 230FEILICE exit

NFS ZfAt 220U E= IP FAE 7|HZ ZHA SO0 Cist A& ASH0| ROELICH SR IP FAE
=75t0d M NFS ZiAt S2I0|AE| ZAF S 70l CHet HAM[A Hots BOSIALE IP FAE MBI 7|1E AL
S2I0|HEE HIAHELIC,

NFS ZA 2Ef0|UEE IP FAE 7|HO = ZAL S R0 CHet AAM|A Hoto] 2O ELICE ZAL
off IP =25 F715H0 A NFS ZHAF 22t0[AE| ZEAF S70H| et HAMlA HotS

* Off 7} AO{0F BLICt Passwords. txt RE/ZZ|X A 227t A= THLEHE HZ|XIOM AL 7HS).
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* Of 7t RJA{OF 2LICH configuration. txt TFA(SHE THF| X0 ALE 7}s).

* LA+ 2210|HE = NFS B 3(NFSv3)S AFRSHOF B L.

a. COf2 BHS YHYLICL ssh admin@primary Admin Node IP

b. of LIEEl A5 E AUZSIL|C} Passwords. txt I,

FEZ ZOQI5tH TETEJLof| M HAELICH s & MEBILICH 4.

2. NFS 14 REE|E|E MEHELICL config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

help
exit

3. =: add-ip-to-share

#Ze| 20| 4™ E NFS ZAL 37 550| HEA|ELICEH ZAF SRE ChS2 20| LI E Lo
/var/local/audit/export

4. LA 3R HSE UAYLIC audit share number

5 HARIZ EAIEH HAL S 7| ZAL S2I0[UES] IP F4 L= 1P 34 WIS LHFLICH
client IP address

AL 220U ET} ZAF S 70 =THEIL|CE,
6. MA|X|7} EA|E|H * Enter * 2 S-S L|C}
NFS +4 RE2[E|7} EA|ELICH
7. ZA 3R00| F7toHjof Sh= 2t ZHAL 22t0|HE0]| il o] THAIE BtE et Ct.
8. WO mzt A4S SQIILICt. validate-config
MH[AZ} =0l ST FA|ELICE

=

a. MA|X|7} EA|E|H * Enter * 2 FEL|C}
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NFS 718 REE|E|7} EA|ELICE

9. NFS 74 REZ|E|E SELICE exit

10. StorageGRID H{Z7} £+ ALO|EQI AL CHS HHAIZ o] SRLCE.

2X| 2t2™ StorageGRID 71=0i| CHE AFO|EQ| 22| EJF Eotk|= 22 o 2t 2 ZAt 3RE
st A 8}BHL|C}
= O

b. zf 22| L E0f et ZAt SRE = 2
c. ¥ 22| Cof thict {1 A 2ot A 210138 HELICH exit

11. HH Moj|A 230t ELICEH exit

AL SRE St NFS AL 2EI0[AEE F710t 20|= AL 2E0[HE SRE
OF2ESH] ZA SROUIM i THES AFEY &= UA=X| =Heled = AL
tHA|
1. AMS MH|AE SARISH=E 22| 22| S2I0|¢E £ IP FAE AHE6H0] HA(E= S2I0|¢UE A|ABIS| HEH)S
SIOIBtLICE 23 ping IP address
ME{7t SESHH AES LIEILE=X] 2hlgfLict.
2. 2210|UE 2 MHo|| Hetdt HHE A3t AL 17| T8 SR/E OF2EYLICE Linux B2 o= Ch21t

—

ZELcher 2o &=).

mount -t nfs -o hard,intr Admin Node IP address:/var/local/audit/export
myAudit

AMS MH|AS S AERISHE 22| 29| P Ak ZHAF A|ARIO| Chol 02| FolEl 3/ O|FS AFH-LICE OR2E
X H2 2cto[AHE| M MEfo BE O|FY = ASLICHO: myAudit O 'I'EéOHH).

3. At SROIM IS AL £ JU=X| HelgfL|Ch 23 1s myaudit /*

K myaudit ZA 372l OF2E K| YLICE StLt o[ 42 21 mpU0| LIEE|0{0F L T

AL SR0IM NFS ZAF S210|HE XA

FS Z0Ab 2RI0[QIES P FAS J|¥IOR ZhAt ZR0 TSt M2 Heto] LoIELITH P
FAS RIHSH01 7| Z AL 2HO[AES R 2 JBLICE
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e

ro
N

* Off 7} U0{OF BLICt Passwords. txt FE/H2[X AE 2S7t Qs THE(SHY IH7|XI0IA AL 7Hs).

* ol 7} QOJOF BtL|Ct configuration. txt LA(SHEY THF|X|OAM AR TtS).

Of ZFHofl 3

LA TR0 HNAZ 4 Ui OFX|2H P FAE HAHE 4 glgLC

FERZ ZO0I8tH TETETL of| M HAELICH s £ MEdBIL|CH 4.

2. NFS 718 RE2|E|E MERLICE config nfs.rb

add-audit-share add-ip-to-share validate-config

enable-disable-share remove-ip-from-share refresh-config

I
|
| help
I

exit
3. A 20N IP FAE HAHELICE remove-ip-from-share
MHo| L E ZA 372 HS It 0lAHT 50| EA|ELICH ZAL 3F= OS2 20| LI E LTt

/var/local/audit/export
4. UM SRl SHiESts HeE UZRLIC audit share number

ZAF R0l HMHAY = Us HBTHOFAZI P FA ZF0| EA[EL|C

dAL 3R7F GOO|EEIH O] IP FAE 71X AL 2EI0|AHENM O 0| MM AT S EE|X| SSELICEH
6. MA|X|7} EA|E|H * Enter * 2 FEL|C}

NFS 74 SE2[E|7} BA|ELICE

7. NFS 7+ RE2|EIE HELIT exit
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8. StorageGRID H{ZL7} CHE AtO|EO]| 7} 22| =7} U= CHS H|O|E MIE| ALO|E HiZEQl H2 HQ0|| [zt Tt
ZAL 3RE HIggsteiL|ct,
a. Zt AJO|Eo| E|Xt B0 YIHoZ 29I

ASLLICt ssh admin@grid node IP

o
i off LIgEl A E QUBBILICt Passwords. txt IHY.

NFS 2HAb 22f0[IE0] IP 4 H

1. 7I& NFS ZAt IR0 A IP FAE FIHEHLICH

2. Y2l IP FAE MARLICE

I

2 M

—

LA 70 NFS ZAL 22H0[QE FI}

"ZEAL ZR0{M NFS ZhAL 28t0|HE HIAH
Ol710|E L E 23|
MEAM O = StorageGRID A|AEIQ| 2t H|O|E MIE| AIO|EE OFFI0|H LEQ TH 15E &
A

%!ﬁ'—l'if 2™ TSM(Tivoli Storage Manager)2t 22 EtZl 2| & O70|E AE2[X| A[AHI0|
HEg = AELCE

Ol EfZl0f LSt HAS T4 3 TSM 452 A MSIEE 01710 mE2 N6, TSM M7 82 E= AS
27} Alefoll 2R 0f op7}0|E L ES QmaleloR Mk, BA| U M AHE 7HY 4 YBLICH ofFtol
CE0f TSt AR X F YRS MBT 2T ABLICH

* "O}7I0|8 LEof o
* "Ot7t0[E AEZ|X|0f Lt Of710|E .= HAA 4"
* "R Cof thel ArE AL Fol ZE 4F”

* "Tivoli Storage Manager S&!"

of7to|E =Eo| Mo

X|&et 4 Q= QIE{[{|0|AE M| ZTIL|C} ESHOFIo|H L E | 75'1'} StorageGRID

Ot7}0|E === K| I11|0|E1°| 7| ME= flofl /&7 OHFOI‘:' AEEX AAES Y=
Ot7
ANARD T 22 OHPOIE AEE|X] A AR ZES] A I11|0|E1 H&S ZLIHEELCH
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Ll Ty | Overview |  Alarms Reports Configuration

ST StorageGRO Webscale Deployment ik
L|—_!—‘. Dats Center 1 :
S e e Overview: ARC (DC1-ARC1-98-165) - ARC
'4._‘ Al Updsted: Z015-09-30 10.29:18 POT
Ij‘ DC1-81.88-162
i
[+~ DC1-52-83-163 .
,g:_‘ ARC State Online 59
T-dp DC1-ARCI 58165 ARC Status Ho Erors |
- ) s5u Twvoli Storage Manager State Onling ﬂ?
Tivoli Storage Manager Status Mo Emors =iy
Store Siste Online 5?
Stare Status No Errors = e
Retrieve State Online ﬂ:‘?
Rastriove Status Mo Ermrors =Yy
Inbound Replication Status Mo Emors ﬂﬁj
6 Outbound Replication Status No Errors &5

ﬁ‘ Data Center 3
Node Information

Device Typa Archive Mode

Varsion 10.2.0

Build 20150928.2133.a27b3ab
Node 1D 19002524

Site 1D 10

AR 4= X2 YIIHO 2 MM ASHK| b= RQEHE HO|E = AREX| 2E2|X| =E9| S| A] L] AZ0f| A BIO{LE
S2tRL = H|O|Zet 22 2[R Ot7t0|2 AEE[X|Z 0|5 = AFLICE. o2{et QEHE C|0|Ef of7to|W 2
HIO|E| HIE] AO|EQ| OF70[E L. E F1d 1} 0] OFF10|E L EJt ZHIX BiX| X| &S ¢leh "thHe" 2 MEHE LM 2]
T4 E Sl +™ELILE Ot7t0[E == OfFHo[ &l 24A| T|OIE XIM|E 22|5HX| ¢, Ol= 2| F 0t710|2

C|HIO| AT} f=gHBtL|C},

T od

(D) 2=2#E= dErolels ofptolYs|x eixigt AE2IX| S0 SAIELIC

ARC AH|AQ| H9|

Of7t0|E =E9| 0}70|E(ARC) MH|A = TSM O| S E Sdlf EH|o|Zet 22 2§ of7to[=
AEE|X[of tet AE S Fd5h= Ol AT = U= 2| AET0|AS MSTLIC.

O] MH|AE 2F OH7I0|E AEE|X| A|ARIM M5 2E5H0] L|0{2te! AE2|X|0f Ciet REHE H|0|HE &5t
E20|HE ofZ2|7|0|40]| OFFIO|H &l K| E et f HMZ +AlSt= ARC MH|ARIL|CE E20|HE
OZ2|#|0|M0| O}FIO|EIEl ZHH|E @ASIH AEZ|X| LE= ARC AH|ANAM Z4X| G|O|E{E @A BtL|CH ARC
MH|AE QB OlF10|E AER|X| A|AHIN RHS 510 REE JHA| Cl|0|E{E HAMSH ARC AMH|AZ M&THL|CE
ARC MH|AL= ZHK| GIO|E{E 2015t 0|2 AER|X| L EE MESIH ZHHE QXS 2210 E o ZE2|H|0|Mo 2
HhetetL|CF,

TSM 0| S9012 S8 0| L2 0f7to| el QEHE Blo|Efof Chet RES 2M 284S 98] BTt &o|mof
SAHOR XHE HH It SUS AMZ QNE|CE 9HS £28 4 ASLICH 121 T4 280| AE2|X]
Clisto| 20 RIS x| ch7IBtLICk. of7tole BKlof wat M2 T2 250l 2l Mol et ofzf 282 SAlof

Helg = ASLIC
Ot7t0|2 AE2[X|0f CHet OF7H0|E .= HE 74
Ot7t0[E =5 2|F o702t AASIEE T M tid RS M= OF LT,

StorageGRID A|AHI2 S3 QIE{H[0|A S S3if QEME H|0|HE S22 E0f| OF70|StHLE TSM(Tivoli Storage
Manager) O|S%0{E E8l H|0|ZZ of7to|2E 4= Q== X|TtL|Ct.

244



fjo
-4
0x
rot
ot
=2
rir
m
pad
=)

o
mjo
rE
oM
et
4>
£Q
o>
=
n
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* "S3APIE Edl| 22 Z0] ofFto|&"
* "TSM O|S¥YHE Edlf EHO|ZZ ofFto|&"
s "OlFt0|E = HM MHg Tt}

* "OH7I0|E = =X g
S3 APIZ &3l 22t 0] of7tol
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m Configuration: ARC (DC1-ARC1-98-165) - Target
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Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account
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2. Mo E|0| 2}o|HB{2| 2o ZEE Mo|StL|C}.
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define stgpool SGWSTapePool DeviceClassName description=description
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define stgpool SGWSDiskPool disk description=description
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Client application saves
object to StorageGRID

Dual commit Balanced

“Ingest
failed”

Can day 0 copies be

Can day 0 copies be
made immediately?

made immediately?

Interim object copies
stored.

“Ingest

successful”

v

Copies created to satisfy
ILM.

Object queued for ILM
evaluation.

ILM evaluation l

“Ingest
successful”

Copies created to satisfy
ILM.

Any interim copies that are
not needed are deleted.

< -
[C1 storageGRID responds to the client.

StorageGRID completes the
actions that were prompted by
the client save operation.
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- Make 2 Copies

Storage Pool
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278



— Make 1 Copy

Storage Pool

ILM 20| ZHA[2] SXHE SAHE S Sttt SH ARL|X| =5 AFEE & @S Wl ZHA|ol HMAE 5= glA| LT,
O ofiM[of M= Ha|0|= =

7|Bt /X 22| EAL S0l AE2|X| = 27F 2RI mOtCE ZHA] AAAO] Chet
UM AT LAHO = BOTLICH AEE[X| L= 20 FHOWT7H 2HSHH 2| AAATL 2EHS| A ELICE.

— Make 1 Copy

Storage Pool
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- Make 2 Copies

Storage Pool

ARl A0|2t LHULI7}
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QEHE H|0[E & HIO|E ZZO 2 Saf0|ASta, 7} IH2|E| Z=2Zh3 A[M5td, 2t 2248 THE
AEE|X| = =0f MEFRLICH JHA|Off AMASHH MEE Z2hS AFE5H0 THAl =& ELICY.
HIO|E tEi= H2(E| Z=2t0] 24 =Lt 248 B2, AX 2 Z12|F0| LIHX| H|o|E &
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Parity F’arit\;,r
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USLILCE. 6712 ZZH(HIO|E = W2(E|)  47HE AFEE & U= o LEMEES HAMeh £ ASLIC JHA| H0IHE
LK Q10 R 2749 £ZHS 842 & UASFLICH TA| H0|E] MIE| AO|EJ &ME|HEE THE 2= &2
AMAT = A= ot HME ML 27 = ASLILE
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Parity'__ F’ariti.r
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"AEZ|X| E2 ol

"ot AP I AAMQIX|"

"AHl Y ZE2E A

ofte x| 2 FMQIX|

ILM &[0l CHot AFN| 2 20 S Fdd o ALY AEZ|X| 22 4= AEE|X| LE
% ALO|EQ| £~0f M2t AHE 7tsTt MK 2 M[AE MEHSILICH AX| 2 AF|OHE Soff &
QEHEO CHo MHE[= HIO|5 Z=2fut mi2|E| Z2fe =5 HM|o{&L(Ct.

StorageGRID A|AEI2 Reed-Solomon AHH| 2E 2 12|E2 AFSELICH dT2|E2 JHHIE k HIO|H =22
£2t0|ASHT m I2|E| ZZHS A ABILICH k+m=n 222 n AE2[X| =20 EME|2 2 HO|HE B8 &
USLICE 7HHlE &AL &4 E =22 X m 7H] X2 = JASLICH K IHH2 JHHE G MSHLE S715H= O
HgL(C)

MA Y Z2AS T M= AE2[X] 20 3l ChS X[ES TMEHA L.

* 2E2[X| 0= 371 0| 4Of AIO|E EEi= F2td| StLto| AFO|ET} ZEEHE[0{O0F BiL|C}.

=

(D) 2= Zol = JHel Ato|=t EetEl 2 AN 2 mRY

o

TN 4 glaLid.

o

37 O|Ato| ALO|E 7} ZSHEl AEE|X| ZO| ALK T H|A|
o T AIO|E AEZ|X| E0f CHot AX| 2 M E

* 72 AEEX| B, BE AERX £E EE= V|2 MO|EQ BE MO|EJL ZEE AEE|X| 22 AFESHK| OHHA|2.
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* AEE|X| Z0ll= XA k+m+1 AEE|X| L ETJ} THE|0{0f BHL|CE.

HO |4 AR E 4= kem LT D2t WS AERIX| LES UAFOR AISE 4 ol FD
SLE Ol4te] &7k AE2IX| wES ARSEIH 47 A EE ILM RIS WR|E 4 YLt

ARl B HA|S] AE2|X| QUHS S TH2|E| HHH ()2 Hlo|E
QHISISE ALgStel 2t ARl 2T QUMY W C|AT 372

disk space = object size + (object size * storage overhead)

0= S0|, AEZ|X| QUS| T} 50%2! 4+2 KA AFRSI 10MB QERES MEIS AL QHME L 15MB2)|
OE|E AER|X|Z AFRBIL|CH AER|X| QSIS 33%2! 6+2 HHIS ARSI =S 10MB JHHIZ X{=Hsh=
AL, M= 2F 13.3MBE ABiL|CE.
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A OHE AT A U SAHEES ZA)EE T2t 27 M3 O 2 T2 37|12 218 450
HHEOR M ZB0| FHELICE A2
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CHS HOIM= 371 O|&te| AtO|ET} ZEotEl AE2|X| Z0] CH3l StorageGRIDM|A AR X|A5t= AR 2 A7|0HS
HYLLICE 0[2{3 2 E MAl= AO|E &4 &S HSYLICL ot AO|E= &4 E £ A0 JHK= AlS AMaT =
olAL|C}

M- .

MOIE &4 B2 MS5h= AN 2 MAIQl 32 2t AO|E0]| A4 3709 AE2|X| =7t HQEEZE AEZ|X]|
E9| Y 2EEX| LE 7t _k+m_1S EHRfLICH

ARl 2 HA HEZEl AFO|ES| 2} AtO|E0f| E HE AERX| AO|E A HX| AEZ|X] QHYE
(k+m) A fLCt HEE[= AEEX| E LTt
L= L Ck

4+2 3 3 9 o 50%
6+2 4 3 12 of 33%
8+2 5 3 15 o 25%
6+3 3 4 12 of 50%
9+3 4 4 16 o 33%
2+1 3 3 9 of 50%
4+1 5 3 15 o 25%
6+1 7 3 21 o 17%
7+5 3 5 15 o 71%
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©
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3 A7|0S X ARLIC.
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442 6 7 50%

6+2 8 9 33%

8+2 10 1" 25%

6+3 9 10 50%

9+3 12 13 33%

2+1 3 4 50%

4+1 5 6 25%

6+1 7 8 17%

7+5 12 13 71%
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Configure ILM Palicy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

MName Exampie ILM policy

Reason for change Mew policy

Rules

1. Select the rutes you want to add to the policy
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the

policy and cannet be moved.

|+ Select Rules

Default | Rule Name Tenant Account Actions
& Rule 1: 3 replicated copies for Tenant A (% Tenant A (56689986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB &8 = x
" Rule 3: 2 copies 2 data centers (default) (8 — x
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Two coples at two sites for Tenant A

Description: Applies only to Tenant &
Ingest Behavior: Balanced
Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time
Filtering Criteria:
Matches all objects.
Retention Diagram:
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Create ILM Rule Step 1 of 3: Define Basics

MName
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Tenant Accounts (optional}

Bucket Name matches all v | Value

/ Advanced filtering. . (0 defined)
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Placements © It Sort by start day

Fromday | 0 store | for v 385 days

Type  repiicated v Location ‘ Dct || DC2 * | Add Pool Copies | 2 |+ | x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
Storage Grade e Actions

0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Drefault 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

Apply Changes *
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Storage Grades "4

LDR Storage Grade Actions
Data Center 1/DCA-51/LDR IDefauIt | V4
Data Center 1/DC1-S2/LDR Ew P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .
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— Make 2 Copies (2 sites, 1 pool)
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Storage Pools

Storage Pools
A storage pool is 8 logical group of Storage Nodes or Archive Nodes and is used in ILM rules fo determine where ohject data is sfored.

| & Create # Edi || ® Remove | | @ View Details

Name @ 11 Used Space & 11 Free Space @ 11 | Total Capacity @ 11 ILM Usage @
* Al Storage Nodes 110 MB 10290 TB 102.50 TB Usedin 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules te store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored

I_-!- Create ] | # Edit x“R.emO'-;e: CIearE.'.rar;

No Cloud Storage Pools found.
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Create Storage Pool CHSFANAFZ} LIEHEFL|CE,



Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
« For erasure coding at three or more sites, click + to add each site to a single storage pool.
» Do not add mere than one storage grade for a single site.
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Site — Choose One — v Storage Grade All Storage Modes L +
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI

Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes
Data Center 1 0 3
Data Center 2 0 3
Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.
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AE2|X| E HO|X|7F LtEHELICE. o] HOo|X|of= HelEl 2= AEE|X| 0] LIZELICE

Storage Pools

Storage Pools

A =storage pool is & logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data iz siored.

+ Crea!e| # Edit || % Remove i@ View Defails |

Name & 11 Used Space @ Il Free Space @ 1T Total Capacity © I ILM Usage ©
& Al Storage MNodes 188 MB 280TB 28078 Used in 1 ILM rule
Dc1 62177 KB 932.42 GB 93242 GB Used in 2 ILM rules
DCc2 675.82 KB 932 .42 GB 93242 GB Used in 2 ILM rules
DC3 578.95 KB 932 42 GB 932 42 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 250TB 280TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container
where objects will be stored.

| 4 Create | # Edit || % Remove | | Clear Error

No Cloud Sforage Pools found.
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Storage Pool Details - DC1

Nodes Included ILM Usage

Number of Nodes: 3
Storage Grade: All Storage Nodes

Node Name Site Name Used (%) @ 1
DC1-51 Data Center 1 0.000%
DC1-52 Data Center 1 0.000%
DC1-53 Data Center 1 0.000%
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Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

» 3 copies for Account01
« 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage poal, you must delete or edit every rule where it is used. Go to the ILM Rules page (5.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

(D) LM A8l AERIX] B AT 4 elgLich
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ILM ZH9| of LM 7#2[0] ofoH A+E-ELICt.

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM paolicy) use this storage pool
« EC larger objects

If you want to remove this storage pool, you must delete or edit every rule where itis used. Go to the ILM Rules page (3

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Name Profile Status &
6 plus 3 Used in 1 ILM Rule
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Client application

Client stores 'f Client retrieves object
@ objectin I @ copy with 53 GET
StorageGRID. : Object request.
1
StorageGRID
Y

StorageGRID ILM
moves object to

@ Cloud Storage
Pool.

Cloud Storage Pool

(external 53 bucket)

I
I
I
I
S3 bucket I Client restores a
lifecycle moves I retrievable copy with S3
object to Glacier : POST Object restore
storage. I request.
I
Storage Class: |
— Glacier or - =1

Glacier Deep Archive

1. * StorageGRID * Off &2l 7HA|

28 77|

i

A|ZSt7| 2[slf 22t0|HE 88 TE2IM2 StorageGRIDO| 7HAIE A ZgfL|C.

LICt T 5E & 07102 ME A SejA = WE S8 AlES XIEoHK| EL/Ch thE f= BE

313



2. *QHMET} 3 2ERE AEEX| EZ O|SE *

° QENEY} S3 SE2RE AER|X| F2 A0 HiX| X2 ALEE[= ILM #&of| w2t CHEEH
StorageGRID2 RQENEE 22t AEZ|X| E0f X|HE 2|2 S3HIICE o|SLICE.

o QHHEEJ} 3 22I2C AEZ|X| E2 0|52 AL QHHEE Jt Glacier AE2|X|2 O|ME|X| &= 8t
S210|HE 0fZ2|H|0|M0| StorageGRIDOIA S3 REHE 7t Q7| QHS AR50 QEMEZS Z{AMEh 4
ol&L|Ct
A H .

3. * 2|7t Glacier® HEE (AT 4 gl Ale) *

ot 1€ S0, 2|5 S3 H{3I2 20| ZAtO| 2
TMHE A8 QENMEE Glacier AEZ|X|2 SA| EF= HE £ F

QuHES oHstap 9|5 S3 Hl0| et 2l0| LA TS MAHO} 51, Glacier
()  2=aixi 2e22 78510 53 POST LEHE 22l APIS XHUsHs ARalx| 2242
AFEBHOF BT

Swift 220|HE 7} QIR AESH ZHA|0|= Cloud Storage Pool2 AHE3HX| OHYA| L. Swifte

@ POST REHME =3 @3 X|I6HX| 2282 StorageGRID= S3 Glacier AE2|X|2 MetE
Swift QEME S HMo o~ QIELICE o|2{et K|S 57| /ot Swift GET LEME QNS
wa2e = RSLICH403 AFE 2X]).

o M2t F0f| 220|YE OfE2|H|0|M2 S3 ¢|E QENME QMS AI26I0] QEHEQ| MEHE HL|EHZIE £
USLICt,
4. * Glacier AE2|X[0| A 7HH| & *
QEHNETJ} Glacier 2AEZ|X|Z2 H2tEl A Z2t0|AHE 0HE2|H|0|M0| S3 POST LEHME Sl QN2 g
M 753t SAHES S3 22IRE AEZ|X| EE ST £+ JELICH QE2 2etRE AEZX| E Y 27
A28 Cl|O]E] HMA AZME Tx, HEE = 20N SHES AT £ U= 7|22 K™ L 23
Ue EALEQ| ot SN0 EHSIH SEAES IS0 2 21T £ ¢l MEi|2 SopL|Ct.

g

bal

ot
tof
I.

ot

A
T

StorageGRID Liiel AE2(X| S0 8L 0|442] JHH| SAHZ0| Q= ZS POST 4| 2!
(D) 282 %50 Glacierd| X HHIS 222t W7} giaLick. thal Get Object 28 ALGSt0]
27 =2A22 Ny Z 4 L

WAL SREH S20|HE S8 T2 A 71M 27| S Ldste S JHME dMe = ASLICE

Azure: Cloud Storage Pool {12 =3 7|

0| J&l0i[X= Azure Cloud Storage Pool0f| X{ZEl 7HA|2| 2t0|ZALO|E THAIE Eof FLICL.

314


https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/s3/index.html

Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1

StorageGRID

A

StorageGRID ILM
moves object to
Cloud Storage

Pool.
i
o
Azure Blob Storage y
(external container) I
I
I
StorageGRID I Client restores a
sends request to : retrievable copy with S3
Set-Blob-Tier: I POST Object restore
Archive. I request.
I
I
I
—p Archive Tier -1
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§3: 22HRE AEZ|X| F M0 CHeh MeHo| REL|CE

22IRE AEE|X| E0f| AL E= 2|7 S3 HAIL| HAl M2 StorageGRIDY| LEHE
AE 7HH 27|, LR AR Glacier AEE|X|0|AM QLEHE 2ol 59| HEHS H0isl{of g
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®* s3:AbortMultipartUpload

* s3:Deletelbject

* s3:GetObject

* s3:ListBucket

* s3:ListBucketMultipartUploads
* s3:ListMultipartUploadParts

®* s3:PutObject

®* s3:RestoreObject

§3: 2| K2l =F F7|0f| Chet 112 At

StorageGRID2 22t E AEZ|X| E0f| X|FE 2[R S3 H3l 7tof] QLENEE 0|SsH= A2 ILM 7%
StorageGRID2| & ILM Hxof| o[sH| M|0{ELIC}. BHH, Cloud Storage Pool0ll X| &l 2|F S3 H3lo |A1 Amazon
S3 Glacier == S3 Glacier Deep Archive(5:= Glacier AEZ|X| 22A S FHst= AEZ|X| £2M)Z QEHE
Met2 s Ij15"9-| 2t0|ZALO| 2 A of| 2|3l H|O{ELICE.
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O£ &0, StorageGRIDO|A| 22tRE AEZ|X| E2 0|5E RE QEHMEE FA| Amazon S3 Glacier 2EE2|X|2
Metsta{ 0 ofL|CH CHS1f 210 TH 2 (* Transition*)2 X &= 22 S3 HZI0]| 2t0|ZAIO|E 1M S RHMBhLCY,

<LifecycleConfiguration>
<Rule>
<ID>Transition Rule</ID>
<Filter>
<Prefix></Prefix>
</Filter>
<Status>Enabled</Status>
<Transition>
<Days>0</Days>
<StorageClass>GLACIER</StorageClass>
</Transition>
</Rule>
</LifecycleConfiguration>
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AERX| EE 0|5 'é*W).
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Storage Pools

Storage Pools

A slorage pool is a logical group of Storage Noedes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

= Create || # Edit | % Remove || @ View Defails

Name @&

® Al Storage Nodes

Displaying 1 storage pool.

| Cloud Storage Pools

he stored.

E- CrealeE:/‘"Ed‘t:' x Remo\'e. Cléar E’.':;r:

| No Cloud Storage Pools found.

2. HO|X|S] EEIRE AEZ|X| E MMOjM * MM * S

Create Cloud Storage Pool CHatAFX7F LEEFEFL|CY

11 Used Space @
110 MB

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will

11 Free Space @

11 Total Capacity &
10290 TB

IT ILM Usage &
10290 TB

Usedin 1 ILM rule

Salgct

Create Cloud Storage Pool

Display Name

Provider Type

Bucket ar Container
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Create Cloud Storage Pool

Dizplay Mame & 53 Cloud Storage Pool

Provider Type & Amazon 53

Bucket or Container & my-53-bucket

Service Endpoint

Protocol @ O HTTP ® HTTIPS
Hostname & example.com or 0.0.0.0
Port {optional) & 443

Authentication

Authentication Type &

Server Venfication

Cerificate Validation @ Use operating system CA cerlificate

* HHA F| ASE AEote B2 2[R S3 HZIS| M2 7] ID 5! B[R HAMA 7| S Lotof BfL(Ct.
£
1. MH|A 27 * MAojM CHg FEE HMSeLIct

a. 2RL AEL[X| B0 HEE W AL S E2E
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2aI2C AEZ|X| Eo| M| SAE 0|2 £ P TAE Q&stLCt,

oE =T ttSah 2Lt
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7|2 IEHTTPSS| 32 XE 443, HTTPLS| 32 X E 80)E AH2¢}2{H o] HEE H|¥ ELICt.

2. Authentication * Ml’M0f|A Cloud Storage Pool QIEZQIEN| L3t Q
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3. Access KeyE MEiS A OIS HEE LHPLICH

SUS MEPLICH 243
HMA 7] 1D o|f KIS 2/t Al M A 7| IDYILICE
HIZ M| A 7 HAE H[E M A 7.
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O AIR x-ntap-sgws-cloud-pool-uuid.

Cloud Storage Pool Z&0| 21listH HZ0f Amljst 0|FE dHs= 2F HA|X[ZI EAIELICE HE S0 2ISA
QEIL UILE X[HT HZI0| 0]0| §l= 32 F 7/ B E £ &L|CH

@ Error

422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

S2HRE AEE|X| E 22X S8 X[AS HX5tH 2/ E i A3t CH2 Cloud Storage Pool2 CHA| X &SH HAAL,
o My
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Create Cloud Storage Pool

Display Name @ 53 Cloud Storage Pool
Provider Type © Amazon S3 v

Bucket or Container @ my-s3-bucket

Service Endpoint

Protocol @ © HTTP ® HTTPS

Hostname @ s3-aws-regicn.amazonaws.com

Fort (cptional) @ 443

Authentication
Authentication Type @ CAF (C25 Access Fortal) v
Temporary Credentials URL @ hitps:/fexample com/CAP/apifv 1 /credentials?agency=my

Server CA Certificate @ Select New

Client Ceddificate @ Select New

Client Private Key @ Select New

Client Private Key Passphrase
{optional) @

Server Verification

Certificate Validation @ Use operating system CA cerlificate v

=3 3



o
XA 5 URL * 2| 22 StorageGRID7} C2S A™0|| 2=l 2E T4 9l ME{E API Of7) HASE
o = % olgqs

a. A
ZSSH0] CAP MHOIM /A XA ZHE P = O AFEY MA| URLE = ELICE

b. M CAQIZ M * o] ZL * MZ MEf * & 2216} 11 StorageGRID7t CAP MHE 2f0Ist= O AF2E PEM
QITZYE CAQIZME HEEZLICE

c. 220|AHE QBN * 2 A2 * M &5 ME * S 22/t 1 StorageGRIDZt CAP AMHO|| XHAS AlHsH= O
At PEM QIR El sHE HAZ L Ct,

d. 22o[HE QI 7| * o] ZR * A &= ME » 2 22/t 2

11

tO|AE 2AF Moj| Ciiet PEM 212 E JH2l 7|5

Wl 7|7t L= StEl AR 7|E FAZ Ao BLICE (PKCS #8 Y= otEl HAI2 X|/AEX| k&LICt)
e. 22I0|AUE Il 7|17t Y= otEl 2 SE0[UE JHQl 7|9 A= E sfl=35t7| 2o Y= E Y=eL|ch 2K
O™ * Client Private Key Passphrase * ZEE H|9| SL|C}.
3. MH &0l MMoj|A CHS HEE MSELICH
a. QIEM R LA 9 B * AEX X|F CAQISM ALE * S MEABILICE
b. Select New * & 22l6t11 PEM QIZYEl CAQASAME YEEFILIC

4. Mz -+ 2 =g

0|

222t AEZ|X| 22 MEE 1f StorageGRIDS CI22 £ TtLCY.

* M2 MH|A Z2FHO| JAEX], 2210 X[t XH SEE MESIH =EE & A=K ASELICE
* HZ0l| O DS M3 H210| SEtRE AER[X| /S AEY - ASLICL 0|50 21 0] IHA 2 HAH5HK]

OMAlR x-ntap-sgws-cloud-pool-uuid.

Cloud Storage Pool Z1Z0| AlIist® 20| Almjst 0| S Mests 2 HAIX|7H EAIELICH S S0f I5M
Q27t 7L} XIF3t H210| 00| gl= HS 277

HI
ki
i
N
9 og
III>
o
_|j|_

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Pool test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

s 2t CHS Cloud Storage Pool2 CHA| K& EAARL.

0

28IRE AEEX| £ 2X 8iZE X|EE #HZ51H 2X|

i

329



Azure: S2tRE AELZ|X| 20| tigt 215 MIF HE X

Azure Blob AE2|X|2 Cloud Storage Pool2 Mg | StorageGRIDUIA 7HHIE X

ol AtEe 2/ & ZIH0[LH2| AF OIF & AlIE 71E XIF8HoF &LICt.

A

e

my rot

*

SR 71 * 7t s fY * HEO| LIEFEL|CE

Create Cloud Storage Pool

Dizplay Mame & Azure Cloud Storage Pool

Provider Type & Azure Blob Storage v

Bucket or Container @ My-azZure-coniainer

Service Endpoint

URI @ hitpsfimyaccount blob core windows: net

Authentication

Authentication Type @ Shared Key

Account Mame @

Account Key @

Server Venfication

Cerificate Validation @ Use operating system CA cerlificate v

1 3

2R AEZ|X| 20 L3t 7|2 HEE QoD 22X RYOE * Azure Blob Storage * £
o

Yot

X| &t oF gfL|Ct.

* 2ERE AEZ|X] E0|| AH2E|= Blob 2E2[X| ZAH|0[LH0f| M| ASH= O AHEE|= URI(Uniform Resource

Identifier)S 0to} BtL|C},

* AER[X| AHO| O|E = 7| &1 UA0{OF LI Azure ZEE AFESHH 0|2{¢t 2tS
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|

1. Service Endpoint * M/40{A] Cloud Storage Pool0il AFHSE|= Blob & A ZAH|0|L{ 0| HMASH= O MABE=
URI(Uniform Resource Identifier)S /2 &L|C}.

CtS g4 & StLIZ URIE XIFgL|C
° https://host:port

° http://host:port

LEES X|H6IX| O™ 7|2H O ILE 4430| HTTPS URIO| AFE[D EE 802 HTTP URIO| AFSELICE
Azure Blob M&E A ZIH|O|LHE + * 0f|&| URI *: https://myaccount.blob.core.windows.net

2. QIFZ * MM0|M Ch2 FEE MS UL

a. A O|E * of chdli 2| F MH|A ZE[0|HE £RF%F Blob K& A 0|52 Lt

30

b. A™ 7| * o] ZL Blob ME A AHMQ ¢ 7|2 UAHTILICE
@ Azure 289 E2

3. MH ZZ * MMOIN Z2HRC ASE|X| B st TLS Aol 3t QA SRS HAGHE O ALSE Wi
MEELICY,

Ok

7 7| 215 S ArEdHOF gLCt.

M

M2 Megct TE
o
o

= 2
2 MH CAASME AERLITH 2T AFof 2XE 7|2 CAASME AMESIH HES ELC)

AR XE CARUBME AEXt X1 CARASME AE-ILICE Select New * £ 22/5t1 PEM
ARS8 RfLict AIYE ASME 2L
ASME 2flstA| gi&LItt TLS HEN AEE= AEM7t HEEIX] SEASLICE

22 AE2[X| 22 MEY W StorageGRID2 CiZ& & gLICt.

AN =

ZHO|LA 2t URIZE JA=X], X[ Fet Xt SHE AHESH0] s ZHO|L{of| AZE 4= UA=X| 2elgfL(tt.
* ZHO|of OFH A S 7|55t 22tRE 2E2|X| 22 HEELICE 0[F0] ¢l o] T2 MZHSHA| OHIA L <~

ntap-sgws-cloud-pool-uuid.

Cloud Storage Pool Z4&0| AlnfstH %0“ Aolfst O| R E HYst= 2F HA|IXIZ7F EAIELICE o|E S0 2ISAM
QFIt JAALE X ™t HH|O|LH 7L o|O] Gl B2 2F7 R

1
F
e

22RE AEE|X| & 22X i Z X[HE =50 22X E S 2ot LIS Cloud Storage Pool2 CHA| X &sH HHA|L.
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—

o
"SERE AEZ|X| E 2 siZ"
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Z2tC AEZ|X| E mE

Cloud Storage Pool2 HESIH 0|&, MH|A 27X = V|EL 1|—'?’- MHEHE HEY 5+ UX[Tt
Cloud Storage Pool2| S3 HZl L= Azure 7 AH|O|HE HEY == glI&LICtH

LM * > * AEE|X| &+ 2 MESHL| T},
A E2[X] & H|O|X|7t LIEFELIC SEtRE AER[X| Z H|O|20= 7|& 22t AE2|X| 20| LIEE LTt

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or
container where objects will be stored.

Pool Name URlI Pool Type Container Used in ILM Rule Last Error
*  azure-endpoint https:/istoragegrid.blob.core windows.net azure azure-3 '
s3-endpoint https:/fs3.amazonaws.com s3 s3-1 4

Displaying 2 pools.
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Cloud Storage Pool Z&0| A1{stH @F HAIX|Z7t EA[ELICE O|E S0 BN F I U= B LFI
HE S JSL|CH

22IRE AEZ|X| & X diZ XEE HZ6I] EXHE sl Z ¢t CHE Cloud Storage PoolS CHA| X &6l
HAMA L.

"SERE AE2|X| Z0] Cigt a2 At
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"SERE AEZ|X| E 2 siZ"

SCRE AEEX| ES MAHS= &

ILM #20f| AFEE[X| 0

CC
A2 o 22 MK D ohH 277t
e

SR AESX E

oco=2
()  =etec Asalx B2 AHELIC /20| 9l O] HHUS HHOHK IRIALS x-ntap-sgus-
cloud-pool-uuid.

* ZSMERE U= M AAE

Lict

QHHE [

I = Azure ZIH|O|LH 0] QEHE T} otk X| 42 S 2RIUSLICE S2HRE AE2|X| 20f ZiH|7F ZetE
LAUBILICE XpAISE LIE2 "SRt AE2(X| 2 X &S

|0|E{7} gl= 22tRE AEE[X| 22 HAHY = JASLICL
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S 443t i StorageGRID2 Ot MU S M3l o= 2B 0| off 280

4

o|of MAYSLICE.

LM * > * AEE|X| &+ 2 MEfSiL|C},

AE2|X[ Z H[O|X| 7} LIEFELICY,

2. X ILM 7E0| AFRE|X]

ol =
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E2|X] 29| 2ir|2 HES et

ILM 7#&]0f| A2 E|= Cloud Storage Pool2 MY 4= @& LICE M7 * HE0] H|gd et EL|Ct

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI

Pool Type Container Used in ILM Rule Last Error
* azure-endpoint https://storagegrid.blob core windows net azure azure-3 +
s3-endpoint https:/fs3.amazonaws.com s3 s3-1 4

3. HA* & S=gCt

2l A7t EAIELICY,

Displaying 2 pools.
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A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

e [ o
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ol + 2 Z2stLct,

SERE AE2[X| Z0| ®MAHELIC

"SERE AEZ|X| E 22X siZ"
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SEI9C AERIX B2 A, HY EE AN 1 Q57 LSt Z2 O 2 o2 £
A0 RIS SHZBHIAIL.
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x| 2ol
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StorageGRID2 2 E 22tRE AEE|X| S0 CH3l 1=20] F HW ZIEHoE HEj| MHS Aot 22E AEE|X|
S0 AMAY 5 ACH SHIZH| 2SsH=X| 2l Ch dEf BA Al EXI7H HXIEH AE2[X] ZE H0|X]|Q|
S2RE AE2|X| E H[0|22| OtX|9 27 Fof| HAIX|7F EAIELICY.

— o IT - H .
O ofl= 2 22tRE= A& K| Z0i| Cthel HXIE 7t 2|2 LFR7E EA|ZH QR7 & AZHo] EA|ELICH
Cloud Storage Pools
You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will be stored.

Pool Pool

URI Container Used in ILM Rule  Last Error
Name Type
Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
o 353 10.96.106.142:18082 =3 53 v request failed caused by: Get hitps:/i10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
S canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
& minutes ago
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure | azure +

evstoreaccount!

Displaying 2 pocls

cEot, MEf M Al Xt 52 LHo|| Stit 0] 449] A Cloud Storage Pool @& 7t 2HAi$H 242 ZEX|SHH * Cloud Storage
Pool connectivity error * Z107t E2|HEILICt. O] LZof| LTt e-H|Y 2L2IS BOMH AEZ[X| & HO|X|(* ILM * > *
Storage Pools * MEH)Z 0|Sst0f OtX|2 @F FO| @ F HA|X|E HESIT of2iel 2X| sHZ X|E S & ESHIAIL.

a

ZEH EHE A = LRI HEEJU=K] 2ol = ASLILH 22HRE 2AE2|X| E H|o|X[of| M EFO| 202
HES MElStD * Q7 X|7| * & SEELICE 2l HIAX|= StorageGRIDOM 22HRE AEZ|X| 20 Uet LR E
HMAHMSS LIEHRHLICH
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Error successfully cleared. This error might reappear if the underlying problem is not resolved.

712 M7t ol 2R 3% 2F HAIXIZLH Ol HAIZ|X] §ELILE OB{Lt 712 EH|7F SHAEIX| AL CHE LRt
Lot 22 F 2 Lo OtX[% @F Bof| 2F HIAIX| 7} EA|EL|CE

RF: 0| 22HRE AE2[X| E0| of|7[X] g2 2HIET} ASLICH

SCRE AER(X| 22 WY, MY E= MASHH 10 61 0| LRI UME  JSLICE 0| 2R = HI =
ZAH|0|L0f| 7} EotEl A0 WMSIL|CH x-ntap-sgws-cloud-pool-uuid Ot THAO|X|2F sk I of|= of &

UUIDZ} & LIt

2O = M 22tRE AEE|X| 25 WE0t1 StorageGRID| CHE IAE AT} 0|0 St E2tRE AEE[X|
= A8 ¢ ZR02 0] 27Tt HA|ELCE

ZHE siZsHH 2H0IM F HIAIXIE HESHIAL.
* QF HA[X|Of| 7F ZBE|O U= B "Get url: EOF 0| A Cloud Storage PoolOf| A2 E|= AMH|A AIEZQIET}
HTTPS7t 2R3t ZAH|0| & HIIN HTTP Z2E S 2 AMESHX| Q=X| gtolgtL|Ct,

* QB HAIX|Of 7F ZBE|0 U= AL “Get url: net/http: request canceled while waiting for connection' | E9|3
T AER|X| LET 2EIRE AER|X]| 20| AEE MH|A NEZQIES HM|AT 4~ U=X| 2HQletL|Ct,

* OE ZE 28 2F HIAIX[of thoh CHE & otLt 0| &S A =gL(Ct.
=
o

° Cloud Storage Pool0f| 212ot 213t STt 0|F 2| 2 F 7H|0| E= HIIS Mot CHE, M Cloud Storage
Pool2 CHA| MESHAI L.

OF

° Cloud Storage Pooldi| X[t Z1H|0|H = HZl 0| F2 &5t11 M Cloud Storage PoolS CHA|
KNESHIAIR.

RF: 0] ID7t 2l 22HRE AEEX| E2 &S + SLIT

Cloud Storage PoolS H&St7{Lt AfR|SHE{ 1 6HH 0] 77 Aleh = JASLICE 0] LR= EF0IA 404 SES
dietet o LS, Ol= ChE & SHLHE 20 4= ASLICE
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* Cloud Storage Pool0i| AtEEl XtH ZHof| HZlof| Cigt 97| #to| gl&LICE

* Cloud Storage Pooldi| At E|= H3l0l|l= 7t ZeE|X| REL|CH x-ntap-sgws-cloud-pool-uuid OHA
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22RE AER|X| 22 A5t 1 61 0| RLFIF Ll o~ JASLICEH ILMO]| 2|8l 0| S$t H|O|E], Cloud Storage
Pool2 T45t7| FHof| 210 QI H|0|E L= Cloud Storage Pool2 MA3t = CHE AAO|AM HIIS Zatst
Cll0IE{ 7t Cloud Storage Pooldi| Z&tel %’—?—Oﬂ Cloud Storage PoolS K& £ gi&L|Ct.
CHS THA| B StLL O] &2 A=510 2XIE SHESHYAI2.

* "22RE AEE|X| E ZH| 2t0|ZALO| 20| M K|S StorageGRIDZ CHA| 0| Sdt= XA S MEH A

* ILM2 E3f LIHX| Z4K|7t Cloud Storage Poold| Z8HE|X| 42 O Z 2tMsH=E AR HIAINA M E
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@ ILMO| 23l i X| &l 22tRE AER|X| E0|M HAME S22 MH|SHA| OHYAIL. LIS
StorageGRIDO| Al =S 22 AfH|El 7HA|0f °”A1|*0fﬂ1 StH AHIE JHAIE &S o= lELIT

QLF: IEAOM SERE AEZ(X| 20| AL A T5tE St 2| LRI ZdSLICH

AEE|X| B9 2ERE AE2(X] EOf MREIL QIR S3 A=HRIE ZHof| FFSHA| 42 AEE|X| ZEAE et

R 0| LFE7} &le = JAFLICL 0| LR E= 2|F TEA MH{7F 22RE AEZ|X]| 2 EF0| =2 + gl= 20
LHBILICE o|E S0{ DNS M7t S AE 0|§§ efolg = Q7L 2|f HIERE EXIL UAS = ASLICE
CHS Tl & StLE O[S Al =5t EHIE SHESHYAIL.

22t AEAAX B ILM "> AE2AX  *)o] 4TS elgLich
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AR 2 Z2A| AFEEl= 2E2|X| 0= F=5| StLto| AFO|E EEi= M| 7H O 42f AFO|EJt ZEE|0{OF BfL|CY.
AO|E O|ZSHE MSoteAE AE2|X| Z0i| AO|E7} 37 0] & RLO{OF BfL|LY.

@ AERX| =ETF ZotEl AEE|X| 22 MEHSHOF BILICH AMK| 2 IO[E{0l= OHFI0|E LLEE MEE

= SlELICh

=2
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AN 2 Z23 HO[X[7f LIEFEL|CE.

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To cresie an Erasure Ceding profile, select a storage pool and an erasure coding scheme. The storage pool must include Storage Modes from exactly one site or from fhree or more sites. T you wani to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

|+ Creale| # Renames O Deactivate
Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

337



2. Create * & Z=IgfL|LC}.
EC 20t at=7| chSt AXE2F LIEHEL|CE.
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Name & MNew Profile

Starage Pool @ ~

Foliof LIt 7|&E 20Ol O|ES AFESHH T =m0l H|gMstEl 4R0x

From da 365 store | forever v ;
: Erasure Coding profile name

Type | erasure coded v Location | All 3siies (6 plus 3} Copies | 1 |__+_ »

Storage pool name

4. O] x| 2 ZZotlof chs Mot AEE|X| E2S ME{BLIC.

J2{E0] $ITY AOIET} SHLIB EBHEl R |2 AE2X| B, BE AE2X| kL |2
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Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Mame & G plus 3

Storage Pool @ | All 3 Sites v|

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code & Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &
L 6+3 50% 3 Yes
2+1 50% 1 Yes
4+2 50% 2 Yas
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AMO|E 0|53t X|Hote{H MESE AE2|X] Z0| AO|E &4 3 58 + U= F=2¢t
O2{ AtO|E7t |0 RLOJOF ILICE O] S S04, 6+3 AX| 2E H|AIZE A3t ALO|E 0| FSHE
K| 2ot MEist AE2|X| 20i| 2k AO|E0] 371 O] &o] AE2|X| =7t ZetEl ALO|ET} 37H o]

Z S| O{0F BiL|Ct.
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Ct2at 22 22 HAIXIZE EAIELIC

© MEB AER|X| B2 ALO|E 0|51 MIZotX| QALICH MEist AE2|X| 0| AfO|E7} otLigt TetEl
CHE HIAIXIZF EAIEILICEH ILM 20| M O] AfH| 2 Z2MAS M8 LE HOZRE Ead £
AELICH.
Scheme
Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
s 241 50% 1 Mo
The selected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost
To provide site redundancy, the storage pool must have at least three sites.
o MEASE AER|X| Z0| AH| 2 MA|0f| CHet 27 AretE SFIX| tSLILE IS 3._ AEE|X| 20
Hetd| & Q| AO|EZ ZtEl HR ThS HIAIX[It EAI IL|CE AH| 2 S AHES foﬂl HME H|o[EE
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Scheme

Erasure Code 2] - Storage Overhead %) @ - Storage Il.l(.;d-e.Reaundaﬂcy (7] . Site Redundancy &

No erasure coding schemes are supported for the selected storage pool because ft contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

° J2|E0f= ALO|ET} StLIRE BotE|H 7|2 AER|X| B, ZE AE2|X| £E FE 7|2 AO|EQI ZE AO|ETJ}
EotE AE2[X]| 25 WS

Create EC Profile
“ou cannot change the selected scheme and storage peol after saving the profile.

Profile Mame EC profile

Storage Pool All Storage Nodes A

3 Storage Modes across 1 site(s)
Scheme

Erasure Code - Storage Overhead (%) - Storage Node Redundancy . Site Redundancy

No erasure coding schemes are available for the sefecied storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid.

o MEHSE ALK Y N|A2F AEE|X| EO0| CHE AfN| 2 D= ZEL|CE
Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile MName & 2 plus 1 for three sites|

Storage Pool € All 3 Sites

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code {2 . Storage Overh.ead. {'&]l (7] Storage Node .Redun.dancy 9 . Site Redundancy &
@ 6+3 50% 3 Yes
Il 2+1 50% 1 Yes
@ 442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

=1

340



Ol ool M= CHE &AM 2 Z2MANN 2+1 FHEE AFESID CHE T20HQAUQ| AEE|X| ZS0A T 374
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Of Mf ZEMAS BHS 4 = 22 OFLIX|T ILM FHMOIM A8 o= O 2[5 OF 2LICH. Of Mf Z2HO|

ojo| ttE Z=Tofl 23l EE|= 7|ZEQ AN 2 Mol HEE|= F2 StorageGRIDE T3] 22
QEHME xZt NEE %“g%”—llif 7|1E2+1 ZA42 MAES PXI ELICh AH| 2 YA0] SLSHHEE o AfX|

IY 2N CHE Z2AZ 010|J2|0| MY o 2{a2 EX7F 2T = ASLIC

. = 0|49 AM| 2 MAIZE HEE0 A= F2 AL Ad| 2 Y S MEigiL|Ct

AEg AN 2Y HIAIE 2EY W S7E Pl HERS Eait @7 Aretyt LIZSE(IHE|E| MOHEES
0| HRSo =M ””5')% T UAA ZFsHOF gL Ch(=Z2 ‘Ea*%—?—% 1IE-?J Eafz IOI E7te). ol =0,
4+2 H|A|I2t 6+3 M|AH| S StLHE 2EY W] =71l mi2|E| 3 WHZ 3.:.“8% e PE 6+3 HAE
MERILICH L= 57 30| HIERIR 2220 HIEQS MBS E0I=E |a|_ ElE FR 4+2 A7|0HE

MEftLCt.

Ar25t0] Grid Manager0ll 2 3 Q18H0f SHL|C}.

t
« EX HM|A HBHO| QLojoF FL|Ct.

CHA|
1. ILM * > * AbH| RS * 2 MEistL|C}

AMH 2E T2 H0|X| 7t LIEFEL|CE O|F HFL7| * 5L * H|2ds} * {EO| 2= H|Z-dSHE LTt

!+ Create | F Rename & Deactivate

Proﬁle- Status St'.orage Pool | Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC12-1 DC1 3 1 2+1 50 1 No
Dc2 2-1 Dcz2 3 1 2+1 50 1 Na
DC3 21 DC3 3 i 2+1 50 1 Na
®  Allsites B-3 Deactivated Al 3 Sites 9 3 6+3 50 3 Yes

2. 0|22 HHE TROIUS MEBLCH

3. O|& Ht1t7| * & S=IgfLCt.

EC ZZI¢ O|F HH Y| Tt &Atot LIEFEL|CE.
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Rename EC Profile

Profife Name EC DC3

Cooes [ o

From day 365 store | forever v .

Erasure Coding profile name

Type | &rasure coded v Location | Al 3 sites {6 plus 3} v Copies | 1 +_ »

O|§2 1

Storage pool name

FolioF fLICt. 7|ZE T2l 0| F3 AHESHH Z21t 0

o

|2dstE R0 ey HAF LRI ZARLICH

{0 TR TO| SR ILM FAI0M AFBEIX| Sk A A 2Y ZRUS

AN
* MH 2 HO|H S+ &Y = MH|A SR ZAL T SUS ehQlohof gL|CE AN 2E Z2OiUS
|2dototen & o of2{et 2t & otLivt T S w 2F HIA|X|7} grekE Lt

MH 2E Z2US HIZY5tHE ST T2ER2 ofT5| AH| ZE T2 HO|X|0of| FA|Z|X|ZF &Ef= * H| 23} *

!mi # Rename || @ Deactivat
Profile | Status | Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
' DC12-1 I [aley 3 ;] 2+1 50 1 No
pcz2-1 pec2 3 1 2+1 50 1 Mo
DC3 2-1 | |DC3 3 1 2+1 50 1 No
* Allsites 6-3 | Deactivated | All3Sites 9 3 643 50 3 Yes

-

CHet X X &S 4 s vigdsts

HIZHESHEl AH B Z2US O 0N AR 4 SLICH ILM 7o
Sk A o{ﬁL“:'.
= T BAH

=]
T2mAO0| EAIE[X] gSELICt HIggotEl Z2ER2 CHA| Zdst
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StLtof| 3llEStH StorageGRIDO|A AfX| 2E Z2EZS Hgdete 4~ glgLICh

AR Y 2L A ILM FEOAM AFEE| T AELICE
AN 2E Z2OU2 O 0|4 ILM A0 AR E[X| §4X[2F Z=1b o] 24| Cf|o[E] 3! mH2[E| =22 o]
ExHELCH

CILM * > * AR B+ 2 MEistLct,

MH 2E T2 H|0|X| 7t LIEFEL|CE O|F HE7| * 5L * H|2ds} * {EO| 2= H|Z-dSHE LTt

—_

- SE * @2 AESo] v detota = AN 2E Z2EO| ILM A0 M AEE[X| Gi=X] 2HRIFL(Ct

ILM A0 M AK| 2 T2 S AE5H= Z 0= HlZ2dste = gIELITH O ofjoflM *2_ 1 EC Z=2me * 2
MO SHLtS| ILM A0l A AFZELICE.

Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy  Site R
' 2_1EC Profile Used In ILM Rule DC1 3 1 241 50 1

O | Site 1 EC Profile Deactivated Dc1 3 1 2+1 50

No
1 Na

3. ILM Al Z2MUS MESt= FR S HAISE WELICH

a. ILM*>* & * 2 MEfSIL|CE

b. LIZEl 2t #&l0j CH3l| 2tC|2 HES MEfStD HE C10|0j 1S HESH HiZM3tolad = Atd| 2
Z2ES 7AIS A8SH=R| =elgfLict.

Of oflofl A * M| AFO|E EC for larger objects * #&I2 * all 3 sites * 2h= AEZ[X| E1t * all sites 6-3 * AtK|
FY ZZMAS AZELICH AR Y Z2LR2 CFF 0f0| 222 BAIEIL O B
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ILM Rules

Information lifecycle management {ILM) rules determine how and where object data is stored over ime. Every object ingested into StorageGRID is evaluated against the [LM rules that make up the aclive

ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM policy

Used In Proposed Policy

| 4 Create | B Clone || # Edit | | X Remove
Name Used In Active Policy
. | 2 copy replication for smaller objects v
'®  Three site EC for larger objects <
) | Make 2 Coples

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

System Metadata Obiject Size (MB) greater than 0.2
Retention Diagram:
Trigger Day 0
) I
Duration Foraver
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4. TZ2MAUO| ILM 70| AF2E|X| QO™ 2IC| 2 HES MEHSI * Deactivate * £ MEHEILICE,

EC T2t d|gt s} chst AR} LEEFELIC
Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any obiect data). After this profile is deactivated, you can no longer use it.

5. TZLE H|EM3}st2{™ * Deactivate * S MENBILICE.
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° StorageGRIDO|AM TZIOIAUS H|ZMSIE 4= ¢l AR 2F HA|X|[7} LIEFELICE O € 0, 7HA| CIO|E{7}
O| TZLnt HZAE|0| QJOH Q7 HA|X| 7} LIEFEL|CE H[ZHMSE T2 MAE CHA| A|E5H7| o R FE
7|Ct2{of & 4= JAELICY.

Ml

M3t o3 J|FoR QuUMES I

o = =
2 AE2|X| /Ko M & ASLICE Ao
HA AAEIS] HIIOM AFEE &= Q= HHE

10)
oo g =
é
Im
r2 mn rjo
0w

w
£
N
mjo

=

A
rdo
H
rir
T
o
40
Rl
muln
>
o
of
2
0)
=.
[oR
=
QO
o
QO
(@)
@
=2
HU
|
ro
o
o
oot
r
il

Of ZfHofl CHaf

S3HIS Yded W £
o

Y oM KIS YHSIEE X EY = ASLICH XFS X[FotH H2Io| X2[XHe=
AMERLRE 717k2 2of| A X t

e ArdsS oiZe = ASLIT.

/o
bt
1A
ot
Ot
[
=o)
)14
o
flvas
k>
ot
o
=R
=1

2

ILM A S Mye o S3 ANt HEE FHE g HEZ ALEE 5= JASFLICH 0| S0, us-west-2 SH0| A
WHE s3Hzle| REMEN R ML= #AS 2AE = AFLICH I3 Ch=Z s XIF Ll H|o|E HIE
MO|EO|M AEEX] L=0f O|2{3F QEMES| SALE S HIXISI=E XS0 XA AlZtS 2[Fstet = JASLIC

FHE T W CHS XEHS TEHAL.
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* HIHE Z2|Xt E= HEHE 22| APIE A8 KIS My 3 PUT Bucket API 2 0j| CHst
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@ EU= EU-West-12| BH Q2 7FRE|X| §4&LICH EU = EU-West-1 X[ S ASSHHH H2fot
O|ES ArEdHOF BfLICt.

* M 2 ILM FM = HQEE ILM FH LHOAM AL R = FH2 MHSHAHL =EHE & ELICH

*ILM #E0M g BEHEZE MEEE SH0| ZRE FR0 T Mete Mo oy &S =7t = ASLCE
2Lt MQHE HAME KMESALE 2detste 0 SHH QLRI LMBILICE (ILM #Al0M g 1g EE =
AR LEEf 3llE FH S ANe FR L= 2= 22| APIE ARSI #AlS TS0 Yo X| g2 S

XHE 32 HRE Pl B & AL
Al

b
1 ILM * > * X|%f * & MergLct,
=] y T O

Gixf "olEl Yol LIFE B WO|X|7t LIEFELICH * XY 1 * 2 7|2 HHE BAIYLICE us-east-1, 8
A
T |

Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 -+

3. AFBSIX| fh= FHE M52 AH| of0|2S S2ELICt %.

—_

S e A £ FetE YoM AHE Sl X[HE M5t 12 otH 27 HIA|X| 7 LIEFELICE
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@ Error

422: Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:
us-test-3.
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M &I SHH LM & T 0| X| 7} LIEHIH Make 2 Copies(27i SAHE THS7]) 7t MEHEIL|CE,

ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into StorageGRID is evaluated against the ILM ruies that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot edit or remove an ILM rule that is used by an active or proposed ILM policy.

Wi Clone || # Edit| % Remove

Name Used In Active Policy Used In Proposed Policy
* Make 2 Coples v

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. Trigger Day 0
s O —
)
Duration Farever
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Create ILM Rule step 1 of 3: Define Basics

MName
Description
Tenant Accounts (optionaly selecttenant accounts or enter tenant 1Dz

Bucket Name matches all v | Value

/ Advanced filtering. . (0 defined)

T
1. 0|8 * EEO|| &l 1R 0|FS YHSLIC.

LS| A2 QAlgd = U E 49| =X E= 7|52 dF6lof L(Ct
Mame Make 3 Copies
Drescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10

k| bk
+ |+
%] [x]

Object Size (MB) j less than or equals j 100

[+] %

o] =S ALESHH LX[5h= JHME HESHA Mo &= ASLICH CkS oFof A 7212 Brand A &= Brand B7t
camera_type AFSX} HEIC|O|E Q| Zto= A E JHA|0| HZEL|CE J2{Lt O] #£2 10MBEL 22 EHE B
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Zi|of 2t HEELICt.

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
object tags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A -+ |

+ x|
Or matches all of the following metadata:

User Metadata j camera_type equals +| Brand B

+ 4
LINE]

Object Size (MB) j less than or equals j 10 :|

+ x|
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Create ILM Rule step 2 of 3: Define Fiacements

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule

Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated b Location | Add Pool coiies| 2 El_il

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

From day 365 store | forever v | m

Type | erasure coded v Location | DC1(2plus 1) » Copies | 1 -+ z|

Retention Diagram @ T Refresh
Trigger Day 0 “Year 1
e 5 ——
ez S I
i £ ——
(2plus) O >
Duration 1 years Forawver
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Placements € 11 Sort by start day

From day 0 store | forever v m

Type  replicated v Location ||DC1 || All Storage Nodes | Add Foal Copies | 2 EJE:

Specifying multiple storage pools might cause data to be stored at the same site if the pools overiap. See Managing objects with information lifecycle management for more
information
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Placements @

Fromday | 0 store | forever v

Type feplicated Y Location || DataCenter1 * | Add Pool Copies | 1 Temporary location | — Opiional - v +]

@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent less. View additional details
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b. Location * ZE=0{|A * Add Pool * 2 MEiBtLICt O3 OIS 22tRE AEZ|X| 22 ME{EL|CE,
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Fromday @ 365 - store foreverj

- | Example Cloud Storage Pool (& | "
Type | replicated j Location | — Copies | 1 =
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Type | replicated T Location “testpoolE o) ”testpool3 e} |.-$.|:I:|Fao| ‘ Copies

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.
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Type replicated A

Location || testpool £ * | Add Pool Copies | 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected
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Placements ©

11 Sort by start day
From day 0

stere | for v 10 days m
Type | replicated b 4 Loeation || cspl & Add Pool Copies | 1 |E
Type | repiicated v L it Epz oo | Add Pool Copies | 1 + %

A tule cannot store more than one object copy in any Cloud Storage Pool at the same time. You must remove one of the Cloud Storage Pools (csp1, cspZ) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10

To see the overlapping days on the Retention Diagram, click Refresh

Retention Diagram ©

Trigger

Dayo Day 10
e &y |
csp2 o
Duration 10 days Forever
* StorageGRIDU|A REMEES =X L= AH| 2 SAIROE X &= SA0 22HRE AEE|X] E0|
RHNMEES XM&Y £ AL a8iLt 0] of% |01|A‘| =2 & AXO0[, ZF YAX[of| chet At2 | 2t RS
XEg = JAEE sl 7|2te| HiX| X| &0l & & O| &2 T etsl{of ghL|Ct.
Placements ©
Fromday @0 store | far v 365 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool ot | 3
Type | replicated v Lacatian | testpooi2 | Add Pool Copies | |

QU4 Oi==7t 12 HFELICH 7210] 200KB O|5te| K| E FAlSH= 1
HEA|ELCE

Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to set the Object Size (MB) filter to "greater
than 0 2"
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Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict
Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.
® Balanced
Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible
Dual commit

Creates interim copies on ingest and applies this rule's placements later.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create Proposed Palicy | | Kl Clone | # Edit || % Remove
Policy Name Policy State Start Date End Date
' Baseline 2 Copies Paolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

Make 2 Copies (§ v Ignore

Simulate
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save fhe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this palicy the active ILM policy for the grid.

Name

Reason for change

Rules

1. Select the rules you want {o add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i = Select Rules

Default Rule Name Tenant Account Actions

No rules selected.
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MName Baseline 2 Copies Policy (v2)
Reason for change
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Select Rules for Policy
Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever.

Rule Name
® | 2 copies at 2 data centers 8
2 copies at 2 data centers for 2 years 5

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at lzast one filter Each ruls in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as objsct size).

Rule Name Tenant Account
1-site EC (4 S
|| 3-site EC 4 —
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Two-Site Replication for Other Tenants

Description: Two-Site Replication for Other Tenants

Ingest Behavior: Balanced
Reference Time: Ingest Time
Filtering Criteria: Matches all objects.
Retention Diagram:
Trigger Day 0

i w_____ [

DCz H

Duration Farever
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

!“+ Select Rules |

Defauit Rule Name Tenant Account Actions
* Isite ECEH Ignore x
3 i=site EC & Ignors »®
+ 2 copies at 2 data centers (§ Ignore x

B3]
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Default Rule Name Tenant Account Actions
@ + Isite EC lgnore x
L3 1site ECEH ignore »
v 2 copies at 2 data centers for 2 years (§ lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expecl Otherwize, any objects that are not
matched by another rule will be deleted after 720 days.
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I = Create Proposed Folicy ' | B Clone ‘ | # Edit| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Three Sites Propesed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy.

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifzcycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Site E Coding for Te tA &
ne-Site Erasure Coding for Tenant A & (20033011709864740158)
Three-Site Replication for Other Tenants & v Ignore
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ILM Policies

Review the proposed, active, and historical policies. You can create, edif, or delefe a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | B Clong | # Edit || X Remoye

Policy Name Policy State Start Date End Date
'®  Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in an:_fer. srar!:r'ng_ J'm'n the top. ﬂ’n_} po_J.ir:y's qerau!: risle must pe compns_nr.
Rule Name Default C« li Ti t Account

Make 2 Copies (§ v v Ignore
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Select Rules for Palicy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the paolicy. The default

rule applies to any objects that do not match another rule in the pol

Rule Name
Default Compliant Rule: Two Copies Two Data Centers (8
Make 2 Copies (4

Select Other Rules

icy and is always evaluated last

The other rules in a policy are evaluated before the default rule. If you need a different "default” rule for objects in non-compliant 53
buckets, select one nen-compliant rule that does not use a filter. Any other rules in the policy must use at least one filter (tenant

account, bucket name, or an advanced filter, such as object size).

Rule Name Compliant Uses Filter Is Selectable
Compliant Rule: EC for bank-records buckst - Bank of AB o » Yes
ceE
Non-Compliant Rule: Use Cloud Storage Pool Yes
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate o verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Name Compliant ILM Policy for 83 Object Lock

Reaszon for change Example policy

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
he automatically placed at the end of the policy and cannot be moved.

| 4 select Rules
_—

Default Rule Name

Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC & "4 Bank of ABC (90767802913525251639) x
MNon-Campliant Rule: Use Cloud Storage Pool (8 lgnare x
s Default Compliant Rule: Two Copies Twa Data Centers (§ 4 Ignore x
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ILM Policies

Review the proposed, aclive, and histerical policies. You can create, edil, or delefe a propoesed policy, clone the active pelicy, or view the details for any policy.

< Create Proposed Poiic B Clone @ m
Policy Name Policy State Start Date End Date
e Compliant ILM Policy for 3 Object Lock Proposed
' | Compliant ILM Policy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for S3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy Errors in an ILM policy can cause irreparable data loss

« Review any changes to the placement of existing replicated and erasure-coded objecis. Changing an existing object's location might resul in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this pelicy. If this is a propesed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rufe must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (& L {9076?2;;;10;;85281639)
Non-Compliant Rule: Use Cloud Storage Pool (5 Ignare

Default Compliant Rule: Two Copies Two Data Centers 4 v Ignore
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Before activating a new ILM pelicy

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object’s location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the tap.

Rule Name Default Tenant Account
Tenant &
X 7
men (94793396288150002349)
PNGs (8 Ignore
Two Copies at Two Data Centers (B + Ignore

2. N80 * g Z=BLCt
Simulation ILM B4 CHa} AX}7} LEEFELICE
3. Object * ZE0f| H|AE JHH|2| S3 HZ/QEHE 7| £ Swift ZAE|0|L/2QENE 0|58 &st1 * Simulate *

£ 2L,
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FHE|X| 2 HHIE XIESHH HIAX[ZF LIEFEL|CE.

: Object photosftest

Object ‘photos/test” not found.

Simulate

4. Simulation Results * Ol A 2} 7HA|7} SHIE Xl op YX|St=X| =HQlBtL|C}.

O] M = ULIC Havok.png W Warpath. jpg X-MEN &0 L2t 2M| 7t SHIEA| LK[YUESLICH E
SE/ELICt Fullsteam.png Z&GHK| b= FHHM|RLICH series=x-men AFEX} H|EFH|O|E{ 7} X-MEN #210j|
ofsf LXISHK| X2t PNG w#Al0f| 2|8 SHE=H| CHE=[ASLICE Ml 7S] FHX|7F 2= CHE &0 X347
IH20l 7|2 &l0| AHRE|X| tUSLICH

(Ep V=]

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name
Simulation Results &
Object Rule Matched Previous Match
photos/Havok.png ¥-men 8
photosWarpath_jpg X-men (8
photos/Fullsteam.png FPNGs 4

x
x
®

ILM & A[Z8|0| M| cizt of

CHS Mol = ILM M S 2-dstkstr| Tof| AlZ2|0]4510] ILM Al S 2felsh= UWHE 20
SLIC}.

ofl 1: ®|QHEl ILM B A|Sajo| Mt mff 74| 2ol

o B |

Of oMol M= Motel HHS AlZ2f|o[de mf RAlS 2elsts WS 20 FLC.

i o

Of Oi|H|0il A * ofl&| ILM ZA * 2 &= 7H2| H{Zlof Q= QAMAEE QEHME| CH3 A[Z2f|0| M| ASLICE. Of
M2 OEat 22 M 7| #2lE ZeELct

* R A 27 EARE, H3-A* 2] 22 2, H3l - a2 QEHE| T HEEL|CE
* =t F%IQ1 menu: EC objects [1 MB] = 1MBE X1}5t= JHA|0f| ZE{E NQ|st B E HII0| M ElL|Ct.
© M HW 7E2 7|2 72o|H HEE ZRSHK| 2L
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM palicy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temperary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Two coples, two years for bucket-a (& s
EC objects > 1 MB (& -
Two copies, two data centers (§ b —

£
1. 1%

o
It

Jrotn HME MESt = < AlZ2o|d * S S=IFLIC.

ILM ZX A|Z2{[0] M CHet &At7t LEEFELICE

Object * ZE0| HIAE JiK|2] S3 HZ/QLEHE 7| (L= Swift ZAE|0|{/QEXE 0|2

2 =St * Simulate *
£ &gt

Simulation 227} LIEFLED HAMO[ ot 7£]0| HIAESH ZF JiH|t LX[SH=X|E E{FL|Ct.
Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whethear ILM rules copy and place object data as intended.

Object my-bucketfmy-objeci-key or my-confainarimy-object-name

Simulation Results @

Object Rule Matched Previous Match

bucket-a/bucket-a object pdf

Two copies, two years for bucket-a (§ ®
bucket-hitest object greater than 1 MB pdf EC objects > 1 MB & ®
buckst-hitest object less than 1 MB pdf Two copies, two data centers (§ ®

Finish

3. 2k 2|7} SHHE FAO| LXISH=X| SelBtLic,

=

Of of|of| Af

a. bucket-a/bucket-a object.pdf 2 LEMEE THZISt= A HIY| 720t SHIEH| LX|[HESLICH
bucket-a.

b. bucket-b/test object greater than 1 MB.pdf O QELICt bucket-b’ X HEWY X1 AX|SHK]
SISLICH CHAl 1MBELE 2 AN E HE™SH= £ H 2lof ofs SHIEA| LX|=|JASLICE
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C. bucket- b/test object less than 1 MB.pdf NS F M2 &0 /= TEQ} LX|SHK| @O}
LE{7} el 7|2 Ao w2t BiX| ElL|Ct,

of 2: M2tE ILM S Al=o|9e o & HHEE
Of x|l M= HME AlS2f|o| 8 wf 2utE HEFSH| ?l8 #2l2| =ME HESH: WHE 20 FLIC)

Of o|of| M= * Demo * HME AlZ2l|0[dst 1 AGLICE O] M2 A[2[= = x-men ALEX} HIEIH[O|E{ 7} Q= JHKIE
H7| 98l Cr2a 22 Ml 7kX] Al Zetetct,

© W AR PNG * = 0|M BLi= 7| 0|F2 2HEYLICH .png.
B & * X-MEN * 2 HHE A 3 of ZE{0] Cigt 2K[0f2t HEEILICE series=x-men AFEX} HIEHH|O[E.

X9k #EQl * Two & & CI|O|Ef HIEf * & SAIRLICE O] #AI2 ME F &2t EX[SHX] §b= 2 E JHA2t
X[ ct.

Viewing Proposed Policy - Demo

Before activating a new ILM policy

e qn

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: new policy

Rules are evaiuated in arder, starting from the fop.

Rule Name Default Tenant Account
PNGs & Ignore
Tenant A
b & #
men & (24365814597594524591)
Two copies twa data centers (§ v Ignore

=

ChA|
1. Alg F7tstn Mg XMESt = * A|28[0|Md * & Z=IgL|CL
2. Object * ZEOf| HIAE M9 S3 HZA/LQLEHME 7| EE= Swift Z4E|0|L{/QEHE 0|28 235t * Simulate *

Simulation 2247} LIEFLE O] EA|EIL|C Havok.png M7t * PNG * 7210 LX|3H&L[Ct.
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4.

380

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object Iy

Simulation Results &

Object Rule Matched
photos/Havak png PMNGs 8
J2{Lt o FAI2 QIL|Ct Havok. png HIAE CHAO|
ZHE s 2SI &S ChA| FESHAI2.
a. ILM ZH A|=2f|0|d H|0|X|E Eoz{H * Ot
b. Mg MBI + B * g S2ELC
C. X-MEN * 745 S5°| i {2 ZL|C}.

Configure ILM Policy

-bucket/my-object-name or my-container/my-object-name

Previous Match
x
* X-MEN * 20|} &LICE
|~ 2 2Lk,

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify & saved policy using test
objects. Yhen you are ready, click Activate to make this policy fhe active LM policy Tor the grid.

Mame Demo

Reason for change

Rules

1. Select the rules you want to add to the policy

Reordering rules when simulating & proposed ILM policy

2. Determine the order in which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the

policy and cannot be moved.

| 4 Select Rules

Default Rule Name Tenant Account Actions
+ X-men (§ Tenant A (48713995194527812566) x
+ PNGs (8 — x
"4 Two copies, two data centers & — x
ES T
d. Xz * g S2shL|ct,
Al=g[o|M * 2 SEIgL|Ct.
O| 0| HAESH K= HO|O|EE Mol CHe XHE7H=| 10 AH A|Z2l|0| M Z2t7F EA|ELICE o ool L X|SH=
T2 g2 2 BAYLICH Havok . png O|H| ZiX|= G| ATHE X-MEN H|EICH|O|E] &3t AX|BHL(CE O™ YX|
2 PNG 112]0| o|™ A|Z2{|0| M0l M JHA|2t LXIMSS LIEFLICE.



Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name Simulate
Simulation Results @
Object Rule Matched Previous Match
photos/Havok png ¥-men 8 PNGs 4 o
@ M 19 HO|X|0f| U= 2R HIAE JHH[| O| S CHA| Yie T Qo] HE = MM S CHA|
AlZzfo|dg = ASLICL

off 3: MQHE ILM FHES AE0o| e f F& +F

| GiHIOfl M= HMES A|S2|0o| M8t HHo| 7

f)as

S Y5t A 28|01 E A &5hs LEE 20 UL

Of f|ofl M= * Demo * HHS AlZ2]|0[d5t 2 AFLICE O YHM2 It A= 7H*1I% j§<7| 2ot AYLICH series=x-
men AFEX} HEIH|O|E. J2{Lt of CH3H O] §HME AZ2|0]d5t= St of|7|X| 82 Bap7t AHYSLIL Beast . jpg
QEHE 0| JiHl= X-Men HIEIH[O|E] #AlS X[A[7|= thdl 7= £t LR|SHH = JHO| C|o|E MEHE
SHECt

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere iz a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name
Simulation Results ©
Object Rule Matched Previous Match
photos/Beast.pg Two copies two data centers (& *®

EIAE ZHA| 7 MOl of| & &l af LX|SHK| QoM FHO| 2t FAIS HASIL RFRE +8H{OF LTt

EHA|

1. Y™ zp Fxlof| Chsh w4 0| F = AMIS FE oto|2 & 221610 72| BFE gelgutt (4 #2I0| A==
CHet &FAf

2. Ao HHUE AF, Bx Azt BEHEY 7|1ES HELLICHL

O CfIM|ofl A X-MEN T+%!2| HIEHH|O|E{0ll= @F 7} EotE|0f L SLICH HEIHO|E Q] 22 "x-men” CHA! "x-
men1"2 AL UELICE
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X-men

Balanced

Ingest Behavior:

06846027571548027538

Ingest Time

Tenant Account;

Reference Time:

Filtering Criteria:

Matches all of the following metadata:

equals ¥-men‘

Series

User Metadata

Retention Diagram:

Trigger

Day 0

O

»

All Storage Modes

Forewver

Duration
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(L=
V. HRE FAIS Meteln - B - 2 2L
v ERE HEE s 2 2L
Vi ILM > < A - 2 Mersh |t
Vi, HIOHEl HAS Mestn + M ¢ 2 SBL|Ct
vii. £ FHg Meeln - ®Q v 2 st Ok < M 2 S

4. A|[22|0|M S CHA| et Ct.

@ TAS HESH| /3l ILM ZA HO|X|of| M BHARHT| 2 0i ool Al=2{|o]d0] &= et A7t
O &f HAIZ|X| GLICt. 9‘=”‘*'E°I 0|2 CHA| sliof Lt

O] Bl M= =X El X-MEN #210| O|X| 2f LX|BLICt Beast.jpg Ol 7|ESH JHH| series=x-men AFEX}
H[EFH| O B (A |c>|-|:!)

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-containerimy-object-name
Simulation Results &
Object Rule Matched Previous Match
photos/Beast jpg ¥-men § o
ILM &% 2t ot
ILM &2 HIQHEl ILM FXof| Z=715t, HMS A[Z8[0|MotL, FMOo| o2 ZS5t=X|
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UTE M Y HMS 2H6IS J|CHRILIC

* Hlo|H 554 £ WFES =0l= S HES= R HE A0 FA| HEEHLILE oS S0, 271 SAt=
A T 370 SARE A0 ZetEl M YME 2dolstH H0IE S540| 71522 siE FH0| Al
THELCH

‘ E1I0|E1 S5YO|Lt LI7H0| Mot +~ U= YMS HESHH B = J2|E L EE AEY o= US W7HX| of2{¢t

B A0 HEE|X| @SLICE OIS S0, 370 ZR|= & il 271 =R|=2 F2= AEdt= M FHS
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A Warning

Activate the proposed policy

Errars in an ILM palicy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

Ao cist 7|2 20| JHNIE ST X2 RXISHK| ¢= 22 F1l HAIX|O ZEZET} LIEFELICY. Of
OiFlof M 2E CHo]o{ a2 7= #£l0] 2 20 JHHIE é.ﬂl h_ WS 20 FLICh FMO| THE &1t LK|SHK]
o= MHlE 23 20f| StorageGRIDOIM HMAE S Q1 5t2{H HAE U0l * 2 * £ =8HOF LTt
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2.

A

21t

Jlot

A Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this policy does not retain objects forever. Confirm this is the behavier you want by referring to the retention

diagram for the default rule:

Trigger Day 0 Year 2
= [
Dc2 [.11
Duration 2 years Forewver

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after

Are you sure you want to activate the proposed policy?

ol * 2 Z2stLct,

M ILM EHo| 2 dstEl B2

- B2 LM & Ho|X|2| Fojl ZA HH Alelet g

|

IL|

=Nt 8 A[ZHS LIEFRLICEH

M Policies

years.

H EAIEILICE. Start Date(A% 2t 252 FH0| st

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create F'roposedF'oIic:y”l’i Clone | # Edit | | ¥ Remaove
Policy Name Policy State
*  New Policy Active
" Baseline 2 Copies Policy Histarical

0
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Start Date End Date
2017-07-20 18:49:53 MDT
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° * CBID *: StorageGRID LHO|A] 7HA|2] 19 AlHRFQILIC ZEAF 230 A 7HH|2] CBIDE 7tME
U&LIC}H CBIDE 25 CHEXIZ Ql&dstL|C},

- *S3 82 % QEHE 7| *: S3 QE{HO|AE S8) o=
QUEE 7| XES AGOIY QEMES Xt Al BiLICt.

4d=

-

° * Swift ZE|0|L] ! LEME 0| *: Swift AIE{H|0|AS Sl 2LEX| R S2to[d
OHZ2[A[0]40] ZIH[0|] 5! QEHE 0|8 =S A3t LEMEES K&t *'“E“E*LIEF.

2. ILM * > * 7§H| HE}|O|E| =3| * = MEHStL|C},
3. AEXt* HEO]| JHAH|Q AlEX

UUID, CBID, S3 HZl/QEHME 7| EE= Swift ZH|O|H/QEHME 0|22 2T 4= JUSL|CE

Object Metadata Lookup

Enter the identifier for any object stored in the grid to view its metadata.

|dentifier sourceftestobject Look Up

4. 38| & 2Bc
W BIERE0|E] 2| Z 7t LIEFEILICE O Ho|X|ol Tk S&ol B vt LIRELICH

° M| ID(UUID), Z4x| O|F, ZAEI0| O| &, HI'HE A|H 0|F L= ID, M2l =2[H 37|, 4K E XS ddet
=N S AIZE RIS ObX2te 2 ot I S AIZHS HIRSH A| AR OBt OfE

° |2t AZEE ZE ALE X HIEHO|E 7| g & LICt.
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° SHE QEME SAES R 2 SN2 oix AEE[X] YX[YLICE
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—===

- S29C Amelx| 80| QUHE SAE0| 9 92 {20 0| X 2UMEC] 1R NEXE HixH

© 23E QUEE 9l [} IIE QUFEC| A2 N|IHE Auxt 3 HolE 27|12 E3 QUEE HIHE
S20lLict AIPIE D] 1007HE A80IL CesES 25 H2 100716l AIBES FAEI,
* H2|E|X] e L AE2|X| WAl BE QUEE HlEK0|E] 0f RA| HIEIHIOIEoS YRIXRE Y2|x7tX|

FXIEX] b= LR A|AE HIEHH[O]E{ 7} EE | Ct.
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St

386



System Metadata

Object ID

Mame

Container

Account

Size

ATZ2ESEFF-B13F-4905-9E9E-453T3FEETDAS

testobject

source

t-1582139188

524 MB

Creation Time 2020-02-19 12:15:59 PST

Maodified Time 2020-02-19 12:15:59 PST

Replicated Copies

Node
9997
99-99

Disk Path
ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
fvarflocalirangedb/1/p/12/0A/00nMBHS [ TFEoW28ICXG%

Raw Metadata

“TYPE":
“ICHND ™ 2
"MAME™ :
"C8ID™:
"PHHD" 2
"PPTH":
"META":

"CTHT",
"AlZE9EFF-B13F-49095-9E9E-45373F0ETOAE",
“testobject”™,

"exSB23IDEVECTCIRALL1E",
"FEABAES1-534A-11EA-9FCD-31FFERCIB056",
“source®,

P
L

"BASE": {

"PAWS": =27,

. A7t SHHE 91X E= AX[0] MHE[O] A SHIE FEO| SARZIX| =lg|ct.

®

A S40] 2BHE 22 ORLM A 74| 53 BIAIXION ChEt 244 218 DL 25

A
e
UAELICH ORLM ZEAF HIAIX|= ILM 7t T2 M|A Q| AEHof| CHSt XMt HEE HSE 4

UXIZE JHA| SIS HHX] Hetd L= ILM FMO| b -Hoj| Chet 2= MY = l&LICH

7 HILSHOF LI XEMISH LIE2 ZHAF HIAIX] O3fiofl TSt HEE HZSHUAIL.

oHE e
"HAF2OS AERILCH

"S32 ALt

"SwiftS AFERLICH
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
Reason for change:  new policy

Rules are evaluated in arder _starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 ®  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code |a ger abj

AIHE ILM B4 s S ILM B0 AFSE|E TS BEE & lgLch thil ol2f8t 742 22 =xstn 32
S ZALES WRs ASOR HA 2 ISLIC F8 StorageGRID B 10,3 O/H0| M8 T ILM 74

(AP 27H BHS7]) X LM A2 HAE 4 it

@ HHE #AS 24 ILM Aol =715t7] Hofl ZHA[2] x| XS HESHH A[AH>| 2547t Sote o
UACH= ol FolStHA2.
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ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

&= Create | | # Edit | | Bl Clone || ® Remove

Name Used In Active Policy Use-d — 3T
Policy
| Make 2 Copies v v
| PNGs v
“  JPGs
 ¥-men v

ILM & HE OtHAE 2O

Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)

Bucket Name contains | azo1

/ Advanced filtering.... (0 defined)
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
Reason for change:  new policy

Rules are evaluated in arder _starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 ®  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code |a ger abj

#HH e

"ILM & 2tEI|"

"ILM Ao A D5 EE AFE"

ILM 7% 2|

HQHEl ILM B = 2 ILM ol ALRE|E FAlS HEY 4 giaLCh thAl RAlg 22 =2xstn 22 =H|E
HAES TQH HZ NYUS Y 4 USLICH 13 O3 U A2 HokE HHoIN 2 FAE M D 4FE

HHOZ HiE 4 QUELICE StorageGRID ™ 10.2 O|5HE ALESHY ILM #AI2 MAMTH 20| = s 742 S
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ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or
proposed ILM policy.

&= Create | | # Edit | | Bl Clone || ® Remove

Used In Proposed

Name Used In Active Policy Policy
| Make 2 Copies v v
| PNGs v
“  JPGs
 X-men v

2. BH|E ILM FXI8 MEHstD * Clone * 2 22/%tL|Ct.
ILM & S 7| OFHARZE S EIL|CE
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NetApp® StorageGRID® Heip ~ | Root + | Sign Out

Dashboard " Alerts - MNodes Tenants ILM ~ Configuration - Maintenance - Support -

Dashboard

Health @ Available Storage @

4

Data Center 1 5
No current alerts. All grid nodes are connected. OVera” E '
Used
Information Lifecycle Management (ILM) © '
Data Center2 5
Awaiting - Client 0 objects B '
Awaiting - Evaluation Rate 0 objects / second
Scan Period - Estimated 0 seconds B 29 TB

Protocol Operations @ Data Center3

S3rate 0 operations/second 1§ Eree
Swift rate 0 operations / second 5

J2|E 22|XH= StorageGRID A|AEI0| S3 QEHE XIS MHstD Sotk|= ILM HMS
T5t0 EX S3 A QEMETL X|™E A2t SOt A = HOMX| IEE o

OIA|__||:|-

S3 2B E F20[2 FoLI7I?

StorageGRID S3 2EHE Z2 7|52 Amazon S3(Amazon Simple Storage Service)2?| S3 QEHE Zt3 1t
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StorageGRID with S3 Object Lock setting enabled

StorageGRID S3 tenant

Bucket without 53 Object Lock Bucket with S3 Object Lock
Objects without Objects with
s3 client retention settings retention settings

application

Objects without
retention settings

StorageGRID S3 REHE Z3 7|52 Amazon S3 8 £+ ZE0| 435H= Y BEE REE HIEL|CH
J|2xoz HSEl JA| I:|-|7<1o AHEXt7H HO{ ML AA|E 4~ I &LICH StorageGRID S3 2EHE &Z 7|52
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x
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: Review considerations for
Grid 53 Object Lock <

Administrator

Is
default rule in
active ILM policy
compliant?

Create new default rule
that keeps at least two
copies forever

l

Enable global | Create new proposed
S3 Object Lock setting ¢ ILM policy and activate

v

Maintain compliant ILM
rules and ILM policy

L 4
Review considerations for
using 53 Object Lock

Tenant User

Is the global 53
Object Lock setting
enabled?

Contact Grid
Administrator

Create bucket with 53
Object Lock enabled

v

Add objects and specify
object-level retention
settings

v

As required, change
retention settings

J2|c ma| &

=

AZ 22 Clo|oj 2ol EA|E! KT, 12|= 22|X= S3 HUE AL S3 QERIE EH22 AMSH| Mo
CIEat 22 7 7HK 52 &2 HYS +doHoF HLcth.
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+ Create | | B Clone | | # Edit | | ¥ Remove

Name Compliant Used In Active Policy Used In Proposed Policy
= | Make 2 Copies ' +
'®  Compliant Rule: EC for objects in bank-records bucket J

' 2 copies 10 years, Archive forever

() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes I
Tenant Accounts: Bank of ABC (94793396288150002349)
Bucket Name: aquals 'bank-records’
Reference Time: Ingest Time

M S3 EHME FHz d¥S Sdost{H &y ILM Mol 7= ?PS!OI EE| =X 2elsljof gfLc 78 &4
A2 83 REHME HF0| &ydstEl F HIO @7 Atdut AN 7 E7t SdetE 7|E KIS 2T MEE
RS ESELIC

* SRIE QEME SARE 274 0|4t = AR 2 FARE 170E Mgl ghLCt.

* Ol2{et SHE2 BiX] XIHoIAM 2t e TA| 7|2t SO AE2[X| =E0f| A0{0F BfLICE.

- QUEHE BAES 229C AER|X| B0 HEY 4 gLt

+ QUEME ZAZ2 0F710| LE0j| KA 4 YALIC

* XA ok Z9| HiX| XIH2 * Ingest Time * & 7|& AlZtQ 2 A3t 00l AlZfSHOF LTt

* HOo{k ot £ HHX| X[H2 SRD| A0{0F LT

OlE S0 0| 22 S3 REHE Fz0| 2FE HA @7 AdE SEYLICL O] MZ2 Ingest Time(0)0ll A
"Forever"Z SX|E QEHE A= 270E MEELICH. LEMEE £ H|0|E HE Q| AE2[X| 20| MEELICH

Description: 2 replicated copies on Storage Nodes from Day 0 to Foraver

Ingest Behavior: Balanced

Compliant: Yes

Tenant Accounts: Bank of ABC {94793396258150002349)

Reference Time: Ingest Time

Filtering Criteria: Retention Diagram:

Matches all objects. Trigger Day 0

o 0
pcz ﬁ b
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = §$3 ObjectLock @ |+ Region +  ObjectCount@® = Space Used @ = Date Created =

bank-records v us-east-1 ] 0 bytes 2021-01-06 16:53:19 MST
1
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53 Object Lock Settings

Enable S3 Object Lock for your entire StorageGRID system if 52 tenant accounis need to satisfy requiatory compliance requirements when saving object data. After this setling is enabled
it cannot be disabled.

$3 Object Lock

Before enabling 53 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with S3
Object Lock enabled

« It must create at least two replicated object copies or one erasure-coded copy.
« Thease copiss must exist on Storage Nodes for the entire duration of each line in the placemeant instructions.
» Object copies cannot be saved on Archive Nodes.

= At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
= Atleast one line of the placemant instructions must be "forever”

| Enable 53 Object Lock
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The 53 Object Lock setting replaces the legacy Compliance setting. When this sefting is enabled, tenant users can create buckets with 53 Object Lock enabled.
Tenants who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objscts with information lifecycle management for information.
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannof disable 53 Ohbject

Lock after it has been enabled.
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422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM policy is not compliant.
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@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.
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Edit ILM Rule step 2 i 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sortby start day
From day ] store | forever v |_|
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 + x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh
Trigger Day 0
Storage PoolDC1 C E—
Rt eenes () —
Duration

Farever

1 3 £
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Create ILM Rule step 2 of 3 Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v

Placements & 11 Sortby start day
From day 0 store | forever v m |—:
Type | erasure coded v Location | All 3sites (Bplus3) » Copies | 1 + =

Retention Diagram & 2 Refresh

Trigger Day 0
All 3 sites.
16 plus 3) ) e

Duration Forever

=1 1
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |

Default Rule Name

Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:
Object Size (MB) j greater than j 0.2 -+ x
x

Cancel Remove Filters
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Create ILM Rule step 2 of 3: Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Two replicated copies

Reference Time Ingest Time v

Placements & I Sort by start day

From day 0 store | forever v. m |_ ETHO |

Type | replicated ¥ Location | Dcz Add Pool i 2 + | %

Copies

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram @

 Refresh
Trigger Day 0
— W [
Dc2 ﬁ [ b
Duration

Foraver
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test

objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows.

policy and cannot be moved.

| 4 SelectRules

Default Rule Name
EC only objects > 200 KE(§

v Two replicated copies (8

The default rule will be automatically placed at the end of the

Tenant Account Actions

lgnore ®
Ignore ®
Cancel
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals +| image

e Lo
|l

+ [+
x| [x

Object Size (MB) j greater than

[+] %

Cancel Remove Filters

Of A2 FHMo| R i FAlo =z M2 AR 2 HiX| X[AH2 200KBECH 2 0|0 X|of| 2F HEEL|Ct.

EC image files > 200 KB

Reference Time Ingest Time v

Placements © U1 Sort by start day

Fromday | 0 store | forever v m —|

Type | erasure coded v . Location | All 3sites (2plus1) v . Copies | 1 E x
Retention Diagram @ T Refresh
Trigger Day O
7 S
(@ piee) ) >
Duration Forever
€ S0 ILM 4] 2: LIHX| 2= 0|0|X] mpLofl Chsl 37H2| SAH2 S SHIRfLICH

Of oAl ILM #+Al2 115 EE{”RIS A3t O|0[X| el s SHSt=S X[FeLct.

% Fo ol ™| 2t
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Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image x
x

Cancel Remove Filters

Mol K My 72[0] 0|0 200KBELt 2 0|0 K| T ap LX|7| 2 0i of=2{et BiX| X|E 2 200KB 0]5t2| 0|0]X|
mhof 2t HEELICt.

3 copies for image files

Reference Time Ingest Time

Placements & 1t Sort by start day

Fromday @ o store | forever v |

Type | replicated Y| Location “[)01 |[Dc2 < | D3 * | Add Pool Copies | 3 + x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram @

2 Refresh
Trigger Day 0
bex 0 —
oez £ ——
= £ I ——
Duration

Farever
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Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time A
Placements @ I Sort by start day
Fromday | 0 store. | for v 3652 days [ Bemeve|
Type | replicated ¥ Location || Det || pc2 ~ || DC3 | Add Pool Copies | 3 + | %
Specifying multiple storage pools might cause data to be stored at the same site if the pools overap. See Managing objects with information lifecycle management for more
information
Retention Diagram @ & Refresh
Trigger Day O Day 3652
pe1 3 e
pcz CA| =
e S ——
Duration 3652 days Forever
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v | 730 days m

Type | replicated ¥ | | ocation ‘ DC1 ~ |[DC2 * | Add Pool copiss | 2 + =

Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more

information.

Retention Diagram & 5 Refresh

Trigger Day 0 Year 2
e wl________
pcz Cﬁ i
Duration 2 yaars Forewver
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default  Rule Name

Tenant Account Actions
J Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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Strict ingest to guarantee Paris data center

Description: Strict ingest to guarantee Paris data center
Ingest Behavior: Strict

Tenant Account: Paris tenant (25580610012441844135)
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3

Retention Diagram:

Trigger Day D
REk it ] I
) I
Duration Forever
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2 Copies 2 Data Centers

Description:

Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger

DC1 (Paris)

DC2 (us)

Duration
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest
Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.
2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or deleie a proposed policy; clone ihe active policy; or view the details for any policy.

+ Create Proposed Palicy | | Ei Clone | | # Edit || % Ramove

Policy Name Policy State Start Date End Date
‘s Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT
| Baseline 2 Copies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
; ; Tenant A
One-Site Erasure Coding for Tenant A (8 (49752734300032812036)
Two-Site Replication for Other Tenants (§ v lgnore
=
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Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle managament for more information

Review the rules in this policy. If this is a proposed palicy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaiusted in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
Vi DI BRI DU for T (49752734300032812036)
Three-Site Replication for Other Tenants (& 4 Ignore
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region + ObjectCount@ = SpaceUsed @ = Date Created =

bank-records g us-east-1 0 0 bytes 2021-01-06 16:53:19 MST

2 2 ZE KA FItEl= 2 QENE 5l QENE HHM of CHsf CHS 2fS ME-LICH retain-until-date
% legal hold 3.
ZF i Kofl chot M- LTt Ol &l 2%
retain-until-date "2030-12-30T23:59:592" (20304 12& 30%)
ZE IHK| HEOll= DR HHMO| JELICH retain-until-date &4, 0]
M2 52 5 UAX[T &Y = QUELICt

legal hold "OFF" (21} 8§13)
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HZE 7|2t SOt AXIEX| 7HA| HEOf| et HA X|ZE ™ALL kgt &~
USLICE JHNI7t HAE SH Xtz B2 Q1 H 2, 0| A0 7HHE AtHje
4= QI&LICt retain-until-date Ol EEHHSL|C
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$3 REME TZ0i Chet ILM 2] 1 0f|: H{2! X7t U= M| 2 Z2H

Of ILM 7#%! 0ofl= Bank of ABC2t= S3 EHIIE A FHo| 2t HEELICt 2 2= M2t LXIRLIL bank-records
MH 2YS A8t = AN 2Y S AHE5I0] 671 0|&2| 3 AX| 2Y Z2ZES AFESHY 3712 Ci|O|E HIE] AFO|E0H|AM
AEE|X| B0 REXMES MEYLILE 0] 7212 83 REHNE FHZ0| ¥ & H2lo 27 Ates SFELIL. &,
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Create ILM Rule step 1 of 3: Define Basics

Tenant Accounts (optional)

A F9
SERNE
HHX|
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Uses §+3 EC across 3 sites

Bank of ABC (20770793806808351043)

/ Advanced filtering. . (0 defined)
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Compliant Rule: EC objects in bank-records bucket - Bank of ABC

| bank-records
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Edit ILM Rule step2 of 3: Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time

Placements @

Fromday @ 0

= | store | forever j

3

It Sort by start day

Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :| + | x
Retention Diagram & 2 Refresh
Trigger Day 0
i CE
(s plus 2 %‘j >

Duration

S3 QEHE FZ0i| LS ILM 7%l 2 0f: H|E 4 714

O] ILM 7#&l2 X220 F 71O EX|El QENE =il

===

Pool0il 5tLte| SAF20] H3 MZEELICE O] #%]2 Cloud Storage Pool2

Farewver

oo | oa [ on

2 AER|X| L=0f §EEL|Ct 10| X[LHH Cloud Storage

Ar25H7| 20 S3 Object LockO|
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Create ILM Rule step 1 of 3: Define Basics

Mame Mon-Compliant Rule: Use Cloud Storage Pool

Description DC1 and 2 for 1 year then move to CSP

Tenant Accounts {optional) @ Select tenant accounts or enter tenant IDs

Bucket Name matches all v | Value

/ Advanced filtering. (0 defined)
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=ENEL A7 A2t
b %] + 0T, GO|E] MIE| 19] AER|X| S0 HH|E 2AHR 274S RAI3tD

365 St Ci|o|E MIE 28 RX|ELICE

r

HL
e
ot

H 20f|l= S| E SAH2 SHLIE Cloud Storage Poold| &+t
FLICE

S3 QEHE TFof Ciet ILM & 3 0: 7|2 &

O ILM T#&| ollofl M= QEHME H|0|EE F OI0|E MEQ AEZ|X| EZ SAELICL O] #E &4 FAI2 ILM HA9|
712 A AAERSLICE O] =E0i= EEVF ZeE|0] UAX| 2 S3 REHE HZ0| AFE H3lo 27
MEE SZYLICL &, IngestE 7|1E ML Z AIESHH REME FALE 271E 0RE /UMK 2E2|X]| =0
Haketuct.

& "ol Ofl x| 2k

& 0|5 712 8 & & EAHE 271 0[] Al
HHE AE XZ=X] 42

EEAE XEEX| 2

g EHEEY INESI=PNRT =

430



Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Cescription 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts (optional) Selecttenant accounts or anter tenant ID2
Bucket Name matches all |:| Value

/ Advanced filtering. . (0 defined)

| conce | e

Xl Mo Ol | 24
EHE Azt =T A
HHX| 0YMEE F7, SHEl SAH2 & 7 |X| - StLt= C|O|E MIE 12| AEZ|X]

Lo, CHE Stit= HIofE ME 29| AE2|X| ==0f JSLICE

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It sort by start day

Fromday | 0 = store  forever j Add ]

Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :| + | X
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
Retention Diagram @ i Refresh
Trigger Day 0
L 0 I >
[_)"a:!:a'if';é:;t:er' 2 ﬁ B
Duration Forever

$3 QEHE HF0f et 7 E4 ILM FH of
S3 Object Lock0| B E M0 Tl HHE ZSto] A|AHIQ| E% HHE 212HH
L|ct O
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it Iater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM policy for 53 Object Lock example
Reason for change Example policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-compliant rule without a filter) will
he automatically placed at the end of the policy and cannot be moved.

i.+ Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC @ v Bank of ABC (90767802913525281639) x
MNon-Compliant Rule: Use Cloud Storage Pool B Ignaore i

"4 Default Compliant Rule: Two Copies Two Data Centers (0 4 Ignors x
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Create High Availability Group
High Availability Group
Mame HA Group for LE

Description HA for FabricFool foad batancing

Interfaces

Select interfaces to include in the HA group. Al interfaces must be in the same network subnet.

| Select Interfaces

Node Name Interface IPv4 Subnet Preferred Master
DC1-ADMA eth{ 10.96.98.0/23 -
DC1-G1 ethd 10.96.93.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet, 10,9598 0723, All virtual IP addresses must be within this subnet. There must be at least
1 and no more than 10 virtual IP addresses.

Virtual IF Address 1 10.96.98.1| | i
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Create Endpoint

Endpoint Binding Mode
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Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.
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Create bucket

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

fabricpool-buckeq

Region @

us-east-1 v

Cancel Create bucket
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O| Ol FabricPool E2{% 2F0= Hete +~ = HEXI E2i Roa MEE = A=A 7
LIEE|0] QASLICE A ZHo| E2fr R 8l 22 AH8AIe EF 27 AHgE 7|8 = §fLdt.

Edit Traffic Classification Policy "FabricPool"
Policy
Name @ FabricPool

Description (optional) Limit traffic other than FahricPool

Matching Rules

Traffic that maiches any rule is included in the policy.

!-l- Create | | # Edil || X Ren
Type Inverse Match Match Value
Endpoint e FabricPool (hitps 10443)

Displaying 1 mafching rule.

Limits (Optional)
4 Create | # Edil | ¥ Remove

Type Value Units
Concurrent Read Requasts 50 Concurrent Hequests
Concurrent Write Requests 15 Concurrent Hequests
Read Reguest Rate 100 Requests/Second
Write Request Rate 25 Requests/Second
Per-Request Bandwidth In 2000000 Bytes/Second
Per-Request Bandwidth Out 10000000 Bytes/Second

Displaying & limits.
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Traffic Classification Policies

Traffic classification policies can be used to identify network traffic for metrics reporting and optional traffic imiting.

i_+ Create | | # Edit | | ® Remove | i Wetrics

Name Description 1D
®  FabricPool Limit traffic other than FabricPoo! 587153b2-7cf2-44b9-af5c-694ebbdda2ch

Displaying 1 traffic classification policy.
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