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DC1-51 (Storage Node)

Overview Hardware Metwork Storage Chbjects ILM Events Tasks

Mode Information @

Name 0C1-51

Type Storage Maode

1D LbfeThd4-abdd-467e-b856-bfel%abchbak
Connection State " Connected

Software Version 11.4.0 (build 20200328.0051.26%9ac98)
IP Addresses 10.96.101.111  Show maore +
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DC1-ADM1 (Admin Node)

Cverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name DC1-ADMA
Type Admin Node
1D T11bTh9b-8d24-4d9f-877a-be3fadac2Ted

Connection State «* Connectad
Software Version 11.4.0 (build 20200515 2346 8edchbf)
i HA Groups Fabric Pools, Master |
: IP Addresses 192.1685.2.208, 1D.224I2.2i}8. A7 472208, 47474219 Show more +

*HIPFANEES P FA LEQ IPv4 2 IPvE A2 QIE{H[O|A OHE S HE{H * Show More * £ S2/gtLICE
° Eth0:d2|E HEY3
° etht:

° eth2: 22I0|HE HER 3
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BEAELICH 7t MR HE 8 HE =X 2e{H 2E 0|FS S=HAIL.

Alerts ©

Name Severity € Time triggered  Current values

Low installed node memory

, . € Critical 18 hours ago Total RAM size: 837 GB
The amount of installed memeary on a node is low
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SI=RI0 Eoll= 2 .==2| CPU AFE & A HIZ2| AFEE, 0{E2t0| 20 tHet =71 =90
HE7F BA| L.

DE Lo ol st=fo] 0| EAIELICE


https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-current-alerts.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html
https://docs.netapp.com/ko-kr/storagegrid-115/monitor/viewing-specific-alert.html

DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Evants Tasks
1 hour 1 day 1 wesk 1 month Customn
CPU Utilization & Memary Usage @

30% 100.00%
5%

75.00%
0%

50.00%
15%

0%

13:50 14:00 1410 14:20 14:30 14:40 13:50 14:00 14:10 14:20 14:30 14:40
== |tilization (%) = |Jsed (%)

CHE AlZH ZHH S HAISHH XHE = 1 al

UHOZE A2 7tstt HEE BAY & JASLICL T 2 AIZHHRIE X-HE = U= AKX
olAL|C}

AN H .
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Memory Usage ©

100.00% c
2020-05-20 14:08:00

75.00% = Used (%) 44.70%

— Used: 11.30 GB

S0.00% = Cached: 6.55 GB
= Blffers: 14256 MB

25.00% = Frag: 7.2BGB

' = Total Memory: 25.28 GB

0
13:50 14:00 14:10 14:20 14:30 14:40
== | [zed (%)
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DC1-51-226 (Storage Node)

Cverview Hardware Metwark Storage Cbjects (LM Events
1 hour 1 day 1 week 1 month 1 year Custom
Network Traffic
100 Mbps
20 Mbps = !
VIO |'| | : || ||
&0 Mbps Ve | | .'| M | b — | i [| |
O O e R e T . /A
40 Mbps '| I'—-- | I | e —| ! I] [ 1 |___! = |
J N 1l | = | | .
20 Mbps | | ] L | r
0 bp=
13:30 13:40 13:50 14:00 1410 14:20
== Received Sent

Metwork Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
ethl 00:50:56:A8.2A.75 10 Gigabit Full Off Up

Network Communication

Receive
Interface  Data Packets Errors Dropped Frame Overruns  Frames
ethl 738858 GB HY 904587345 FJ 0 E§ 14340 0 o T
Transmit
Interface  Data Packets Errors Dropped  Collisions  Carrier
eth0 677555 GB [ 465715998 H 0 5 0 Mo 0 5 |
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J

AERIX |2 2E &, Zf AIO|E 3 FA| 2| =0f Cho EAIELIC.
AEE|X| AHE 2z

AEE|X| LB, 2t AO|E 8l HA| O2|=9| F2 AEZ|X]| o= AlZH Zotof 2} QEME H0|E 8l LEHE
HIEIH[O|E{ 0| AHE &l AE2|X| 0| EA|E et otE LTt

== = [ =] [
@ AO|E = T2|E9] & o= el 2o 20| 2[4 58 S¢t BAE HERI0] gl= =20t
EE| K| GiELICt.
DC1-5N1-99-88 (Storage Node)
Overview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 week 1 menth Custom
Storage Used - Object Data Storage Used - Object Metadata
100.00% 100.00%
75.00% 75.00%
50.00% 50.00%
25.00% 25.00%
0% 0%
16:10 16:20 16:30 16:40 16:50 17:00 16:10 16:20 16:30 16:40 16:50 17:00
== Used (%) = sed (%)

Disk Devices, Volumes 2! Object Store E|O|2

HE =E=9| L Storage "0l ==9| C|A3 C|HIO|A 8 &0 Cigt MR YE7F Zete|0] JSLICH AEE[X]
Lo 22 QENE HEA HO[E2 2 AEE[X| ZE0I Ciet BEE HI LIt
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Disk Devices

Mame
croot{8:1,sdal)
cvloc(8:2 sda2)
5dc(8:16,sdb)
5dd(8:32,sdc)
sde(8:48,5dd)

Volumes

Mount Point

/

fvarflocal

Mvarflocalrangedbif

fvarflocalrangedb/1

fvarflocallrangedbi2

Object Stores

1D Size
0000 107.32 GB
0001 107.32 GB
oop2 10732 GB
2 "HE
||Id

World Wide Name 1O Load
N/A 0.03%
NIA 0.85%
NIA 0.00%
N/A 0.00%
NIA 0.00%
Device Status Size Available
croot COnline 21.00 GB 14.90 GB
cvloc Online 85.86 GB 84.10 GB
sdc Online 107.32 GB 107.18 GB
sdd Online 107.32 GB 107.18 GB
sde Online 107.32 GB 107.18 GB
Available Replicated Data EC Data
96.45 GB 250.90 KB T8 | 0 bytes
107.18 GB B 0bytes o9 | 0 bytes
107.18 GB B 0 bytes 9 | 0 bytes

M a2|=of ohet AER[X] & ZLIEE"

"2 AEE|X| LEQ AEEX| BT ELIEE"

"2t AEE|X| =0 CHaH 24 K| H|EFH| OB E7F ZL|E{&"

O[HIE B & 7|

Ot E &01l=
=7F EAIEL|CE

O|HIE
EY L0l =
O|HIE &Ho| H&

1I7f

AME

HER3I 2Fet

B2 2= L0f Chall EAIELIC.

Read Rate Write Rate
0 bytes/s 3 KB/s
0 bytes/s 58 KBls
0 bytes/s 81 bytes/s
0 bytesis 82 bytes/s
0 bytes/s 82 bytesls
Write Cache Status

g | Unknown

3 | Unknown

9  Enabled

H5 Enabled

T  Enabled

Object Data (%) Health
B 0.00% Mo Errors
£ 0.00% No Errors
] 0.00% Na Errors
E= Zoff Of

Z2 QRS ZOI0] 20 tigh A[A”R QF

= 3% oItHIE Ha MB*M ZH|Ofl THall XEM|S] 2ot= 4= U
otod ZH| 9 XY = UJELICH

LIt 7l X3 MM =

E
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Events ©

Last Event Mo Events

Description

Abnormal Software Events
Account Service Events
Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events
I/O Errors

|IDE Errors

|dentity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events
Metwark Receive Errors

Metwork Transmit Errors

Mode Errors

Qut Of Memaory Errars
Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

System Time Events

Count

B EEEEEEEEEEEEEEGEEEEERE

Reset svent counts (9
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Cwverview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot
Maintenance Mode
Places the appliance’s compute controller Maintenance Mode
into maintenance mode.
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DC3-53 (Storage Node)

Owerview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

* Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

@ 712 22| EE MREEY R MH[ATF SX|=|H HetR KoM Grid Managerd| CHet HZO|
LAHO 2 BHCHs 2l T} &R|7} LIEFE L L,

5 mZH|NY ASE Qadstn * OK * E Za2lstL|C}.
6. LI HEEE uintX] 7|CHEIL|CE,
MH|ATE SRE|= O 2kZto| A|Zto] ZE £ Q&LICE.

LEVHREE S B2 == To[X|9f 21Z50] 2 M Oto| 2 (Zt2[Xt Of2H)0] EAIELICH. ZE MH|ATFCHA|
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DC1-51 (Storage Node)

Overview Hardware

1.00Bs
0.75Bs
0.50 Bs
0:25Bs

O EBs

Netwaork Storage Objects

1 hour

53 Ingest and Retrieve

09:50 10:00 10:10 10:20 10:30

== |ngest rate == Retrieve ra

Object Counts

Total Objects
Lost Objects
53 Buckets and Swift

Queries

Average Latency

Queries - Successful

e

Containers 0

10:40

574 milliseconds

12,403

Queries - Failed (timed-out) 0

Queries - Failed (consistency level unmet) 0

Verification

Status

Rate Setting
Percent Complete
Average Stat Time
Objects Verified

Object Verification Rate

Data Verified

Data Verification Rate
Missing Objects
Corrupt Objects

No Errors

Adaptive

0.00%

0.00 microseconds

0

0.00 objects ( second
0 bytes

0.00 bytes / second

0

0
Corrupt Objects Unidentified 0
0

Quarantined Objects

e

HHE

"S32 AtEELCH

"SwiftE AtgtL|CH

18

ILM

1 week

Events Tasks

1 maonth

1.00 Bs
075 Bs
0.50 Bs
0.25Bs
0Bs

09:50

== [ngest rate =

Custom

Swift Ingest and Retrieve

10:00

Retrieve rate

10:10

10:20

10:30

1040
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DC1-51 (Storage Node)

Overview Hardware Metwork Storage Objects ILIM Events
Evaluation

Awaiting - All 0 objects e |

Awaiting - Client 0 objects |

Evaluation Rate 0.00 objects / second T3

Scan Rate 0.00 objects / second T3

Erasure Coding Verification

Status dle =]
Next Scheduled  2018-05-23 10:44:47 MDT
Fragments Verified 0 =]
Data Verified 0 bytes =]
Corrupt Copies 0 ]
Corrupt Fragments 0 =]
Missing Fragments 0 A
2 e
Y a0 57| B2 BLEY"
"StorageGRID #z|"
S8} A )
2= Wik Bl 25 WalM AH|A HelTt pets A 9 FT I3} E8Eo
QleLict
S5 24”2 2E| L E S AOIE 4|0| 2, 2ZHALO|E S MA| J2| =0 choll EAIEILICEH 2 ALO|Eof| CHe S5} 24t
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DC1-5G1000-ADM (Admin Node)
Overview Hardware Network Storage Load Balancer
1 hour 1 day 1 week
Load Balancer Request Traffic @
2.0 Gbps
1.5 Gbps p
[ [ |
1aops b el Akl ' -
500 Mbps ._,
Obps
14:40 14:50 15:00 1510 15:20 15:30
== Received Semt
Average Request Duration (Non-Error) @
29s
20s
1.55
1.0s
500 ms .
i &t =
14:40 14:50 15:00 15:10 520 15:30
== DELETE == GET == POST == PUT
2E WA 98 S
O 2= =& WM S QFS ot= 22H0[AE ZHoi| ™

T2 MLt

Mt G| K| g2 2 22 Zof "HlolH glZ"ol

Events Tasks
1 month Custom
Load Balancer Incoming Request Rate @
200
=T
£ 150
(=]
O |
i |
T 100 \ f
o . i
2 |
oI 2 n 1
;§T=E-|I|.' /[III'HI'L"'\JlILl(l ||'|I'\"JL'I1-”|
[=F] |
o Lt
p h MR, S T . W
14:40 14:50 15:00 1510 15:20 15:30
== Total DELETE == GET == PQST == PUT
Error Response Rate @&
0.030
b ]
s | '
2 0020 | |
@ | |
@
= | 1
@ || Nt )
& 0010 (58 S 1
z mT Mo k it r
=4 | 1N [ |
& 1| | | |
| | | | 1
o U | 1 | |
14:40 14:50 15:00 15:10 15:20 15:30
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Data Center 1

MNetwork Storage Objects 1L Platform Services

1 hour 1 day | week 1 month 1 year

Pending Requests

13:50 13:55 14:00 14:05 14:10 14:15 14:20

== Pending requests

Request Completion Rate

D75 ops

D2Sops

Qops
T3ED 13:55 14:0D 14405 1410 14:15 14220

== Replication completions = Requests committed
Request Failure Rate
Q20 ops

05 ops

GO ops

dops
1350 13:E5 14:00 14:05 1410 1415 14:30

== Replication failures

EXSHMAL.

=X siZ8 HEE molsto] S3 EE AH| A0 CHEH XpAM|H LIE2 StorageGRID 22| X| &
2 M
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S0 A AER[X] =20 Chish &2 27
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1. .. E H|O|X|0l| A 0{Z2}0[t A
2. He*s 4

MEHSH|C}.

—1d

e ol LE MHE EH|0|E0=
HEA|EIL|CL. Interface Eol= CI2

° *eth *: J2|E UIEYT, B2|X HIEYD

° * hic *: 0{Z2t0|H 201 A

° *MTC *: {Z2t0|HA0 A= =2|H 1GbE ZE F oILIEZ, 2

AEZX| LE

—||. 2to
E =

HIER A (eth1)0fl HEL & ‘Biél—l'if

Node Information &

Name

Type
1D

Connection State
Software Version
IP Addresses

3. O{Z2to|A20f TSt XtAIE LIE

SGA-ab11
Storage Node

LEOIDHOIE, & R, EX[E AT EL o HH 3
QIE{mH|0] A O| 50| Z L0 AELICE.

MEHSHL|C},

i Z2fo|olE YEYD.

= =2|X 10GbE, 25 == 100GbE X E & StLIRIL|CE 0|23t ZE= S|
HZAL[0] StorageGRID J2|=E HER|3(eth0) XU S2I0|HE HE I (eth2)d| HEY = JUSLICEH

25t LL W2|0] A5t StorageGRID 2|

0b583829-6659-4c6e-b2d0-31461d22baéy

+ Connected

11.4.0 (build 20200527 .0043.615839a2)

192.168.4.138, 10.224 4 138, 169.254.01

Interface
ethi

eth
eth0
eth1
ethi
etht
eth1
hic2
hic4
mic1

mtc2

R il

Show less a

IP Address

102.165.4.138
fd20:331:331:0:2a0:98Mfea1:831d
feB0::2a0:98f fea1:831d

102244 138
Fd20:327:327.0:280:e5fe43:399¢C
fd20:8b1e:b255:8154:280 e5M{e43:a99¢c
fed0:280e5Mfed3:299¢C
192.168.4.138

192.168.4.138

102244138

169.254.0.1

SISO * E MEISHUAIL.

a. CPU Utilization(CPU AF2E) & Memory(H22|) 22T E 210 A|ZH| [HE CPU Y H|22| AF2ZF H|ES
StOIBL|CE CHE A2t ZHH S HAISH2H XtE = i 2[of U= ZHEE & StLHE MERLICH 1412 1
U 1T E= 1HE ZHHOE A 7Hstt MEE BAY & JSLICH I 3 AIZHHRIE K™ U=
*f%xf 7il’éi HAE e = JUSLICH
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DC1-51 (Storage Node)

Owerview Hardware Metwork Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 month Custom
CPU Utilization @ Memory Usage ©
0% 100.00%
5% 75.00%
20%
50.00%
15%
0% r\ﬂwmmr\ﬂf\w/\ﬂqﬂf/w s
5% 0%
13:50 14:00 1410 14:20 14:30 14:40 13:50 14:00 1410 14:20 14:30 14:40
== Utilization (%) = Used (%)
b. of2lii2 A3 ESI0] MES 74 84 HE FL|CL O] HOl= 0{Z210|HA2 RH 0|F, ZEEZ 0|F, &¥
HS Ol IP 4, 2 TR0 MEl 22 HET E3tE|0] YLIC
@ Compute Controller BMC IP % Compute Hardware?t Z2 28 L= 8l 7|50 Y=
O{Z2t0[ A A0 CHoi M 2H LEEFEL|CE.
AEE|X| dmof g4 8l EX| Al = ATt o{Z2t0[AA H|O| = of2ie| JHE E|O|S0f| EAIELIC.
StorageGRID Appliance
Appliance Model SG6080
Storage Controller Name StorageGRID-NetApp-SGA-000-012
Storage Controller A Management IP 10.224.1.79
Storage Controller B Management IP 10.224.1.80
Storage Controller WWID 6d030ea000016fc7000000005fac58f4
Storage Appliance Chassis Serial Number 721824500062
Storage Controller Firmware Version 08.70.00.02
Storage Hardware Needs Attention n
Storage Controller Failed Drive Count 0 n
Storage Controller A Nomina n
Storage Controller B Nominal N
Storage Controller Power Supply A Nominal
Storage Controller Power Supply B Nomina N
Storage Data Drive Type NL-SAS HDD
Storage Data Drive Size 40078
Storage RAID Mode DDP
Storage Connectivity Nominal
Overall Power Supply Nomina
Compute Controller BMC IP 10.224.0.13
Compute Controller Serial Number 721917500087
Compute Hardware Nominal N
Compute Controller CPU Temperature Nominal "
Compute Controller Chassis Temperature Nominal N
Storage Shelves
Shelf Chassis Shelf Shelf Iom Power Supply Drawer  Fan Drive  Data Data Drive Cache Cache Configuration
Serial Number D Status  Status Status Status Status  Slots  Drives Size Drives  Drive Size  Status
figured (i
721024500062 00 N°'“"’; NA | Nomina Nominal | Nominal | 60 58 40078 |2 800.17 GB S:: gured (in
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Metwork Traffic

300 Mbps
250 Mbps
200 Mbps
150 Mbps
100 Mbps , .I . . =
50 Mbps
G bps
1200 1210 12220 12300 12:40 12:50
= Received == Sent
a. U E 3 2Ejmfo|A MMHS HAERILICE
Network Interfaces
Name Hardware Address Speed Duplex  Auto Negotiate Link Status
ethl f0:6B:4B:42:07:11 100 Gigabit Full Off Up
eth1 DB:C4:97-2AE4-9E Gigabit Full Off Up
eth2 A0:6B:4B:42:07:1 100 Gigabit Full Off Up
hic1 A0:6B:4B:42:07:11 25 Gigabit Full Off Up
hic2 A0:6B:4B:42:07:1 25 Gigabit Full Off Up
hic3 50:6B:4B:42:D7:11 25 Gigabit Full Off Up
hic4 50:6B:4B:42:07:1 25 Gigabit Full Off Up
mtc D8:C4:97:2A:E4:9E Gigabit Full On Up
mtc2 D8:C4:97-2A:E4:9F Gigabit Full On Up

HIEHS QIE{H|0| A H|O|S2| * Speed * HOll QU= S AHESH0] 0{S2t0| A 22| 10/25-GbE LIEH I
EEJH HE|H/HY BE = |LACP ZEE MEJIEE TYEA=X] Rl

() =ol BAIE gte a7ol Y37t 25 AFBEICkD bR ELIC

2|3 0 BCc @ JHE HIC 23 & (hic1, Ol4 J2|=/220|HE
hic2, hic3, hic4) HEY3 £ (etho,
eth2)
= A LACP 25 100
nks| LACP 25 50



2|3 o BEcpc JHE HIC &3 &£ X (hic1, 04 O2|=/220|HE
hic2, hic3, hic4) HE®3 £ (etho,
eth2)
Inks| Active/Backup(ZA/Hel 25 25
)
A LACP 10 40
InES| LACP 10 20
nks| Active/Backup(ZH4/2ed 10 10

)

10/25-GbE ZE F80f| Tt AXfASt L2 o{Z2f0[A A2 EX| & {RX|E+ XH

mo
ozt
P
of
Iz
=
to

b. IEY3 S4I MM

- 1=

Receive 3! Transmit E|0|S2 2} UERXIE S3ll +=4! & HEE HIO|E A IHII9| =2t 7|t 4 A HS
HEZZ E0FLIC}



Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 3250TB M9 56105781445 0 8327 8 0 Boc B
eth1 1205GB H§ 9828095 T 0 T 320495 0 By B
eth2 849829 GBEY 186349407 T 0 T 102695 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 0 B o
hic2 2316TB E 5.351,180.956 0 305 0 820 B
hic3 1690 TB H§ 1,793.580,2300 0 0 B0 B B
hicd 194 283 GBI 331640075 F o F 0 0 =0 B
mtc1 1.205 GB 9,628,096 ] ] o 0 B
mitc2 1168 GB [ 9564173 B 0 B 3205089 0 B0 B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5753 7B 5789638626 B 0 H 0 i A =0 x|
ath 4. 563 MB 41.520 Blo H o B0 o0
eth2 855404 GB H§ 139975194 0 B 0 B o B o |
hic1 289248 GB B 326321151 |5 0 B o 2 B 0
hic2 1636 T8 [ 2640416419 18 B 0 0 H 1 B
hic3 321978 E§ 4,571.516,003 E 33 0 0 B 13 B
hicd 1.687 7B 5 1.658,180.262 22 B 0 0 B2 B
mtc 4563MB E§ 41520 B o B o B o 50 Cx|
mitc2 49678 KB o 609 = o B o B 0 =0 x|

| * = MeHsie! 24| ojo|E] 2 Z4H| HIELE|O|E{of CHe A|ZHo| 2 AE2|X| AR 21 C|AS Clulo|A,
3 2K KR A0 3t HRHE HOEE JHTE 2 4 YALIC



Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30
50.00%
= Used (%) 0.00%
2E AD% = Used: 171.12 kB
= Replicated data: 171.12 kB
- 5 = Erasure-coded data: 0B
D a0 T 120=iulih 310.81 GB
== |lsed (%)
Storage Used - Object Metadata @
100.00%
Ta.00%
2020-08-04 14:58:00
50.00%
= Used (%) 0.00%
— Used: 539.45kB
E = Allowed: 132TB
= Artual reserved: 3.00TB
0%
14.50 15:04 1510 15220 1530 15:40
== |zed (%)

- Of2fl2 A3 E5HH 2t

1
ple}

QUHE MEA0M AR THsE AEE|X| %2 SHolgh|ct

=
=

Zb C|A 39| M MA| 0| E2 SANtricity 2T EO{(HE2I0|HAL| AEZ|X| ZHEE2{0f| HAE 22|
*E TEQO)o HEZ =8 $M2 = I LIEILHE 28 WWID(World-Wide Identifier)2t & X|gfL|Ct,

5 Or2E X| "1 23 C|23 47| A 47| SH S siiMt2{H C|A3 ZX| B|o[=2] * 0|5 * Eofl EAIE
O|E(%, sdc, SDD, SDE 5)°| A Hmj £20| =& H|0IS2| * FX| * Eof| EAIE gtah LX|EL|Ct,
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Disk Devices

Name World Wide Name /0 Load Read Rate Write Rate
croot(@:1,sdal) NIA 0.03% 0 bytes/s JKB/s
cvloc({8:2 sda2) NiA 0.85% 0 bytes/s 58 KB/s
sde(8:16,sdb) MN/A 0.00% 0 bytesis 81 bytes/s
5dd(8:32 sdc) N/A 0.00% 0 bytesis 52 bytesls
sde(8:48 sdd) MNiA 0.00% 0 bytes/s 32 bytes/s
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot Onlina 21.00GB 1490 GB 5 | Unknown

Mvarflacal cvloc Online 85.86 GB 8410 GB 5 Unknown
Ivarflocalrangedhb/Q sdc Onlina 107.32 GB 107.16 GB 9 Enabled
fvar/localirangedb/1 sdd Online 107.32 GB 107.18 GB 55 Enabled
Ivarflacalirangedb/2 sde Online 107.32 GB 10715 GB T Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

0000 107.32 GB 96.45 GB B 250.90 KB 5 0 bytes 5| 0.00% No Errars

0001 107.32 GB 107.18 GB 0 bytes 59 0 bytes 5 0.00% No Emrors

0002 107.32 GB 107.18 GB B 0 bytes g9 0 bytes 5 0.00% No Errors
2H "

"SG6000 AEZ|X| o{E2to|AHA"
"SG5700 AEZ|X| o{E2to|HA"

"SG5600 AEZ|X| ({Z2t0[AHA"

SANtricity A| AR 22| X} & H 7|

SANtricity A| ARl 22X} S ALESHH AEE|X| O{ZE0|HAL| 22| ZEE FHotAHLL
HASHK| 210 SANTtricity AlﬁEg! at2| Kpof| M| ASH & QUEL|CH 0| EHE AF2EH SHE 9|0
FIch 9 2 e Salo|e Y 2XIE AES 4 aLiT

-

AER|X| {E2t0|HA = =0 CHSH SANTtricity System Manager ©0] EA|E!L|C}

SANtricity A|AE! 22[XIE ALY CI2E ™Y = JUSLICH

* AEE[X] 0f2|0] 2|'H d5, /0 X[H Az AEE|X| ZHEER CPU EE8E, XM2|2 22 85 HI0|HE SLICH
* SIEY0] 7 R4 MEHE =HelgfL|ct
* XTIt H|O|E 27| 89l E-Series AutoSupport A1} 242 K| 7|52 Bt Ct
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks SANtricity System Manager

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and
environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and
maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.

=  SANtricity® System Manager StorageGRID-NetApp- Preferences | Help ~ | admin | LogOut fim
Home
0 Your storage array is optimal. View Operations in
S Progress >
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e #ol L= FH H0[S0= =2 ID X 0|5, =& fY, 2X|E 2AZEH o HH 3 =0 FZE IP FA7t
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Node Information @

ID 46702fe0-2bca-4097-8f61-f3fe6b22ed75

Name GW-SG1000-003-076

Type Gateway Node

Software Version 11.3.0 {build 20190708 .2304.71ba1%a)

IP Addresses 169.254.01,172.16.3.76, 10.224 376, 47 47376 Show less
Interface IP Address
adllb fe80::c020:17ff-fe59:1cf3
adli 169.254.0.1
adlli fd20:327:327-0:408f 84ff-f=80:a9
adlli fd20:8b1e-b255:8154:4058f 84 fe80:a9
adlli fe80::408f 84ff-fe80:a9
ethl 172.163.76
eth0 fd20:328:328:0:9a03-9bff fe98:a272
eth( fe80::9a03:9bff fe98:a272
eth1 10224376
eth1 fd20:327:327-0:b6ald-fcff fe08- 4249
eth1 fd20:8b1e:b255:8154:b6a% fcff-fel5.4249
eth1 fe80:-b6a9:fcff-fa08: 4249
eth2 4747376
eth2 fd20:332:332:0:9a03-9bff fe98:a272
eth2 fed0::9a03:9bff fe98:a272
hic1 4747376
hic2 4747376
hic3 47 47376
hic4 4747376
mtc1 10224376
mtc2 10224376

3. O|ZE2t0|A20f TSt XtAIEH LIS Ha{™ * SE0f * S MEfSHYAIR.
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GW-5G1000-003-076 (Gateway Node)

Qverview Hardware Network Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month 1 year Custom
CPU Utilization Memory Usage
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2% || pan i anna,
1.5% 0%

16:00 16:10 16:20 16:30 16:40 16:50 16:00 16:10 16:20 16:30 16:40 16:50
== | Jrilization () = |Jzed (%)

b. of2iz ASESI MES 74 24 HE SLCH 0] Holl= 22 0|5, ¥ e, AESS B HH I 2
T4 Q49| dEfet 242 FEIF THE[0] JAELICH

StorageGRID Appliance

Appliance Model SG1000
Storage Controller Failed Drive Count 0 x|
Storage Data Drive Type 55D
Storage Data Drive Size 960.20 GB
Storage RAID Mode RAID1 [healthy]
Storage Connectivity Nominal e |
Overall Power Supply Nominal B
Compute Controller BMC IP 10.224 395
Compute Controller Serial Number 721911500171
Compute Hardware Nominal x|
Compute Controller CPU Temperature Nominal x|
Compute Controller Chassis Temperature Nominal x|
Appliance E[O|29| Z= A
o Z2to[AA 2 0| StorageGRID O{Z20|HA S| RH H L|CE,
AEZX| ZIEER 2F E20|E £ x| Mot X o2 E2t0|E =Lt
AEZ|X| Hlo|E E2t0|E f¥lL|Ct HDD(3IE C|A 3 E2}0|E) EE= SSD(Solid State

Drive)2t 22 012 2}0|A A0 E210|E LT,

AE2|X| 0|5 E2to|E2 37| L|Ct O{E2I0|HAS B = H|O|E| E2I0|HE Tt &
2ALICt
AEZ|X| RAID 2E {E20|AHAS| RAID ZEQIL|CE.
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Network Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
adllb C2:20:17:5%:1C:F3 10 Gigabit Full Off Up
adlli 42:8F:84:80:00:A9 10 Gigabit Full Off Up
eth0 98:03:9B:98:A2:72 400 Gigabit Full Off Up
eth1 B4:A9:FC:08:4E:49 10 Gigabit Full Off Up
eth2 98:03:9B:98:A2:72 400 Gigabit Full Off Up
hic1 98:03:9B:98:.A2:72 100 Gigabit Full On Up
hic2 98:03:9B:98:A2:72 100 Gigabit Full On Up
hic3 98:03:9B:98:.A2:72 100 Gigabit Full On Up
hicd 98:03:9B:98:A2:72 100 Gigabit Full On Up
mitc1 B4:ASFC:08:4E:49 Gigabit Full On Up
mtc2 B4:A9:FC:08:4E:49 Gigabit Full On Up

HIER/S QE{H 0| A E|O]Z2] * Speed * BOl| A= ZhE ALE3H0] 01Z210[ 29| 407H/100GbE HIEH 2
TLE 4717} HE|L e} BE = | ACP 2ES AM8SHEE THE|UEX| EolotyAI2.

() =ol BAIE g2 4740l Y37t 2% AFBEICHD HHRELIC

23 nc 2c gt JHE HIC &3 &= (hic1, 04 J2|=/220|YE
hic2, hic3, hic4) HE3 £ (etho,
eth2)
7] LACP 100 400
ks LACP 100 200
kS Active/Backup(Z/eied 100 100
)
EA LACP 40 160
o LACP 40 80
nks| Active/Backup(2A/i¢] 40 40
)

b. YEYT S41 442 HEFLIT

—

OB

Receive %! Transmit HIO|22 2} HIE IO A 5! M&E HIO|E 5 Ii319| 22 J|EF A1 51 H
HE=2Z EHEL|Ct.



Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 3250 TB 5,610,578, 14459 0 8327 8 0 B o B
eth1 1205GB H§ 9828095 T 0 T 320495 0 B B
eth2 849829 GBEY 186349407 T 0 T 102695 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 0 0 B
hic2 231578 5.351,180,956 0 305 0 B o B
hic3 1690TB H§ 17935802300 0 I 0 B0 B o
hicd 194 283 GBI 331640075 F o F 0 0 B o B
mtc1 1205GB MY 9,828,096 ] ] o B o
mitc2 1.168 GB 9564173 E |0 E§ 3205089 0 B o B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5753 7B 95 5789638626 B 0 E§ O 0 =0 x|
ath 4. 563 MB 41.520 | o i B0 o0
eth2 855404 GB H§ 139975194 0 B 0 i R B o |
hic1 289248 GB B 326321151 |5 0 = 0 2 B 0
hic2 1.636 TB 2,640,416.41% 18 B 0 0 18 B
hic3 321978 E§ 4,571.516,003 E 33 0 0 B 13 B
hicd 1.687 TB 1,658,180,262 22 B 0 B o o 22
mtc 4 563 MB 41520 B o B o B o B o B
mitc2 49678 KB o 609 = o B o B 0 =0 x|

O. MH|A O{E2t0|HAL| L|AS FX| 8 EE0)| CHet YEE 224 * Storage * £ MESLICEH
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GW-5G1000-003-076 (Gateway Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Disk Devices

Name World Wide Name 110 Load Read Rate Write Rate
croot{253:2,dm-2) MN/A 0.00% B9 0bytes/s [ 8KB/s
cvloc(253:3,dm-3) MN/A 0.01% [ 0bytes/s [ |405KB/s
Volumes

Mount Point Device Status  Size Available Write Cache Status
! croot Online | 21.00 GB 13.09 GB B  Unknown

fvarflocal cvloc Online | 903.78 GB 89455GB  F§  Unknown

2 e

"SG100 X AMP, SG1000 MH|A O{Z2[0[RHA"

E &

E E
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