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9. Red Hat Enterprise Linux EE= CentOS A|AHIS et&sh= AL ofe oHU S MefstL|Ct,
ZE Y o o|SLCt Mg
StorageGRID CH2ZE IHAU0| ZetE 2E TS

HEot= HAE TiAYLCE

HZoll chet XA #otE MSoHX| s B =
2ol A fL|Ct,

RHEL £+ CentOS SAE| StorageGRID =
O|O|X|E ZX|5t7| 2let rpm TH7| K| ILICt.

RHEL E£+& CentOS @A E0| StorageGRID TAE
MH[AE AX|5H7| 218 rpm TH 7| X[ L|Ct.

M AR £ EE:
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Z2 8l ot o[ ZYLIt 29

StorageGRID A|AE! M S XtS8}st= O AHEE=
Python A3 EQIL|C},

StorageGRID O{Z20|AA FHE X52st= O
AL &= Python A3 Z EQILICE

/rpms/configure -StorageGrid.sample.json ot & AT ME M8 MY configure-
storagegrid.py 23ZE.

SSO(Single Sign-On)7t g M3tEl 22 Grid
Management API0f| 232I5}t= o AFR“ = A=
Python A3 ZE of||

Irpms/configure -StorageGrid.blank.json2 oF SHH AP T £ e 21 A ThAUL|CH
X|™ge|ct configure-storagegrid.py 23 EE,

StorageGRID Z1E{|0| HHE 2|t RHEL EE=
CentOS SAE 1M E Q|%t AnS|bIe g gl
=o0|=2| off 20 rrrar Ao = %EHOI%; INEEN
XEe = ASL|ch

10. Ubuntu &= Debian A|ARS 2t&sH= 2@ MEe DU S MEASL|CE
Z2 8 o o| S YLICE 29

StorageGRID CH22E IHAU0| ZetEl 2 THUS
Mast= BIAE IhAQlL|Ct,

/debs/NLF000000.txt S & ZESHA A HAE 2" 3 HHE| A S 4 U= HEZZ2EHM
NetApp ZfO[MIA A,

/debs/storagegrid-webscale-images-version- StorageGRID =E 0|0|X|Z Ubuntu &= Debian
SHA.deb & HZESHIAIL SAE0 AX[5t7| 2I¢ DEB 17| X].
/debs/storagegrid-webscale-images-version- oplof cet MD5 M3 A QUL|CH

SHA.deb.md5 E AZSIHAIL /debs/storagegrid-webscale-images-—

version-SHA.deb.

/debs/storagegrid-webscale-service-version- Ubuntu EE= Debian S AE0| StorageGRID @A E
SHA.deb E HXSHAL MH|AE *"I|o|-7| 2|3t DEB I{7| K.
HHZ A3l =3 23
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Z2 8l ot o[ ZYLIt

/debs/configure-storagegrid.py £ XA

TSI

OF

/debs/configure-sga.py & &

/debs/storagegrid-ssoauth.py £ & ZEstAA|L

/debs/configure -StorageGrid.sample.json =
HESHAI2

/debs/configure -StorageGrid.blank.json 2
EXSAA R

AH
—o

o

11. StorageGRID O{Z2t0[AA 7|t Al
Z2 % o o|ELICt

/debs/storagegrid-webscale-images-version-
SHA.deb & EZ3YAIL

/debs/storagegrid-webscale-images-version-
SHA.deb.md5 & & ZstMAIR

= 0O

®

S=RI0] S HIEHZ

Oo{Z2to|¢AE= 7|2

sto

= -

Ell shxt

StorageGRID A|A

= AMESH| Holl A 2= =

{E2t0|HA HX[e] AL, olz{et MU HESI EciE S YX[6lof 5t= 20
e LEoM 2Rt MAS CHREE

C CCL

29

StorageGRID A|AE! M S XtS8}st= O AHEE=
Python A3 R/ EQIL|C},

StorageGRID O{Z20|AA FHE X52st= O
A2 E|= Python A3ZIEQIL|CY

SSO(Single Sign-On)7t g M 3tEl AL Grid
Management API0f| 219215t= O] At2E £
Python A3 2 E Of| |

e By = |

o]

=
M

o SH ALY ME configure-
Yy

storagegrid.p

St A Ol =

= T M

oF & AL ol MLt
configure-storagegrid.py 23 EE,

StorageGRID Z1E|0[L] HHEE ¢|2t Ubuntu EE&=
Debian A E M Z 2|3t Ansible He 5! Z&|0|5

=2 X =
of 2o wat At = Z0|52 AFEXHXEY £
AELICE

Z2to|A A0 StorageGRID = 0|0|X|S A X517
2|t DEB 7| X|.

UZE T W47 |X|7F &M K| AA=X] 2lst7| 2|sh
StorageGRID O{Z2}0[AA HX| T2 2H0f| A
AH&3H= DEB MX| Ti7|X|2| X2 iL|Ch

—Oa-g

ot HeetLCt
st

o = AL

M AO|EE X|J5t= o 2Rt StEHE EX(st

O /| o flm———— ——
T8Ok LT
K== HEo| Chst XpM[et LHE2 &= 288 IHERA S BESIHAIL.
LESE AO|EQ| M 7t HIEQIA HAZS 018t 7|2 #2| =7} StorageGRID A|AHIS SAEISIE{E DE ozt
Mot S 4= L=X] =HlsoF FLIC.
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IPNIPN
(= |

tot

M MES FIHE st

rr
fot

]
)
nio

L85t

rr

B 2T EAE AESH| Hol M 22|= MEUS =ItHOF gLt

J

J2|E HEY I O2|E L= 2t = StorageGRID AIO|E ZH0|| NAT(HIERX 2 =4 HEHE ALESHK| O A 2.
Grid Network0| & IPv4 FAE ALE6H= E 2, 0|2{st A= ZE AO|EQ| BE OZ|E LEOAM &M 2tRE
Ao{of LI O2{Lt Bt 22 AHO|E0] =0 Ciot 28 IP FAE H|3dt= S NATE 2|F S20|¢ES}
J2|E L E ZH ALY &~ USLICH NATE AHE%t0] &8 HIERIT MOHEE HESH= A2 J2|E9 BE LE0

=35t B9y 98 I2IUS gt PPt NAELICE 5, J2/E S5 38 P F4AS € Bt
gLt
HA H -

StorageGRID &&2 5= 7|2 HAl= AEEZ|X| E0| AEE|X| 2
AO|EO| M E %7}
ANABISl 2HE STHSHX| b1 &g

H i
rin 4
N

J2[E0 715t = L E9| RYOILE LEE 15t OlRE 7] & EAto| IS FX| S&LIC SHX|Th of2 9

HAIAZZ 2 o[ 30| BA|El AME =2 F715H= HHAI= StorageGRID 0{Z20|AA S F715H=X], OfL|H
VMwareE 2¥dt= S AES FIISH=XI0f 2} oFZ H2tEL Tt

OpenStack0f|A| StorageGRIDE MZ &X| EE= =&SHY| 2[5 NetAppUIA HSSt= 7HA A
()  oA3my e AS2IES O ol4 XX LICH OpenStackdlA 71Z 752 BBt Linux
HHTE CHAIZ AHTOHIAL.

-

CcC

@ "Linux'’= Red Hat ® Enterprise Linux ®, Ubuntu ®, CentOS = Debian ® H{EZE 2|0|&L|C},
NetApp 4= 28M IHEZA ES A3 X|YUE = HEH S5 &QlsHHA 2.
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Plan and prepare

v v v

Add storage volumes

Add grid nodes or Add a new site

ViVlware Linux

v

Update subnets

v

Deploy new grid nodes

VMware | Linux |Appliance

v

Perform the expansion

v

Configure the
expanded system

"NetApp 4% 284 EEA E"

"StorageGRID 2% 7|2l

"J|ZE AIO|EO| O2|E L E AT} EE= A ALO|E I

AEE|X| B0 AEE|X| 28 70t SYLIC

AEZX| S8 7151 AEZ|X| 20| 167l 0|59l AEE|X| LEQ| AEE|X| E2F2
shatet & QIALICH 2| e AKY| 2 ZAHRO|| CHSH LM Q7 AFSS EZ8l2{H AEZ|X|
222 £ ) 0|Ato] AEZ|X| L EOf ZJF5H|0F & & QIAL|CE

ne

et A
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AEEX E2ES
£z

F7k517| Hol AE2IX 8 7} NIAS A0 ILM HA 27 MBS S5017| Aok 282
7k 9IKIS ghols

FOISHOF BfL|Ct.

=/ -

"AEEX| B =71

O X2 ATELO| 7|8k AE2|X SOt HBELICE 2 YIS MX|olo] AE2IX| BES
SGE0600] & 7}6t= 0] Chet KNS LSS SG6060 OfBatoleiA0l MX| Y KX+ XIAS
() ZsHAL. CI2 ofZ2foloin ARRIX| =EE SHEE 4 gL,

"SG6000 AEZ|X| {E2t0|HA"

Of ZhHofl CHaH

AEE|X| LEO| 7|2 AEEX|= 2] AEE|X| EE2E LtgL|CH AEE[X| E&2 StorageGRID A|AE 0| A]
IOHE| D MK E MY S OHREE 28 7|8t AE2|X| ClHFO|AJL|CH ZF AER|X] LE= T2|E 22|Xtoj| A
_object store_2t11 5t= Z[CH 16702 AEZ|X| EES XY + ASLICH

() oumE EfolEs gy 2uFE MaA 00f HEE L

2t QEHHEE XAA L L DO SHEst= 220 OFREEIL|CE Z, ID7F 00009! 7HM| MA AL of sHekstL|Ct
/var/local/rangedb/0 O E X|H

M AEZ|X| 288 F7I517| H0i| Grid Managerg AFE5t0] 2t AEE|X| L E9| B 24| &ALl sl OFRE
XEE golgLct AERX| 282 712 M O| YEE AMEY £ USLICL
chA

1. .L.E * > *sjte * > *Storage Node * > * Storage * & MEHEILIC}.

2. Ol 2 A St 2t 28 U QENME NMEA0M AL 758 AE2[X| &2 =elgfLct

O{Z20|HA AEZ|X| LEQ| B ZF C|AI S| M A|A| 0| 0| SANtricity AL ES[0{(0{Z2t0|HAL| AER|X|
HEED 0| AZE 22| AT EL )M BEE 28 £42 2 I EAR[= 28 WWID(World-Wide Identifier)2f
LX|grCt.

=5 Or2E X| "1 2AE C|23 47| A M7 SHE siMot2{H C|A3 ZX| E|0[=2] * 0|5 * S0l EAIE
O|E(%, sdc, SDD, SDE 5)°| A #Hmfj £20| =& H|OIS2| * FX| * Eof| EAIE gtah LX|gL|Ct,
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Disk Devices

:" Name
croot(8:1.sdal)
cwloc(8:2 sda2)
sdc(8:16,sdb)
sdd(8:32,sdc)

_ sde(8:48.sdd)

Volumes

Mount Point

f

Mvar/local
fvarflocal/rangedbi0
fvarflocal/rangedb/
fvarflocalfrangedb/2

Object Stores

D Size

0000 h3.66 GB
0001 53.66 GB
oooz2 53.66 GB

World Wide Name

MIA
MN/A
MIA
MIA
MNAA

Device

croot

Available
48.21 GB
53.57 GB
53.57 GB

cvloc
sdc
sdd

sde

/O Load Read Rate Write Rate
0.03% B | 0 bytes/s B | 4KBls
0.37% B | 0 bytesis B | 29 KBfs
0.00% B9 0 bytes/s I 0 bytes/s
0.00% B | 0 bytesls B 183 bytes/s
0.00% g 0 bytes/s g | 12 bytes/s
Status Size Available Write Cache Status
Online 1050 GB 346 GB Y Unknown
Online 96.59 GB 94.99 GB Unknown
Online 53.66 GB 53.57 GB E Enabled
Online £3.66 GB 53.57 GB FE Enabled
Online £3.66 GB 5357 GB g Enabled
Object Data Object Data (%) Health
B | 976.25 KB B 000% Mo Ermrors
g9 0 bytes 5 0.00% Mo Errors
g | 0 bytes | 0.00% Mo Errors

3. ZE0f chist X|Hoj| w2t AE2|X] 20 A AEEZ|X| 2E§S FIteL L.

° "VMware: AEE|X| L E0| AEE|X| &
° "Linux: AEE|X| =E0| 2™ H&E L= SAN =
VMware: AEZ|X| L EH| AEE|X]| 28 =

AEE[X] =20 1674
=52 /M0l 8=

Lg

rot

A

* VMware & StorageGRID x| X|&0of| HMA

& #op

|2to| AER|X| 2
S2 & el

e Off 7} FO{OF BL|Ct Passwords. txt O,

* S N2 Hsto| ofof it

2 A

20| TetEl AL VMware vSphereE AR50

g == A0{oF BfLICE.

G EEEE

EEEEE

@ ATEQO ¥O2)0|E, 57 HAt = CHE SHE ML M0 Y= S0l= AEEZX| LEE
AEZ|X| =20 FIt5HK| OfMA| 2.
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Of ZhHofl CHaH

AEEX| 2EE F/IE W A S AELX| LEE A EY

FX| S = of Hoj otLte] AE2[X| =0 M O] RS AdHOF BHL(CE.

A
1. 2ot 22 M 2E2|X| SIE/O0E HX[S A VMware Ci|0[E] K&

= O_AL
2. AER|X|Z M8 5Lt 0] &fQ] SIE CIAIE Jhet Ao FIHELCHR

a. VMware vSphere ClientS & L|C}.

b. 7te AN\ AH BFE BESIY SfLt 0] &fQ| 37t StE CIAIE SIS,

SAELIC 20U E tie 2= MuA0| S
5
=]

=2 11—

SE ClAT = LHPH O 2 YMDK(Virtual Machine Disk)2 A E/LICH VMDKE LEHHO 2 I 0| A2 E|H
=
=

2|7}t o £1X|2t RDOME o 2 7% 37/(0ll: 100MB 0| &h)

—

HZSHHUAL.

Agdte 93 EE0| o Lt
UASLICE 7t Mo St= C{A3 S FI715t= Y- of| Cieh XtMISE LHE2 VMware vSphere 2HAME

o M=g H|Z2E A

— oo= o= T

3. VMware vSphere Client0i|A| * Restart Guest OS * M2 AFEStLE 7hA HAlof| CHEt ssh MIM0f| CHS HES

UGI0] 7t HAS THAl A[ZFetL| T sudo reboot

o

(D) 7t ZBEIS ChA AIRHSE] SI8H - Power Off * i * Reset * 2 AHB3H| DHIAIS.

4. AER|X| LEO|M AFBE M AER|X|E FRILICH

a. J2|E Lo 2aQlFL|Ct
.. Ct2 B S YHLLIC ssh admin@Rgrid node IP
i of LIGEl &S E UHBLICE Passwords. txt OFY.
ii. REZ MetstH{H O YES LAHYLICE su -
iv. Off LIEEl ASE QUBILICt Passwords. txt IIY. REE 2QI6tH TED
£ MEfSIL|C 4.
b. | AEZ|X| 28 2AM:

sudo add rangedbs.rb

AEE[X| MH|AZE BX|E| D 7t EA[ELICH setup rangedbs.sh &
QI ZE ALY FH|7} £|H AMH|ATF CRA] A|ZFEILICE

O. MH|AJH SHIZA| AIRE|=X| HA BT,
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a. Mol Q= 2= MH[A9| dEf SES L
sudo storagegrid-status
HENZL XIS 22 HH|O|EEL|CE.

a. BE MH|ATF Al SO|AHL ASE Wtx| 7|CHE L),

t
b. el 3HE ZZeLICH.
Ctrl+C

6. AE2|X| e} 2atol AlEjolx| Stolgi]ct,

a. X|¢k|= HEIRKNE A5 Grid Managerdll 2 3218 L|C},

b. |2l *>*x*>* Og8|E EEZX| * 2 MEHSHL|C}
C. site_ * > *Storage Node * > * LDR * > * Storage * & ME{3tL|C}
d. Configuration * &S MEHSt CHS * Main * B2 ME{ELICE
e. AEZ|X| ME - {SH=* EELIR S50| ¢7| M8 = 2IE2Rlo=2 MY E H2 * 2210 * & MEg
f.HE U8 M8 * 2 S=/gLiCt
7. M QEHE MEAE H2{H [IS2 SHLICH
a. ..E * > *gjte * > *Storage Node * > * Storage * & MEiBIL|C}.
b. Object Stores * EO|A| M|E HEE FLICL.
At
O|M| AER[X| EO| &t El 822 AHESH0| REXE H|0|EHE MEY + JUSLICH
o e
"VMwareE A X|gfL|Ct"
Linux: AE2|X| E0f| 2 H& E= SAN 2& F7t
AEEX| 20| AEE|X| SFO0| 167l 0|2l B M 25 AEZ[X| C|HIO|AE F713514,
Linux SAEO| EAISHD, AEZ|X| = E0f| AFE|= StorageGRID 74 nrO'ou NEZ
ClHIO|A DHEE F7151 82 58 = USLICHL
zestA
* Linux E3HZ& StorageGRID X[ X|&of AHMAZ 5~ QU0{0F SFLICE.
* Of| 7t RUAO{OF BfLICt Passwords. txt IHY.
« EX dHM|A HTHO| QLojoF L|Ct.
@ ADEQ0 ¢I8|0|E, 57 AL = CHE SHat "X 2M9E 0] s SQt0ll= AER|X L EE
AEE|X| LE0f FII5HK| OHYA|2.

Of ZfHofl 3

25


https://docs.netapp.com/ko-kr/storagegrid-115/vmware/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/vmware/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/vmware/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/vmware/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/vmware/index.html

AEE[X]

=
= A
FX| S = of Hoj StLto] AE2|X| =E0|M O] RS ~A8HOF gLt

T
1. M AE2|X] SIEQIOIE HX|ELIC.

KtMISt L2 S StERIO SSMUIM HSot= 2HAME HZHMAIL.

ES /i A St AERX| = EE AEE £ QIELICH SE0|AE Y O
A SH

2|= MH|20] ks

2. Ysk= 37|19 M 28 AEZX| EES MMTLICL
° M ClA3 E2IO|EHE HASIT o U2} RAID ZHEEZ A4S YHI0|ESHHLE 37 AE2[X| 0{2{|0]0f A
SAN LUNE &8t Linux SAE7 HNAE £ QT2 S 2FtL|Ct,
o J|E AEEX| LEO| AER|X| B0 AFE% At STt 1 HE HAHE ALEELICE
° StorageGRID = 010|12{|0|M 7|52 AF8St= B2 0| AE2[X| ==2| 00|20 M CH&el CHE Linux
SAEN M S2ES BEAELCE XIS LHE 2 Linux Z221Z& StorageGRID &X| X[A S HZTSHUAIL.

3. AE2|X| EE XSt Linux TAE0| RE EE sudo HeH0| Yl AFO= 2aglei|

4. M| AER|IX| 20| Linux SAEO| EA|E[=X| SQIgtL|C},
K|S ChA| ZMf{oF & £ QUELICH
5. O3 BHS MAHsto] AER|X| =EE LAINMOZ s{H|FLICt.

sudo storagegrid node stop <node-name>

6. vim = pico%t 22 HAE BE|S S0} oM &S 4 s AERIX| £SO LE 1Y TUS BB

/etc/storagegrid/nodes/<node—-name>.conf.

7. 7|= QHUHE AEE|X| 22 C|HIO|A DjTIO| E&tEl L E A mlo| MME AF&LICTH
== =

—

0| 0fl0ll M= BLOCK DEVICE RANGEDB 00 £ MEHSL|C} BLOCK DEVICE RANGEDB 03 7|& QENE

AE2|X| £ C|HtO|A THEQILICY,

NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK DEVICE RANGEDB 01
BLOCK _DEVICE RANGEDB 02 /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws-snl-rangedb-1

8. 0| AEE|X| =0 CHe Fotst 22 AEZ|X| 280 diietst= M QLEME AEZ[X]
Z=7retL|ct.
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CHS ol A|Zfsof BtLICH BLOCK DEVICE RANGEDB nn. ZHHE FX| ORYAIL.

> 2lol oM E 7|H2 2 Of| M A|ZEFIL|CH BLOCK DEVICE RANGEDB 04.

° Of2f o|ofM= =0 4702 M =5 A E2|X| 2&0| F7H=|JSLICH BLOCK_DEVICE_RANGEDB_04
ME4SILICH BLOCK _DEVICE RANGEDB 07.

NODE TYPE = VM Storage Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK_DEVICE_RANGEDB_Ol
BLOCK_ DEVICE_ RANGEDB 02
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws—-snl-rangedb-3
<strong>BLOCK DEVICE RANGEDB 04 = /dev/mapper/sgws-snl-rangedb-
4</strong>

<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK DEVICE RANGEDB 06
6</strong>
<strong>BLOCK DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws—snl-rangedb-1

/dev/mapper/sgws—-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-

9. [t2 BHE HASI] AEE|X| o] L= 74 THUof st HE LIS HE UL

—_

sudo storagegrid node validate <node-name>

CHE tHAl= ZIdishy| Hof| 7 = Fd0E 2

Il
N

HZSHIAIL.

Ct22t At @370 2HlstH & 1 THU0| oM AHESH= E5 CIHIO|AE ofHsta{n
otChH= O|0|RILICH <node-name> € <PURPOSE> & MZESHYA|L <path-name> Linux It
AMAEHIM = S /X0 f=et 25 X E+ MA(EE 25 TX| S+ oo ciet
ATEY3)0| glELICH

(:) Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

SHEA| LHY=X] A AL <path-name>.



10. C}2 BHES HAHSI0] Af 25 C|HIO|A THHO| U= L EE CHA] AIZFELICEH
sudo storagegrid node start <node-name>

1.0 Lot e LS E AR50 AEZ|X| 20| admin@Z 2 3218L|Ct Passwords . txt I,
12. MH|ATF SHIEHA| A ZE|=X| HA STt

a. Mol Q= 2= MH[AQ| dEf SES FLCH
sudo storagegrid-status

HE7} S22 UH[0| EELICE

b. BE MH|AT 43 F0[HL} AEE W7kX| 7|CHLICE

c. e 3tHE ZZELICL
Ctrl+C
13. AEE[X| 20N AFEE M AERIXIE 2MELICE
a. M AEZX] 2E 74:

sudo add rangedbs.rb

o
|>
|4
1]
Im

= M 2E2[X| 2ES H0F Zo5tetE HAIXIE EAIRLICE

AEE|X| MH|AZF SX|E| 0 7t HA|ELICH setup rangedbs.sh ATHEI XS E AHEHLICL EES
HQIME ALY FH[7} =M MH|ATF CRA] A|ZHEILICE

14. MH| A7} SHH270| AISE[=X| HE it
a. M{0]l Q= BE MH|A0| MEf 222 HLCH
sudo storagegrid-status
HENZI XIS 22 HH|0|EEL|CE

a. BE MU|ATH Al SO0|HL ASE WX 7|CHEL )

b. el otHE ZZeLICH.
Ctrl+C

15. AE2|X| L7} 22f0l AEfQIX| BtolgtL|ct,
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E|= H2tRXE AF8SHM Grid ManagerOll 2 31Q19fL|Ct
K>z >« 02| EE2X| * & Mgt
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C. site_ * > *Storage Node * > * LDR * > * Storage * & ME{StL|LC}.
d. Configuration * &2 MEHSt CHS * Main * &S ME{ELICE
e. AER|X| HEl - RISt * EELIR S50| 97| M8 EEe QERRICE MFYE FL * 22¢1 * S MEigL|C]

fHZ L8 M8~ g Sa/gLicth

16. \f QEME KEAE HE{H LSS S8 SLICH
a. .= * > *gjte * > *Storage Node * > * Storage * & MEHTILIC}.
b. Object Stores * EO|A| M|E HEE FLICL.
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r
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2. "M J2|E L= HyE"

J2|E HEI gt MEUS YH0|ESH=

3
SHE Al 22|E LE = M AO|EE 7t M J2|E HIER R0 MEUIS YH0|ESHAL
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StorageGRID= 12| = HERIZ(eth0)2] J2|= L E ZHj| S415t= O] A 8El= HESRIZR MEUH SE2 |X|LCE

O|2{st &=0fl= StorageGRID A|AHIQ| 2 ALO|EN|A O2|E HIEY IO AR L= AUl OJ2|E HEY3
HO|E|0|E E8H| MM AL= NTP, DNS, LDAP EE= J|Ef |2 AMHOf| AFRE|= MEUlo] TSHEIL|CY

M MBU FIHE Zolst= SHE MU S s 32 S HAE A&SH| Mol M 22|E MEUE FItslof gL Ct.
CHA|
1. fXIEL*>*HEQZ*>*O2|E HEYI * E MeEfgtL|Ct
Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each

site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

2. MEYI 220|M Hs17| 7|=E 22510 CIDR BE7|HOZ M MELIS &718tL|Ct.

| M J2|E LES FHSHE HAl= 22|28 MS X2 o Arget Tl S LRLICE

A L
o — — - =4
e S MY 2= M J2[E - EZ HYES{OF 2hL(CE.

J2IES SIS FIStE EJ}I|E E ST RIS 4OHE ELICE VMware =, Linux ZIE|0|L 7|3t
=C 0 B2fo|oiA LES FI1E 4 LI
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VMware: 12|E & 3%

Jlot

FEbOf| 2=7tet 2 VMware ‘= =01 CHSH VMware vSphereOl| 714 HAIS J8l{0F BfL|CH

CHA
1. M J2|E EE JtAF A|ARIOZ X817 8t 0] A9 StorageGRID HIE 30| HZESL|C

CEE Ui of MO R & XES MofEStALE CPU = 22| 4™ e 53 & USLICH
"StorageGRID ==& 714 A|ARICZ A=
2. M VMware =EE 25 &0t T C+3 XA w2} 28 "AE SHFLICH
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o

A= SYLIC

Linux: J2|E L= H{E

J2|E 2= M Linux 8AE = 7| Linux SAE0| BHEE £ QIELICH O2|=0| £7}st2 = StorageGRID
LE9| CPU, RAM & AEZ|X| @7 At&E X|I5H7| o =7t Linux SAEJ QS AR SAEE HS AXY
mjet SLot WHO = FH|SLICE O3 CHg AX| 30| 22| LEE 7155H= A %°'3._P HAoZ AN LEE
iz efL|Ct.

zast A
* AH8 &2l Linux H{Z0|| CHSt StorageGRID AX| X|&O0| YO SIEHO U AEE[X| F AFSE HEJSLICH
* J|ZESAEN M O2|E LEE HHESIHE AR 7|E SAE 71 =0 it CPU, RAM & AEZ|X| 22F0|
SE0HK| 2ol ELICE
© To =of|Ql S x| Astet A=lo| JELICE o|E S0, T E2|H SAEN ZE AO|EQ0| LEE HiZES A= ¢t
Lot

() EUTE A OB SAS il SASON SEaT B £ /4 datst
OHIAIS. 2} AE2IX| L C0f Thoh H8 SAES ALZstE 2|8l Hojl £ujelo] MBELICH

* StorageGRID = =0| A NetApp AFF A|AEIOA Se=l AEZ|X|E AESHE AR 250 FabricPool A3t
HMAHO| M| QK| E2K| 2IBHL|CE. StorageGRID = =2t 3HH A2 E|= 2801 CHsl FabricPool
HEE AHESHK| R E MHSHH 2| s 2t AE2|X| 20| ZhASLEILICE

@ FabricPoolE AF25t0{ StorageGRID 2 C|0|E{ £ StorageGRID XA = AH|E2l6HX| OFYA| L.
StorageGRID H|O|E{ £ StorageGRIDZ CA| AE2t5tH 28| s 21t 2F S&H0| s0{EL|CH

ChA|
1. M SAEE FI}18l= AL StorageGRID E 7=S QI8 AX| X|&loff HMAEHL|CE
M SAEE 1X6123{H SAE ZH| XA S ME2AMAQ
TE A ms MASHT StorageGRID A ZAESHHE 12| L E HYE X|AS MEMAL.

o &~ W Db

M Linux SAE0 LEE £I}5t= HSR StorageGRID SAE MH|AS A|ZFEiL|CE,
CE X

7|Z& Linux SAE0| LEE FII5t= AR StorageGRID SAE MH|A CLIE AFESHH M =EE AIRFRILICE
.sudo storagegrid node start [<node name\>]
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"Red Hat Enterprise Linux E£= CentOSE M X|gfL|C}"

"Ubuntu E+= DebianS M X|gtL|C}"
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- E 0|22 StorageGRID A|AEIC| 0] {Z2}0|HA LE0f
HAIELICH st AR LEE Q12 I 0| E2 #H
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6. StorageGRID 01220 A MX| 2t2|xt Z TO|X|0f| A * EX| A[ZF* & S2IgfLICt

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - rMonitor Instaliation Advanced -

Home
© The installation is ready 1o be started. Review the settings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node ]
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Node name

Mode name MNETAPP-SGA

Installation

Current state Ready to start installation of NetApp-SGA into grid with Admin Node
172.16.4.210.

Start Installation

SARH AEHZF A X| RIS SO 2 HAE T PL|E AX| I|O|X|7F EA|E!IL|C}.

7. 2Fo o2 O{E2t0|AA =Tt EotEl Z 2t 0f Z 20| A A0 CH3l 0| EHAIS HrETtL|Ct.

@ ol {Z20|HA AEE|X| LEE 3t HHOf| B ZS{OF 3H= A< configure-sga.py HHZ2t0[AA
M| ATZEZ ARI0] MX| TR2MAE Xt53te 4 QEL|CH

8. BL|Ef ZX| HO|X|0f £+S2Z MM A8}{0f St= FR M Z30|M * ZLIE| BX] * & S=2IgfLICE

Monitor Installation(Z2L|E{ & X|) H|O|X|0f| HX| ZIHZ0| EA|ELICE
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Maonitor Installation

1. Configure slorage Running

Step Progress Status

Connect to storage controller _ Complete

Clear existing configuration D complste

Configure volumes E_E Creating volume StorageGRID-obi-00

Configure host settings Fending

2 Install OS Pending
3 Install StorageGRID Pending
4 Finalze instaliation Pending
O2HM HEff EAIZ2 ol 21l QI 2SS LIEFHLICH S MEf| HAIE2 3HoE dAmE HYUS
LIEFHLICE
@ “il D22 0T “iloﬂ M 2= El 20| CHA| AAHE|X| A= E SfL|CE MX[E CHA|
S O 4BE 2ol Bl Hele it At} HAZ Ber Hol2 EACLIC

0t
0z
olek
fjo

9. X X Aol T HEGLIC

T =2 — —

glo

* 1. ojZ2folotA 7 +

Of EHA0IM CHE Z2 M2 F St R T

+ AE2|x| ofFatololA0 A MX| m2IM0| ARa|X| AESaio| HF3t, JIE PHE X2,
SANtricity £ZE2[0jo EMSlo 2ES P46t SAE MFS PHFLICE
© MBI OjZ2o|oiA0] FQ MA| m2IM0| HFEY HES2Io| Seto|Zof J|E THE XD SAE

23S F4gHct
° 2.0S* & dX[L|Ct
O EtAIO| M EX| Z22 StorageGRID2| 7= 2F M[A| O[0|X|E {Z2t0| A L0 SAFRLIC,

10. J2|E R2|XHE AFBSIH EE SQlstEt= HAIX|7F 22 Hofl LIEFE mi7tx] 2X| Xl LEfS A%
St
e Xtz

CD O 2HFol|M =Itet 2E L E7F S0l8 S FH[JtH 2 Wtx] 7|ckel ohg a2
0|S3t0] LEE Sl Ct.
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

% R Search
Grid Network MAC Address It  Name it Type it Platform It | Grid Network IPv4 Address
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode Viware VIV 17217.3184/21
(34 DC2-51-185 Storage Mode VMware VM 172.17.3.185/21
o DC2-52-186 Storage Node ViMware VIV 172.17.3.186/21
| 00:2 DC2-53-187 Storage Node Witware VI 172.17.3.187/21
| 00:50:56:87:b6:83 DC2-54-188 Storage Node Viware VIV 172.17.3.188/21
£ 10 DC2-ARC1-189 Archive Node Vilware VIV 172.17.3.189/21

Site Selection

Y¥ou can add grid nodes to a new site orto existing sites, but you cannot perform both types of expansion
atthe same time.

Site % MNew " Existing

Site Mame

Cancel

- Pending Nodes * 558 ZAESt D X%t I E J2|E L E7} HA|E|=X| ZQlgtL|Ct,

Lot AR = =9| * Grid Network MAC Address * 0l HME 22 9™ dlid =0 CHet M8 HEE

USLILH.



SYREE CnEEH O

() e=scosmsz
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&= Anprove ® Fern

" DC2-S3-187

= Storage Node
Grid Network MA

00:30:56:67:68:1a  Network

00-50-5687:64-1e,  ©rid Netwark 172.17.2.187121 172.17.0.1
................................................ st

00:5(/56:67:6f.0c Client Netwaork 10.224.2.187121 10.224.0.1

00:50:56:87-b6:83

Hardware
.......................................... Vidware VM 2 CPUs 2B RAM

Disks
1M76B 10vGEB 107V GB 107 GB 107 GB
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
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**O|E* B 2HE 2AE 0|E A 12| = ZHE|XIof| HA|E O|ERLIC

* *NTP &g *: J2|E = =E2| NTP(Network Time Protocol) H&IL|Ct M2 * XtE *, * 7|2 * 8l *
220U E * @ILIC}. Automatic * S MESHH 7|2 H0| 22| i =, ADC AMH|ATF QL= AE2[X| L E,

AO|EL0| == I HIHE IP FA7t Y RE J8|E L of FEELICH CHE BE 18| LEojs
S2t0|HE Hgo| LFELIC

@ Zf AOIEOf| A %] 4 27H9] E:':01| 7|2 NTP Sigts 2Lt O|E &3l 9|2 Eto|Y
AA0 TEt S5 ALH HHAE HSELCH

— 0O T

* *ADC MH|A * (AER|X| .LL.E HE&): O] AEE|X| =7t 22| =02l ZIEZ2{(ADC) MH|AE HH X

2 E LIEFELICH ADC MH|AE= _'EIE MH|AQ| 9IX] & 7HE2-HE FHELICL 2t AFO|E0of| Mok
30| AE2|X| =EJFADC MH|AE ZB3H{of ©IL|CE ADC MH|AS IﬂH o 20ll= =0l FIH 5
HAI:IL'l El-

* AEE|X| LEE WS {8l O] LEE FII5H= 3R wAY 20| ADC MH|AZE EoHE HR *

of * £ MetgtL|ct HF M2 ADC A1H|*7f 1Y %EE BR 2B L EE MY & gleEz O
HHI_E HM7A3E7| Fofl Af ADC MH|A o;*¢%=.l—llif
* O] 9™ * Automatic * S MEISIO] A|ARIO| O] L=E0f| ADC MH|ATF EHQSHK| RS
ALt =+ 9 |X| 22| X|E0iM ADC #&oi| CHall 20otEHAIL.
CEHeo mEt J2|E HERIR, 2eXt HESRR 8 22t0|AUE HIEX 0] tist 8-S LI
* * |Pv4 £A(CIDR) *: HIEQ|3 QIE{T|0]|AS| CIDR WESA FAL|CE 0f: 172.16.10.100/24
* *AO|ES[O] *: 22| E9] 7= A|O|ESO[YLICt. Off: 172.16.10.1
* * MEUI(CIDR) *: 22| HIES{Z0f| CHt 3Lt 0] 2k2] 3t HIEH A,
Xz g st
£OlEl J2|E LEL £0I8 E 220 0|SELC)
Approved Nodes
Grid nodes that have been approved and have been configured for installation. An approved grid node’s configuration can be edited if errors are identified.
Search Q
Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address v
 00:50:56:87-f1-fc DC2-51-185 Site A Storage MNode Vilware VM 172.17.3.185/21
o DC2-53-187 Site A Storage Node Vilware VM 172.17.3.187/21
Passphrase
Enter the provisioning passphrase to change the grid topology of your StorageGRID system.
Provisioning Passphrase sssesssse
o [ oo
* SQlE ORE Lol £4 S T H oY bR HES =St * HE * S SEYLIC
* £01E O2|E L EE CHA| Pending Nodes SEC9 2 0|Sot{H dliT 2L HES MEISHD * Reset *
= S
- #5018l J2|E LES YPHOZ NHIAH S HAS FLICh I ChS Y 2@ HES Mefsin
*HA > E SEELC



f. &olstie BR £ 2 J2|= 0] CHal| o] BHA|E gt=gtu|ct.

@ Jtstt B2 2R S¢ ZE J2|E LEE SQlota T &S &S0k gHL|CE o2 719
AR HYS +HSHE 22 O B2 AlZto] 2Lt

. BE J2|E LEE &0l O™ * Provisioning Passphrase * & 1216111 * Expand * £ 22I&tL|Ct.

R &2 = 0| HO|X[7} YH|O|EE[0] = EAtQ| dEf7F EAIEILILE JHE O2|= =0 S-S 0[X|= ol TA
FQ Z2 J2|E LE Meff MMz 2t J2|E 0] CHEE SIX AEf7F LIEE LT

@ O ZEMA SOt 0]Z2H0|H AL AL StorageGRID H{E210|AA HX| TE 40| 3THA|0f| A
4THA 2 0| Sots 2 2t7 S EHELICH 4TAI7F &2 E|H HESE2 7 KR E LT

Grid Expansion
@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required te change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system
1. Installing Grid Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Q

Name It Site It  Grid Network IPv4 Address ¥ Progress It Stage it
DC2-ADM1-184 Site A 172173184721 1!_: Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/1 iy N Waiting for Dynamic IP Serice peers
DC2-52-186 Site A 172.17.3.186/21 L’ Waiting for NTP to synchronize

DC2-53-187 Site A W2 AT.31487 21 S | Waiting for NTP to synchronize

DC2-34-188 Site A 172.17.3.188/21 . Waiting for Dynamic IP Sernice peers
DC2-ARC1-189 Site A 172.17.3.189/21 | VWaiting for NTP te synchronize
2. Initial Configuration Pending
3. Distributing the new grid node’s certificates to the StorageGRID system. Pending
4 Starting semvices on the new grid nodes Pending
5_Cleaning up unused Cassandra keys Pending

() AoOI= =0l A AO|E0] Tht Cassandrag 48k %7} Zrelo] TEHEILITH
- ST H7|X| CH22E « 37t LIEILHHE A S5 1|7 |X| DY S CH2Z =L
StorageGRID A|AHI0| 2= EZ2X|E HES = 7hstt of ®e| 57 07| X| TS| UH|0|EE SA=ES

— T
CHR2Coof BILICH =7 I7IX| THUS AP F7t HAIs 29 AAHS Saisr 4 LY,



C. CIRELI &AREH E FLICH . zip IFYE THE1 0O 7F ZetE[0 J=X| &AHL|Ct gpt-backup
ClHER] XA SaID.zip MY O O3 o &=E ELICH saID.zip IHY, 2 O|SELIC
/GID* REV* & °:'_' E € £ JU=X| &QIRLICE passwords . txt IHY.

d. CHREESt 55 Ii7|X| TH(.zip)S F 7Hel XSt B9 9|X|0f| SAFSLICE

@ 53 7| X| It 2 StorageGRID A|AHIOA HIO|EHE I = O A8 Y &~ = &S 3t
7|19t et 7t ZTEE|o OO Z Hotg RX|sHof BL|Ct,

9. oLt of&kel AEE|X| =ES FTI5h= FR MEH HIAIXIOf EAIE HE&S HESIO "Cassandra A% 3 C|O|E
AE2|Y" A TH MES ZLIEESLICH

4. Starting services on the new grid nodes In Progress

Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Search Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-S4  Data Center1  10.96.99.55/23 Y | Starting Cassandra and streaming data (90.0% streamed)
DC1-S5  Data Center1  10.96.99.56/23 I complete
DC1-S6  Data Center1  10.96.99.57/23 I complete

0| HHE 22 Cassandra AE2|Q 10| A2 EI ML= XAXSH|C} 0] &%= AR 7H= 3t Cassandra H|0|E{Q]
= okm} 0|0] A LLE0f| 7|2 &l H|0|E{1Z 7|F=02 hL|C}.

ATHA(M 22|E =20 ME|A A[ZH SOt AER|X| = EE MEESHK| O A| L. "Cassandra
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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then sslect StorageGRID Hotfix.

+ To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade StorageGRID Hotfix SANfricity OS

3. StorageGRID & A * £ MEqiL|CE

StorageGRID & A H[O|X| 7} LtEFELICE.

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file

Hotfixfile @ Browse

Passphrase

Provisioning Passphrase @

4. NetApp Support AO|EOf|A CHREE3H S A IHAS MEdBL|CE
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StorageGRID Hoffix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Conneactivity might be interrupted until the services are
back online.

Hoftfix file

Hoffix file @ Browse hotfix-install-11.5.0.1

Details @ hotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @
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StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.
Hotfix file
Hotfix file @
Details @
Passphrase

Provisioning Passphrase ©

Erowse " hotfix-install-11.5.0 1

hotfix-install-11.5.0.1

— |

7|2 2| Eo| MH[ATFCEA] A[ZHEOf 2l 22t X o] HEO| YA 2 B & Qits 17t LIEFELICE

A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
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Hotfix Installation Progress

A Admin Nodes - 1 out of 1 completed

Q

Site I Name 11 Progress LI Stage 1l Detalls 1 Action

Vancouver VTC-ADM1-101-191 _ Complate
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# Storage Nodes - 1 out of 9 completed

Q
site I Name I pProgressll Stage 11 petails IT Action
Raleigh RAL-S1-101-186 Quaved
Raleigh RAL-52-101-197 | Compiste
Ralaigh RAL-53-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Naiting for you to approve m
Sunnyvale -SVL-53-101-94 Waiting for you to approve m
Vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve m
Vancouver VTC-53-101-185 Waiting for you to approve m
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

S LEf7FER] T S = HEE D 2LE 2X| HO|X|7F EAIELCE,

() 2UE 8% HolXo| £502 AMAs0} st B Bl BSOIAM * DLIE| MK * S 2BLICE

oHE e
"SG100 3! AMP, SG1000 AMH|A O{Z2}0|HA"

"SG6000 AE2|X| O] Z2t0[AA"

"SG5700 AE2|X| ({E2t0[AHA"

"SG5600 AEE|X| O{Z2t0|RIA"
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Monitor Installation(=2L|E{ &X|) T|0|X|0f| HX| ZIZZ0| HA|ELICE

Menitor Installation

1. Configure storage Running

Step Progress Status

Comest o strage centoer N o

Clear exsing confgration _ Conpiee

Configure volumes k Creating volume StorageGRID-obi-00

Configure host seftings Fending

2. Install OS Fending

3. Install StorageGRID Pending
Pending

4 Finalize installation
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

* X Y¥El= E2RME A8 Grid Managert| 23216H0F SfL|Ct.
* 9X| B2l £ RE AHMA HBHo| J0{OF BFLICE.
peg

ZH[X'E f=7t A0{OF LT,

83



84

* 57 O{S2H0[AA AERX] = EE F=M0F FLIC]
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AER|X| L ET R 152 O|LHOf| R FHE[X]| g2 AS 2QlsHof LTt

I

A

1. Grid Managerd| A * Maintenance * * * Maintenance Tasks * * Recovery * S ME{StL|CT,

2. Pending Nodes S50 57 J2|E =& MEHSL|CE

LEOF st = S 0] LIERLEX| 2 ChAl EX[E[2 S5 FH|7F 2 Wm7X] =5 MEig & YIELIT.

. Provisioning Passphrase * £ /2igtL|C},
4. 57 A g /gL

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure
Pending Nodes

w
]
o

Q
Name LT IPv4 Address IT State 1T Recoverable N
® 10421781 10.96.104.217 Unknown
Passphrase
Provisioning Passphrase | sessss
5. 2 J2|E LE H0|S0M 57 THES DL EHZ LT

Jd2|E L EJt S THA 7| B Ef71I01I CESIH CHE 2202 0|33t O{E2I0|¢A AER|X| E&S CHA
OF2ESHD CHA| E'BH*HZ =& HAE et

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure,

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps

() ST BUUMER - Reset (HAE & Scioio] i 228 Az
AR =7 AREIX| %S ME|Z Kot USS LIEHHE R st AR} LIEHLIC,

$0

Aeh = ASLICE Z2ZAXME
A



€ Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For ViMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

HAE MMt 2 575 A =5 H E A0 O|Z210|HA L EE A AX[E MEfE S6HO0F LT
sgareinstall =E0fA.

Do you want to reset recovery?

O{E2t0|tA AER|X| & CHA| OF2E S ChA| 2B ("3 EHA)

HEH AESX] 252 CHA| OF2ESHa Zol 7t S ot ﬁEEIII =52 LAl 225 H =
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el ASEES 522 HMoljof gfLICE K M| A3 T E = StorageGRID 2E2[X]

ES0=2 SHI=2/| Zoixl 222 CIA| OfRESHL|CH &= HX H A:;EIEL OIRE iME 222
CEA| ZOHSE T 2 QS AL Cassandra H|O|E{H|O| A E X

==

=0tH MH|AE A|ZFRILICE

zast A

E MUBIICt sn-remount-volumes AR EE= Q=71 BHMSE 2T AEER|X| EE8 AlYHst= O =20| E
= UELICH

AEE|X| LE AR EX|7t Tl F0| OtL|HLE L E AL BT XIS Al SXI}ASLICE (Grid Manager0i| A *
Maintenance * * Maintenance Tasks * * Decomm|SS|on % MEHBILICE)

ghzto| ZIg F0| ot Z42 2ARIMELICE (Grid ManagerOl|A * QX254 * * QX|H 4 X * * Shx* S
MEHSHLICY)
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@ 2R 71 K¢ BEMof| 2ot . & AASHA| OFMA|R sn-recovery-postinstall.sh

ol

AT E 274 O|M9 AEZ|X| .EO0||A| CassandraZs &= 7o 152 O|LHO| X 2= 3}H H|O|E{ 7}
EHE £ JELICL

EH4oil CHaH

O] XS Rt=otH LiZnt 22 g XS +AHOF gLt

i

TE AEEX] =20 23AFLIC

AL} sn-remount-volumes SHIEH| EOE AEZ|X| 252 CHA| OIRESH= AFEEQIL|CE. O]

SRE7} eI T2 RIS LI

[=Tan I — Nl

[> rulru

85



° 4 AEZX| 25 UH2E U OF2E sliMst XFS XMES dgfLIct.
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ML =25S LA OR2EYLILE 282l 7IZ HoOIHE O = |X|ELIC.

* £ AWBILIC} sn-recovery-postinstall.sh 23R E O AIZET} ME|MH CHZ 2AS U BL|CY

Ao Mol 5 0| AE2|X| L EE MEESHK| OFMA|L sn-recovery-postinstall.sh
(4tHA) @RI LMot AER|X| 2 &S ChA| 25D JHA| HIEIH|O|HE SR L[ Hoi|
AEZ|X| =EE MHEEIBILIC sn-recovery-postinstall.sh $&22 Q6 MH|AE
AZSHE{ 1 o= MH|AO| QR 7L 245H0] StorageGRID 0{E2H0|AA 271 QX|EH4S BES
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o 2t E MY £+ UELICHtail -f ATZE 23 OpAQ| U
@ HHYULICE (/var/local/log/sn-remount-volumes.log)S
ordoll= BEE S L0} XHAMet BRI S0 JASLICH

&S ZLIEst=
Saigurch 23

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y



or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the

rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

olx Z=0M ot 2E2[X] E50| SHLZ LIA| DI2EEIRUCH A 7He] AER[X] 2F0 2F7t
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* /dev/sde XFS O} A|AHRI A0t ZHALE ENHOH REs =8 E 7tX| 10 QYK 9| LDR ==
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Zujoll o ATt BE 20| A3 B20| TEE|0] YK HQIBILICE S20| 20| YO AIYES ChA|
AsBt|ct,
D2 EE @S Cluto|Aof CH$t HAIK|S ZEELICH AE2|X| 20| o] AE2|X| Lol 48] UK 222
LIEHHS 287} Qx| 2telstLict,

4. =

of

- UNMOUNTABLE &X|E &2

Of Oi|H|0ilA /dev/SDES| Z30i|= LtE 2F HIAIX|7F ZetELICt.

Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

AER|X| 280| L2 AE2[X| 0| £438t= Ao HEH J|& X 240
( > FOISIMAIL. E M= AR sn-recovery-postinstall.sh 23ZE0 A AEZ|X|
ES0| CtA| ZoiE|0f I:-||O|E17|— AAIE A OLAL|L}

AE2|X| C|HIO|AS O2EY 4= Gl= E2 LIHIO|A 0|FS 7|=0l &1l C|HIO|AS SHEHAHLE WH|RfLICt.

=

()  oieEs 2 gi= Asaix| Cluto|AS 2 R6pLE mH|sHOF BHLCt,
ClbfO| A O[S ALSSI0] 25 IDS Z3[EILICL 28 IDE S A 1) Q2{H0} BLIC repair-data
Al HolEIS BB Selots A3

MEHSH|CH sn-remount-volumes CHA|

£s 12 g
ASRIEISI0] ChA| DHPEE ~ b BE AS2(x| EEO| ChA| D2 EEI x| HIELICt

2EEX| EE Eg & gL AR Zoiot 22 CHS tHA IE AL +HSIH EEC| E=
@ OBt =& 4=l LIt QHH'E I:1|0|E1°| EAH=0| 27001 B 2 "*XHQH&

HIO[E 53)E 2t=™ W7tX| SAE StLE7F RX|ELICE

o
z &
|'-|0

o =
_I
of =2

£ AASHA| OHMA|R sn-recovery-postinstall.sh A3 ZE: ZOH7 LMo AE2|X]|

@ =50 =ot = HIo|EE O2|E9| CHE X0 7= 4~ giCt THEtE| = HL2(OH: ILM
HHO| M SILEC| SAIRE BtE= ﬁx'o AFESHALE 62| L E0{|A S E0| Eol7t st ZAL)
CHA 7] X[ 2 X0f 22[610] Ci|0|E S WHS SIS AIL.

MEMBILIC sn-recovery-postinstall.sh 2A3&E: sn-recovery-postinstall.sh
AJEEE OIREY & QU7 LI 2R ZUE AER|X| 282 CHA| Ui, BRst 22 L E0|A Cassandra

HIO[EH[O| A XHF =L, AER[X| LEO| M ME[AS AIZfRILICH
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CHS Aol RelstiAIL.

© ASRZES Mots o B AlZHO| H 4 YALICH

© AEOR ASRYET} MYE|S SOl SSH A EAHOF BLICE

© SSH AI40| Z42t=|0f QL= SOt0f= * Ctrl + C * S 2% DRIAIL.

* Y|E9|3 FEH0| B610] SSH MME SRoHE F9 ATYES HI2C0) A AEX2H =7 Ho|X| oA
AES 2 4 YLt

© AE2|X| LLETF RSM MHIAS AFBSH= B T MHIAT} CHA AISHEIO| Tf2t ASRIET} 52 Sot
MBS 24 2 4 YALICH RSM MHIATL HS SEE GOttt 52 HE XA 4+ LT

RSM MH|A= ADC MH|AE Zotst= AERX| 20| A}SLICEH

©

Y& StorageGRID =+ EXI0|M = 2|HE AFHE5H0] Cassandra ~2|E XZ|&LICH 2&H E=

@ L4 MH|ATEAIRE[= FA| £2|7F X522 O|RO{EL|Ct. "2|I{" &= "Cassandra =2['2h=
ATRE FE 2 = USLILCL 77t HIiUCHE 2F HIAX|ZF LIEFLIH 2F D|A|X|0fl EA|E
HHS MABLIC

£ Z&/8LICt sn-recovery-postinstall.sh 2A3EEJ} H3ME|H Grid Managerd| Al S5 H|O|X|E
DL EHYELICE

S HO|X[Q] TAHE EAZH A S2 of 42| HEHE MISYLICH sn-recovery-postinstall.sh
ASEIE

a8 =.

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

MName Start Time Progress Stage

DC1-53 2016-06-02 14:03:35 PDT . O O N Recovering Cassandra

6. £ =510 StorageGRID {Z20|¢A MX| T= 30| HL|E| HX| H|O|X|2 SotZL|Ct
http://Controller IP:8080, ZFE ZEE2{Q IP FA AL

Monitor Install(&X| 2L|E2) H|O|X|0ll= ATRET} HAlk[= S AX| XIHZ0| HA|EL|CH

rr

£ SEL|Ct sn-recovery-postinstall.sh AIZENM LEOAM MH|ATF AR QRS LICE CHS =Ko
H¥E iz AFEHERZ ZUE ARZ|X| 250l 7HA| HI0[EE S = ASLIC
o e

"AEE|X| LB A|AR E2H0|E S50 Tet B AE"
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"01Z2t0| A9l AEZ|X| 2E0| RLEME H|0[HE SHELCH
oE2to|elAo AEE|X| 2B QEHE H|0[HE S LT

HE2 folo** AEEX| LEOf ARE[X| 2EE ST  AEE[X] 20 FoK7F 2lE m
E4E M CIolHE 57 = ASLICH

Lot 2
- =8 AER|K| LEO| W MEj7t HHE * O HQIE|0{of BLICh, 12 2RO F LE > L >
{1 A
of zfeloi| chsf
J2|29| ILM 70| PHE(0] /0] QEME HALRS AFBE 4 QICHT S 1) T2 AE2|X| L5, 07O s
Eo BEPE MEol Eold 2LAE oS 28 2 ool

ILM 210] ot JHO] EX|E SAER MESHEE YA 3T FA=0| et AE2|X]| =&
EMotH HHE SHE +~ elELict

WS LIHX| A= S2RE AE2|X| 20| )= B2 StorageGRID2 LEH E H|0|EHE
EH5| 2l 22tRE AES|X| E AEXRIE0 ofz] RYS HASHOF HLIC) O] XS $-5}7|
Hofl 7= XA BM0f 225t 57 AlZh 22| 3 2t H|E2 FHOHAL.

© O

WA LIHX| EAHERE OFFHO|E = 20f| = F2 OHFH0[E L E0f| M JHA| Ci|O|E{ 7t HMEL|Ct 2%
Ot7to2 AER[X| A|AROM HME slS o X|H AlZHo] 27| WiZ0f| OFFH0|E =0 2EHME

@ HIO[EE AERX| LEZ SRI5ts A2 LHE 2EE|X| 20N SARE S S#lok= ZAEC0H AlZto] O
e ZELIC.

7HH| CIOIE E S)sHHH & MHSLICH repair-data ATE. O] AIZEE= JiK| HIO|H 5@ ZEMAE
AIZFSED ILM A7 2t S S8l ILM A0 EFE|=X| eI}, oAM= CHE SME MERLIL repair-data
=H HlolH S = A 2 Cl0IE of R0l w2t ChEat 22 AFEES MEY + AUSLICE

0} = 18}0F SH=X| Of5L0]| 3t £ FEX|
repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

.o * Ec(AFI-” -_—IL‘_I) E."olE.I *. I"Xl | =2 E_—IJ_OH

EES FoteEXl £ =29 EF =BT 570 0F stEX| O R0 m2t £
Mol waie AtZstol ANl 3 HlO|E S BE & LT

repair-data start-ec-node-repair
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repair-data start-ec-volume-repair

P AELX] =Tt 2IaRIl HEHo M AX| 2 HIO[E 57E AMEE - JASLILE ZE EEE MEE +
UA E[H S77 = EHLUICL OHE BYS AFE5H0 AR 2 C0[E2] 57 MY = AFLICEH

repair-data show-ec-repair-status

EC 23 & QA \|-MOoZ gt oFo| &t

THE = LS O — o

r
rulo

27t

ofleFetL|ct. AE2|X| ZEO0| EB|AE & AKX

\J

() =77tz 2xtsiZEL olof M S7t0] S25tK eOw EC 27 Ae{o| Amfghc

Xt} AlIj I S 0f50f 2A2L0] EC 27 XJ0| #ZEH XFA oforo] HRIELICE

£ AME5t= SHof| CHeh XpMISH LHE2 E HXSIMAIL repair-data AT EE| £ YHBLICH repair-data
-—help 7|2 22| == HHEO| YHLICE
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712 2E X eEY 239l

ot

fLICt.
a. COf32 HHS YHYLICL ssh admin@primary Admin Node IP

b. of LIEEl A5 E AUZSIL|C} Passwords. txt I,

EZ 27QI5IH ZETEJ} of| M HAELICE s & MEIRILICE 4.

E MEELICE /etc/hosts ST1E AEE|X| SE0| CHSt AEZ|X| LEQ| SAE 0|EE2 &= I O2|E9
BELLE EE2 HH OS2 UHELICE cat /etc/hosts

ox

HE AEZX 250 Zoi7t Llet F FAM =2 SHAYLICH (ER =BT Aiist F2 LS A2

O|s&L|Ct.)

@ AU = YELIL repair-data SAI0] & 0|42 ==0f CHer 2. o8| =2 S5 H
7l& X EHoll 22l5HHAI2.

o J2|=0f| SX|El Cllo|E{ 7 ZgtEl B2 E AFBELIC repair-data start-replicated-node-
repair BHM M --nodes TH AEE|X| LEE H545H= SMQULICH

O] A2 SG-DC-SN30|2t= AEE2|X| =0l SH|El C|0|E E S7efLCt.

repair-data start-replicated-node-repair --nodes SG-DC-SN3

*

40

I0A| HIOJE{7t Z R E|H StorageGRID A|ARIOM SHE A HIO|EE &S 4+ 8lE &
@ WA &4 Z0TF ES|AHELICH A|A- HAQ| AEE(X| LEOM Z21It E2|HE =

UAGLICH 49| el 5317t JHsehX| 2Hldhof BfLICt. StorageGRID ZLIEE 3 &
Sl 20l chiet X[ &S HZSHAIR.
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o

J2|=of AfF| 2 CIojE{ 7t 2etEl B2 & MEJIMAIL repair-data start-ec-node-repair
Ha 1} SHH| --nodes MA| AEE|X| LEE E15l= SMYL|CE

0

HH2 0|F0| SG-DC-SN32 AE2|X| =0 M AfH| 2 H|0|HE SFELICH
repair-data start-ec-node-repair --nodes SG-DC-SN3

AAoM DRt 2HE HEtSLICH repair ID O|E MEYLICt repair data &3, 0| SHE AFSELICH
repair ID 2| ZIH M&tut AME FHBILICt repair data HE. 57 ZEMATL AZE|HE CHE

RS,
I =ufo| ghete|X| F&LCE,

4

() ¥ 2EEF =co emaelsl Sujold 4R 29 ClOlE H78 AXE + B 2E
=EE ARSE 4 QU =T 2ot AR E LY,

—

o J2|=0f ZX|E Clo|E et AR 2 HIO|E7L B&E s R F HHS BF HASHAL.

=& IDE 1672 YHYLICL o2 ST, L2 Z5LIT. 0000 2(£) A Hf =F0|H 000F 161HM
SEYLICE stLtel 28, stLtel 28 Hel £ AIE200 gl= o2 252 XEY = ASLICH

HE 2582 SYe 22X 0] L0{OF BfLICE = O] &2 AEE[X| LLEOf TSt 2E5S S0 5l= B2
71z K& BEM0f| 225t A2

|
--nodes h:ES A= SMEQULIC ZE._‘i Cr2 2 x7|‘°"|—|E|' --volumes = --volume-range CHS
oloff EAIE CHE S S MEHSHL|CE

- Eel =g 0] HY

ro

=HE Co|HE 2822 ZYLICI 0002 SG-DC-SN30|2t= AEZ|X| LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

25 E%l % 0| BH2 SXIE CIo|HE Hel U2 ZE =& S LC 0003 & MEYLICt 0009 SG-
DC-SN30|2t= AEE[X| LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volume-range 0003-0009

* OHE S280| AIZAN S *: 0| HH2 SN =l HIO|HE S 8L E S|IELICH 0001, 0005, X 0008 SG-
DC-SN30|2t= AEZ[X| LE:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008
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JHA| clO|E{7} 22l%|™H StorageGRID A|AEINA 2 X2 7HA| CIO|EE A2 & Q8 R
@ IHH| &4+ AJF ER|HEILICEH A|A”] MAQ| AER|X| =ENAM 21Tt E[HE
UELICH 4o }olut 537t J7Hs K| 2elsliof efL|Ct. StorageGRID 2 L|EZ

A T X|H S FZoHHAI2.

2 5L Z2H|

o J2|=0f AH RS HIO|E{7t TRl AL E MESHA|IR start-ec-volume- repalr HH b et

--nodes LEE AMYHS= SMYULICH O3 CHS & FILICH -~volumes EE= --volume-range CHS

olofl EAIE = SHS HEfRL|C)

FHAEE*O|

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
0007

HH2 AH Y HOIHE 2522 SAYLICH 0007 SG-DC-SN30|2h= AEE|X| L E:

s 25 U % 0| HH2 MK Y HIO|HE Helel RE =& S|ELICE 0004 E MEHEILICE 0006 SG-

DC-SN30|2t= AEZ|X| LE:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume
-range 0004-0006

* 02 2E0| o 2o ¢l2 *: 0] 2 AN 2 Co|EE 282 = SRYLICt 000a, 000C, % 000E

SG-DC-SN30|2t= _EE|X| LE:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

E S2YLIC} repair-data YA DRt IS BHSRLICE repair 1D O|E AERLICE
epair data &&. 0] SME ABELICt repair 1D 2| TIH Aetut AE FHBILICt repair data
As. 57 E§H|*7f QfEE|O'|E CHE m|=840| Hhet| X| t&LICE.

HH+

(D) ¥R RN st omaioigl deiol 4R 2g clole 278 ATt & lsuich 2
T2 B 4 Q| 53 210t 2R ELICH

o J2| =0l SHIE Ho|Eet AKX Y C0|E 7} 2&E A= ER & EHE ZF s

=
>
[0

5. =X Clo|E{e| ERE BLIEREHLICE
a LT *>*2Es AERX| LT *>* LM * S MEHBIL|CH

b. W7} MMo| £M8 ALESHY 2|7t fEE|U=X] ZQlRfL|Ct.
E17t et2 =™ Awaiting-all $42 0 Z{&|E LIEHHLICE

C. £2|E XHMIS| BLIEYSHAH * X[ *>* £ * >+ J2|E EZEX| * & MEfgL|Ct
d. J2|E*>* EJE|= AEE|X| LE*>* | DR*>*O0O|E| HEA*E M

e. SHE 27t 2= R g SdS Z®t0] Jtset of 2EELIC

a0 | o —
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(D Cassandra®| &&tA&o| g

o

4+ 9lon, 27 Mg £XoHX| ekgLiCt,

" Y AZE ER(XRPA) : O] 42 AESH0 EX|E S+ UHES FHYLICL o] £H2 AER[X| LE7t
D[ MM E Fota{n o wiotct Z7ketL(ct, of -’—‘.‘-’gol X A7H 7|ZH( Scan Period—Estimated*
£ HB)ECHH 71 7|2t St BIISHA| o™ ILM AWM BE L E0M S7sH0F & D™ WM E
BX| Rot AJLICE

@ 09 HE TG 2HE 20| A= WM YLICE ILM S EFSH g A=
EHE[X| gfE Lt

= * A 712 — O &(XSCM) *: 0] £HE= ALESH0] O[Hol| +=TEl JHA|of HM tHF0| HEE = AHS
—’.‘—’“E“—Il:f. S AME * £40[ o A7 J|ZHECE 21 712F St SUI6HK| Ao SHE 27t aHE

o
o'ﬁl—llif. S E%"E' —1‘— USLICtH AZH 7|12 —Of| &(XSCM) * ﬁ’gﬁ A 22|=of HEEH
t. 12| =0f| CH$t * Scan Period — Estimated * &4 7|28 X350

6. Ad 2 HI0|EQ S5 EUE s Hifict @ES THA| A|ZsHYAIR.

" O] BHS A8t £ 2| HEHE 2Hole = ASLIT repair-data &S:

repair-data show-ec-repair-status --repair-id repair ID

repair-data show-ec-repair-status

E3H0|= 2 Xt HEJH LIEELIC repair 1D, 2 0T ! odXf A Sl ~2/0] CHH .

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes
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b. £2j0f 57 ZYo| Mifst AO = HAE= R E MEBYLICI --repair-id EFE MALSH=
S M9
0| HH2 57 IDE AHESI0] Aot o= 5718 CHA| A|=RL|Ct 83930030303133434:
repair-data start-ec-node-repair --repair-id 83930030303133434

0| HH2 51 IDE A8 Anlst 28 S+E CHA| A|=8fLICH 83930030303133434:

O{Z20|oA AER|X| LEE 233t S

|>

E2[X| SEHE =RlFfLICt

HEZO|HA AEZX| LEE
2ofoloR MME o] X 2

25 S0l 0{Z210|HA AER|K| LEO| &SH= AtE{T}
| =l A
22f21 AEfTt E| = F ofjof BL|C

stm AE2|X| =E MHE ChA| AlXHe miojct 7|2 5oz
3

s X% = E2tRKXE AF2510] Grid Manager0l| 2 1218HO} fL|LCL.

* AER[X LEJH SFE D M0 577t /2 E|ASLIC

|
L XP*>+Eq*>*02|E EZZX| * § MEdgiL|Ct

2. 2% AER|X| L= ** DR * AEE|X| * * AE2|X| A} - RISH= * 8l * AEZ|X| Al - $HXH < 9| IS
stolgtLCt,

T 49| g2 22t210|0{0F gLCt.

3. 2St= AER|X| MEN7E Y| ME2OFE MAE|| QoH L

r
ojo
rn
X
i
4>
0
_O't
=
>
1)

a. Configuration * 82 22!gtL|Ct.
b. Storage State — Desired * EELH2 SF0|A] * Online * & ME{BILI|Ct.

c. ¥ I8 X8 * 3 2piict,

d. Overview * §§2 22/5}11 * Storage State — Desired * & * Storage State — Current * 2| 20| Online2 2
UH|O| EE| =X ZlgtL|Ct.

=]

AMAR EB0|E7F 2 MEX| g2 AEE|X| 2§ TH=ERE 57

LS —

AEE[X| 29| Lt O] e AEE|X| Z&O0| AKX T A| AR =20[ET & HE[X] G52

ADEQO 7|gt AEE|X| LEE S0t H YH| &A S a=dlof gLt AEEZ|X| SET
Zto{ 7} E At AR0]| = StorageGRID A|AHINIAM AEZ|X| EEE A& AT £ USLICH
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Of ZhHofl CHaH

O =7 HXt= AZEY 0] 7|8t AER[X| 202 MEELICH O F2t0[AA AER|X| LEO|M AEE|X| 2F0|
Afst AL "StorageGRID H{Z2I0|AHA AEZ|X| .LLE 23" MAIE ARSI,

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

e
r
0z

H
"StorageGRID H{Z20|AHA AEZ|X| LE S

o "EOH7t LT AER|X| 28 AlH 9l O E Six|"
o "ZIOj7t MG AER|X| 252 35t Cassandra H|O|E{H|O|A S R =THL|CH"
o "A|AHEI ERI0|E T} AML|X| U2 AER|X| 220 QENE 0|2 2| C

* "AERX] 2BE 57 = 2E2X| HEHE EHelst= SYLICH

AEEX| =& S0 tist 30 HE

AEL|X| L =0f| CHal Zolot st AEE|X| E&ES S7517| Tol| Chg E11E HESNOF
'c'>'|-|_||:_|-
= .

AERX| LEQ AEZ|X| EE(EE HS)2 £8 D2t 5t= 1674 HS 2 AHEEIL|CH oS £0{ 00002 X H
=E50|1 000F= 16HM| S EQLICH 2t AER[X| 29| A HI| QEHME NMEMZE 0)= LEME HEHH|O|H B
Cassandra O|O|E{H|O| A EtA0]| Z|CH 4TB2| S7t2 AFESIH, sl 22| LIHX| 37t2 QEH E G|0|E |
AEEILICH OE RE AEZ|X| 282 QEHXE H|O|E 0|2 AFREILICE
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=5 00 {7} BHASt] 218l{0F St= AR, Cassandra HIO|E{H[O|AV} 28 27 HAfo| YHZ MPHE £
QUELICt Cassandra= CHSot 22 A0 XS ELICH

s AER|X| LE= 15 O|A @I 2tol MEfT7t Bl = CHA| 22t01 Aei2 MSHEIL|C}

* A|AE| E8t0|E gl St} O|Ato| AEZ|X| 2F0| Mufjstn 2 REL|CE
CassandraZt M 7AHE|H A|ARS 2 AEZ|X| LEO| HEE AMZELICH HE M2 AEZ[X| LET 2E2IQI0]
AR 2 Cassandra O|O|E{E AI2SHX| 28 4= UELICE CassandraZl | 20| CIA| HEE AL, Cassandra

HIO|E{7t 2| = HAH|0f| A OfZ! UZE|X| S 4= JELICL CassandraZt HE M2 AEZ|X| =7} QE2}I0|7HLt
= O|Mo| AEZ[X| =27t MZ 152 O|LHO|| R F=5El 22 Ci|O|Ef &4l0] LMHEh £~ ASLICE

@ = 0|9 2AEE|X| 20| W7t AALE QE2tRl HEHRI R 7|& X B0 E2[SHUAIL. TS
=7 BAE SYOHK| OHYAIL. HIOIE{ 7} &4 E & AUSLIC

AE2|X| e FOH EE 7 3 152 O|Lol £ B AE2IX =C 2801 FS 7]
(D =2osti2. 15 olLol & 74 02| AE2|X] =E0jAf Cassandrag M7t

4+ gLtk

= A& 20
™ o7 &4 E

@ St AFOIEOf| = O] o] AEE|X| L0 Foli7t Zdst AR AO|E 57 EAL ERE = ASLIC.
71z X3 BM0| 22[5HAL.

"7|& K| EAMO|A AIO|E BE3E

o
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rr

=4
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@ ILM 7210] SX[E SAH2 S Sttt MR 5[0 A1 3T FAI=Z0| Hufet AE2|X| =&
ASH JHHIE =7 4= RS

E7 & MH|A:MEl-Cassandra(SVST) A&7t Ldlst= AR, CassandraE HEHAHSH0] 2LIE{R S
() =8 ez Xz sxetol 220 27BILICH Cassandra?t HRHE Soll= Zwt XELIC
U0| £HEIX| FOH 7| X|E LA RISHUAIL.

el ye

"2LEE 8 ZH o E"

"J2|E L E S0 tiet A0 8 18 Ak

250 AERX| LES 278 wjs o7t YT BES st
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Object Stores

D Total Available
0ooo 96.6 GB 96.6 GB
000 107 GB 107 GB
oon2 107 GB 107 GB
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sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0
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Zof7 gMlot AE2|X| 282 =75t1 Cassandra G|O|E{H|O|A S M= THL|CH
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* AEE[X| 29| ZF rangedb =210[E0] CHSH Tt HIAIX|ZF EA|E M: “Reformat the rangedb drive
<name> (device <major number>:<minor number>)? [y/n]? 0l C+S & F StLtE = stL|Ct

O od
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reformat storage block devices.rb CtA| BES LHEIL|CH

UE StorageGRID £+ ’“ﬂoﬂ)\‘l" 2|I{E At2380] Cassandra 2|2 X 2|EL|C}.
® pied e B MHIATE AIRHE|S S| 2217t BSOS 0|ZOfFLICE "2ln s
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root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.
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HH|Q] LIMX] S A2 EE OFFH0[E 20| Q= ER OFFH0|E =0l M ZHA| ClIOIE 7t A ELICH 2 &
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HIO[EE AER|X| LEZ S)I5ts A2 LHE 2E8|X| 20N SARE S S¥6k= AR AlZHol O

e ZELIC.

WK HIOIEHE S)6tHH E MAlSLICt repair-data 2A3EE. O| AIREE=JHN| HIO|H S ZZNAE
AESED ILM A7 HAZ Sl ILM #20] SFE| =X &IgtLICH oM = CHE S8 2 AEELICE repair-data
EX G0l S¢ = AKX 2 0| 50 w2} TSt 22 ATZEE AT 4 JUSLICH

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* *EC(AH 2E) tIofEf *: HM| == F78M0F 5t=X| £= 20| EF 2B S7H0f sh=X o 20| [zt &
JHo| S ALRso] AXl B BlO|EE 2elg & %!ﬁLIEL

=

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

A AED[X| STt QIatoIol AtEHol A AR DT Cl0]E] B AJRHE £ LI
QU E|3 277t R EILICE TH TS ABsI0] AH 2 Hlo|E|e| 278 ANy

repair-data show-ec-repair-status

EC 27 X2 ANHOR B2 o MF B2HS OofRiLict AER|X] L2lo| E2|7E 4 UKot
() =7ste=s=s 2xt sl ZEL olof M S710] S25tK 2O EC 27 Ajo| Amfgiic
xigl AlTY = A2 0f=0f RAI0| EC 27 Tolo| $HZE|B XE4 ofoto] HHELIC

£ AEoH= WHo| CHSE AbM|T LHE2 E HZSIYAIR repair-data 2T EEN E HYLICt repair-data
--help 7|2 22| LEo| HHZO| L(C}
CHA|

1. 7|12 22|Xt ==0f 2QIBHL|C},

A2 YHLYLICH ssh admin@primary Admin Node IP

 Passwords.txt IHY.
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d of LIgEl A E AUBBLICt Passwords. txt IHY.

JQIstH TETETL Ol M HAELICH s & MEIRILICH 4.
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2. E MELICt /Jetc/hosts BTE AEE|X| 250 L3 AEE|X| LEQ| SAE 0|52 3= I J2|=9)
BELLC ZE2 H{H OS2 YHELICH cat /etc/hosts

-

3. BE AEZ|X| &0 Foi7t LMt Z A LEE SFELICH (EF 2 I FR TS EHA=E

O|SgLCt.)

@ Al = YPELIT repair-data SAIO = 0|42] lLE0] CHet 2. 0f2] LEE S5t H
7|z A& "ol 22[sHHAIL.

o J2|=0]| SX|%El Cilo|E 7t EotEl B2 E AFEELICt repair-data start-replicated-node-
repair @M &7 --nodes A AEE|X| =EE FS76t= SMYLICE

O] EH2 SG-DC-SN30|2t= 2EE|X| ==0|M X HI0|E & 5Lt

repair-data start-replicated-node-repair --nodes SG-DC-SN3
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O] A2 0|50| SG-DC-SN3Q! AE2|X| lLE0|A AfH| 2 CIO|EE S &Lt
repair-data start-ec-node-repair --nodes SG-DC-SN3

Ao 7ot 2S BHLICE repair 1D O|E MEYLICH repair data &S, 0| MZ ALSELICE

repair ID 2| Tl At AuE FXMBIL|C repair data BES. 57 ZEMAT =250 CHE
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J2|=of SH[E HIoE 7T ZetEl AR E AEELICH start-replicated- volume repair BE I S

o
--nodes =EE AMHSH= SMYLICEH T3 OS2 E FIHLICH --volumes & --volume-range CHS

olofl EAIE = SMS MEfRILC

—_

Y 28 % 0| B2 =SHE O0|HE E82= =AELICI 0002 SG-DC-SN30|2h= AEZ|X| L E:

[ o o

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002
28 Hel 0| BH2 =H|E HoO|HE Hel Uel 2E 80| S*ELICH 0003 & MEHRILIC 0009 SG-

OoOoOoOL- T

DC-SN30|Ef._ AEEX| E:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3

--volume-range 0003-0009

" OHE S0 AIRAN QS *: 0| HH2 SN =l HIO|HE S ELE S|IELICt 0001, 0005, X 0008 SG-

DC-SN30|2t= AEE|X]| L E:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3

--volumes 0001,0005,0008

A HS *
THAE%:‘

40

WAl CIOIE{7 =) =™ StorageGRID A|ARIOM SH|E 7HA| HIO|HE X2

@ WA &4 Z0TF ES|AHELICH A|L- HAQ| AEE(X| LLEOM 210t E2[HE
UAgLICh 49| dela 5317t JHsetX| 2eldlof BfL|Ct. StorageGRID ZLIEE 3 24
SiZ0 CHeE X|HE oA=L,

FESIMAIR start-ec- volume repalr HF 1k |

o J2|=0of AN 2 O|o[E{ 7t ZetE
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eEl
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ru I
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repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes

0007

28 Hel % 0| BH2 AH I HOIHE Hele 2= =& S*ELC 0004 & MEFLICH 0006 SG-

DC-SN30|Ef._ AEEX| LE:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume

-range 0004-0006



* 2] 280 ¢F Hof| §lZ *: 0| Y2 MH| 2Y HI0|HE =282 = SHELIC 0004, 000C, 3 000E
SG-DC-SN30|2t= _EE|X| L
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes

000Aa,000C,000E

+ £ 2EIYLICt repair-data YA D8t g2 BHeHSIL|C repair ID O|E AHTLICE
repair data &S. 0| SME ABELICE repair 1D 9 T A2t AE FHMEYL|CH repair data
s 57 Ei*ﬂ*ﬂ 2t &[0 CIHE T E810| Hhete|X| & LT
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M
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USLICH AZH 772 HAE £ QJELICEH A 7|2 — Ol 2H(XSCM) * 42 TA| J2| =0 HEE|H

DE L= AZH 7|2H9| A|CHZEILICE.
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repair-data show-ec-repair-status --repair-id repair ID

repair-data show-ec-repair-status

=0

rr

= Zot "EI LHEELC repair ID, 2 O|T 3! odXf & Sl ~2/0] CH3H .

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes
b. £20j| £+ ZfY0| ATt HOE HA|E|l= B2 E MBYLICH --repair-id 75 MA| st
SHYLICE
0| HHS =+ 1D 839300303133434E AFESH0] ZOf7I LMot L. = SR E CHA| A| &L C},

repair-data start-ec-node-repair --repair-id 83930030303133434
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Prepare for node
recovery.
Replace node.
VMware Linux
No ) Yes
Linux host?
Corrective No . See the
actions taken when F:Eiﬁ;fgels “What next?”
restoring node? section for details.
Yes
—force flag New or changed
or force-recovery block device
Select Start Recovery to Recovering from

storage volume

configure the Storage Node. failure

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.
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* MA| =& ChA| HX[SH7LE var/localg S&IsHO0F R SLICEH
chA|
1. Grid Manager0| X * Maintenance * * * Maintenance Tasks * * Recovery * & ME{S}L|C},

2. Pending Nodes SE0|M 7% J2|E L EE MEBIL|CE

LBt Aot = SR0f LIELEX|ZE CHAl & X220 S5 EH|7L E Wi7tK] =

CE Mefy & giELot
3. Provisioning Passphrase * £ /23%fL|LC}.

4. 27 A5+ 2 2YBLIC

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes

Search Q
Name LT 1Pv4 Address IT State IT Recoverable
® 104-217-51 10.96.104.217 Unknown v
Passphrase
Provisioning Passphrase | sssses

]

Start Recovery

5. 23 J2|c L. H|0| 204 27 AYSS DLEARLC

@ =7 B H¥E = S * Reset * 2 SEI6I0 A S8 AR = ASLICH ZZAME
MEHoHH =0t AHEIX| 842 JEIZ Ot ASS HEHH = EE st &RE7} LIEFE LT,

LS © Moo=

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

Do you want to reset recovery?
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o 2t E MY £+ UELICHtail -f ATZE 23 OpAQ| U
@ HHYULICE (/var/local/log/sn-remount-volumes.log)S
ordoll= BEE S L0} XHAMet BRI S0 JASLICH

&S ZLIEst=
Saigurch 23

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, 1if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.



====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.
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postinstall.sh O] 2&0I et ASEEQIL|CE
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Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.
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ASRE £HE £ £+ JSLICL E77F HIiMCH= @F HAIX| 7t LPEH—PI' 2 F HAIXIO EAIE
HFS AAfL|ct
5. 2(B) 2 HYELICt sn-recovery-postinstall.sh 23HEJ} MM Grid Managerd| A S+

H|O|X|E ZLIHZSLICt.

=7 H[o[Xx[<] f

A3EE,

|6'|'|
o=

HEAIE1} EHA|

20|AI-
=21 — o

0>

2
°

EHE M BELICt sn-recovery-postinstall.sh
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.
Pending Nodes
Search Q

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

£ S ELIC} sn-recovery-postinstall.sh 23 EN M LE0|A MH|AT} A|ZE|}ESLICH ST =X
HYE O ASEERZ ZOE AEZ|X| S50 7HM| HIO|HE SY = JUSLICH
S]]

"AEZ|X| LE A|AE E2l0|H =210)| CHSt 21 HE"

—

'2Rot ER QEME HO|HE AE2X| 250 SH"

—

LR L QUIE Hlo|HE AE2|X| 250 28

£ FE8LICt sn-recovery-postinstall.sh AIEEE= StLf 0| 49| Anfet AEZ[X]
229 CjA| ZOStE O ZREHL|CH CH2 AE2|X| L 8l O}710|E L E0|A EUEl AEE|X|

-
=522 A ClO|E| S SJoH0F §hLICt. oLt o[ o] AEE|X| EFS CHA| ZUSHA| 5™

—

Of2{¢h EtA|I7} ERSHX| gf&LICE.

Lot A
* STE ARLX] LEO| F& HEfVL* HAE ¥ = 2AQIE|0{0f IL|Chys d2|= RE|RFQ * = > * iR ¢
Ol A,
Of ZhHofl CHaH
J2|E9[ ILM 1#2]0] FHE[0 R REME SAES AEE + UCtn JPge M CHE AEE|X| L5, OFFH0|E ==
LE SERE 2E2X] E0|M QEME H|O|EHE S¥Y = ASLIC

ILM 7#2l0] 3t 7Ho| SH|E SAH2C MESHE
EMotH HHE S7E 5 eELICH

I
-1
0z
m
4%
[
=0=|.
ol
Jr
>
i
=)
>
[=]

et 2AE2|X| 20

HH|el LIMX] SAR2E 22tRE AEE|X| E0f = B2 StorageGRID2 LEHE H|0|HE
S| flol 22HRE AEE|X| F AEXQIE 02 RS A of eiL|Ct o EXIE +35}7|
Hofl 71z X M0 225t 57 AlZh Z2f|Y 3! 2t H|8S FHSHIA2.

© O
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HH|Q] LIMX] S A2 EE OFFH0[E 20| Q= ER OFFH0|E =0l M ZHA| ClIOIE 7t A ELICH 2 &

=
ML O [== R =1
@ Ot7to|2 AER[X| A|AROM HME sAlS o X[ AlZHo] 27| WiZ0f| OFFH0|E = =0 2EME
HIO[EE AER|X| LEZ S)I5ts A2 LHE 2E8|X| 20N SARE S S¥6k= AR AlZHol O

e ZELIC.

WK HIOIEHE S)6tHH E MAlSLICt repair-data 2A3EE. O| AIREE=JHN| HIO|H S ZZNAE
AESED ILM A7 HAZ Sl ILM #20] SFE| =X &IgtLICH oM = CHE S8 2 AEELICE repair-data
EX G0l S¢ = AKX 2 0| 50 w2} TSt 22 ATZEE AT 4 JUSLICH

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

* *EC(AH 2E) tIofEf *: HM| == F78M0F 5t=X| £= 20| EF 2B S7H0f sh=X o 20| [zt &
JHo| S ALRso] AXl B BlO|EE 2elg & %!ﬁLIEL

=

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

A AED[X| STt QIatoIol AtEHol A AR DT Cl0]E] B AJRHE £ LI
QU E|3 277t R EILICE TH TS ABsI0] AH 2 Hlo|E|e| 278 ANy

repair-data show-ec-repair-status

EC 27 X2 ANHOR B2 o MF B2HS OofRiLict AER|X] L2lo| E2|7E 4 UKot
() =7ste=s=s 2xt sl ZEL olof M S710] S25tK 2O EC 27 Ajo| Amfgiic
xigl AlTY = A2 0f=0f RAI0| EC 27 Tolo| $HZE|B XE4 ofoto] HHELIC

£ AEoH= WHo| CHSE AbM|T LHE2 E HZSIYAIR repair-data 2T EEN E HYLICt repair-data
--help 7|2 22| LEo| HHZO| L(C}
CHA|

1. 7|12 22|Xt ==0f 2QIBHL|C},

A2 YHLYLICH ssh admin@primary Admin Node IP

 Passwords.txt IHY.
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d of LIgEl A E AUBBLICt Passwords. txt IHY.

JQIstH TETETL Ol M HAELICH s & MEIRILICH 4.

Sl
[m
Hu
Hu

2. E M8YLICt /etc/hosts B7E AEZ|X| 2F0|| et AEZ|X| LEQ| TAE 0|§2 ¥ I 12|E9
=

BELLC ZE2 H{H OS2 YHELICH cat /etc/hosts

-

3. BE AEZ|X| &0 Foi7t LMt Z A LEE SFELICH (EF 2 I FR TS EHA=E

O|SgLCt.)

@ Al = YPELIT repair-data SAIO = 0|42] lLE0] CHet 2. 0f2] LEE S5t H
7|z A& "ol 22[sHHAIL.

o J2|=0]| SX|%El Cilo|E 7t EotEl B2 E AFEELICt repair-data start-replicated-node-
repair @M &7 --nodes A AEE|X| =EE FS76t= SMYLICE

O] EH2 SG-DC-SN30|2t= 2EE|X| ==0|M X HI0|E & 5Lt

repair-data start-replicated-node-repair --nodes SG-DC-SN3

o
40

JHA| ClO|E{ 7t =R =|H StorageGRID A|AEIO|AM S| E 7HA| HIO|EE &S == 8iE &

@ A &4 * ZIF E-|AHELICH AA”> TH|Ql AEE|X| LEUAM 07t ES|AHE £
UASFLICH 249 el STt JHs x| 2ldlof BfL|Ct. StorageGRID ZLIEE 3 &
SiZof o X &S FZHHAI2.

P

ag
HEH T} 8HH ——nodes MH| AEE|X| LES Et= SMQULICE

O] A2 0|50| SG-DC-SN3Q! AE2|X| lLE0|A AfH| 2 CIO|EE S &Lt
repair-data start-ec-node-repair --nodes SG-DC-SN3

Ao gt 2S BHRLICE repair 1D O|E MEYLICI repair data &&. 0| M2 ALY

repair ID 2| Tl At AuE FXMBIL|C repair data BES. 57 ZEMAT =250 CHE
O|=HH0| et X| QEEL

i

(D) 2T AR =S QA0 SEOI 4R 2T HOIE %78 ANY S BT 28
TES ARSY 4 Q| BB 217t ABELICE
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o AH ZE HIO|E{ 7L EotEl AR E AMESHYA|IR repair-data start-ec-node-repair



o J2|=0f SH|E HIO|E{7t Z&tEl AR E AMESLIL start-replicated- volume repair BE I S

o
--nodes =EE AMHSH= SMYLICEH T3 OS2 E FIHLICH --volumes & --volume-range CHS

olofl EAIE = SMS MEfRILC

—_

Y 28 % 0| B2 =SHE O0|HE E82= =AELICI 0002 SG-DC-SN30|2h= AEZ|X| L E:

[ o o

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002
28 Hel 0| BH2 =H|E HoO|HE Hel Uel 2E 80| S*ELICH 0003 & MEHRILIC 0009 SG-

OoOoOoOL- T

DC-SN30|Ef._ AEEX| E:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3

--volume-range 0003-0009

" OHE S0 AIRAN QS *: 0| HH2 SN =l HIO|HE S ELE S|IELICt 0001, 0005, X 0008 SG-

DC-SN30|2t= AEE|X]| L E:

repair-data start-replicated-volume-repair --nodes SG-DC-SN3

--volumes 0001,0005,0008

A HS *
THAE%:‘

40

WAl CIOIE{7 =) =™ StorageGRID A|ARIOM SH|E 7HA| HIO|HE X2

@ WA &4 Z0TF ES|AHELICH A|L- HAQ| AEE(X| LLEOM 210t E2[HE
UAgLICh 49| dela 5317t JHsetX| 2eldlof BfL|Ct. StorageGRID ZLIEE 3 24
SiZ0 CHeE X|HE oA=L,

FESIMAIR start-ec- volume repalr HF 1k |

o J2|=0of AN 2 O|o[E{ 7t ZetE
CtE & F7FLICH --volumes & --volume-range CHS

eEl
—-nodes =EE AHSH=E SMQAULICEH O3

OH
4o
ru I
-

ool EAlE iz SMS *.JE—.”E.“—IEF.
U EE 0| B2 MH ZE OIOIHE EER2Z S/HELICt 0007 SG-DC-SN30|2h= AEE[X| L E:
repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes

0007

28 Hel % 0| BH2 AH I HOIHE Hele 2= =& S*ELC 0004 & MEFLICH 0006 SG-

DC-SN30|Ef._ AEEX| LE:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume

-range 0004-0006
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* 02| 280 ¢ Hofl §iZ *: O] 2 A 2L HIOIHE =2EL= =S¥
SG-DC-SN30|2t= _EEIII LE:

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

=+

£ Z&|8LIC}t repair-data AHAM DR 242 BH&BL|CH repair ID OIS &lté%*'—“:f
repair data &&. 0| ME AL ELICt repair ID
s 854 Ei*ﬂ*ﬂ 2= E|0{ & CFE O|=4H0| gtete|X| Qf&L|CE

() ¥ 2EeF =co emelsl Sujold 4R 29 ClOlE H78 AXE + B 2E
TE2 ASY 4 QUi Hl8 20t 2 ELICH

o 2|20 SXE Clo|E{et M| ZY ClO|E7t % = 32 F IS BF AN 2.
5. SH|E H|o|Ee| E7E ZLIHYLICE
a LE*>*EBADL AEZ|X| LE *>* LM * 2 MEHEL|CE
b. I MMo| £M S ARSI 2|7t =& U =X SelEL|Ct.
2717t t2 =™ Awaiting-all $42 0 4| E LIEHALICE
c. 2|5 XMI5| ZLIHSHH * XY *>* = *>* J2|E EEEX| *
d. J2|E*>* 53E[= AE2|X| L= * > *LDR * > * H|O|H X& A * & MEABIL|CE

—

e. BH|E +207 ARE F OIS SYS TEI0 h53 o ZHELICL
() cCassandra®l 2240|948 + YO0, B MIS XK SLICH

1O L- —

2A8tLICH 000a, 000C, & 000E

* * ANEZE SEF(XRPA) : 0| 542 A0 EX[E S THES FHLICL 0| 42 AEZ|X| LET}
3 AFH

1Y AHE S E HUfEf SItefLict. | —’—'.‘-MOI A7
L4 M3)ECHO 21 7|12 Set B71SHK| ™ ILM A0 EE L E0M S1s{oF g 1 9ld
N[ =t AL

A N

r° 50
0I>I

& M= 2T e E fIHol A HMYULIC ILM FEE SFSHK| b=

H R
oot 4o
0
Pal
52
o>
~
[

" A7 212t Of(XSCM) * 0] S AB3t0f ol 0l Sl Aol A ol g

FHYLICHL 57 AR * £80] o7 A7 7|ZEEL 71 7|12 Set SItSHA| g™ =X E *El7f

UASLICH A7 7|2t2 HEE 5= JAGLCH A7 T2 — 0l &(XSCM) * £4 2 FH| 22| =0 J5*.5§EI|31

o=

HE L& AZH 7|7k X|CHZEILICE J2| =0 CH$t * Scan Period — Estimated * &4 7|28 X3|5}0]
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repair-data show-ec-repair-status --repair-id repair ID

repair-data show-ec-repair-status

=0

rr

= Zot "EI LHEELC repair ID, 2 O|T 3! odXf & Sl ~2/0] CH3H .

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No
949292 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes
b. £20j| £+ ZfY0| ATt HOE HA|E|l= B2 E MBYLICH --repair-id 75 MA| st
SHYLICE
0| HHS =+ 1D 839300303133434E AFESH0] ZOf7I LMot L. = SR E CHA| A| &L C},

repair-data start-ec-node-repair --repair-id 83930030303133434

0] HHS =71 |D 8393003031334342 ALEBI0] Allfst 28 22 ChA| A|ZEL|CH

repair-data start-ec-volume-repair --repair-id 83930030303133434

kI

ey
"StorageGRID #z2|"

r

"RLEE 32X A"
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AER[X| E0f et A|AR E2I0|HE STt §-01|'— AER[X| EO| ASt= &
2eteloz HHE[0 Y=X| 2l5td AEE|X| L= M7t CHA| A|ZHE TiOfCt 7|
AFE{ 7} 22101 AFEJOIX| StolsHoF BHL|C}.
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=50z

* XgEl= E2tRKE AHE510 Grid Managerdl| 2 31218{0f SFL|Ct,
* AEZ|X| BVt E415 1 0| S0t R JELIC
oA
TR *>*Z*>* 08| EZZX| * S Mefgh|ct,

2. S7E AEE|X| LLE** DR * AEE|X| ** AEE|X| MEf - {Sh=* A AEE|X] ME - HA * 2f g

k=3
HA =
efolgtLct.

T 49| g2 22t210|0{0F gLCt.

r

3. stz AER|X| MEfTt 7| MECE HFEO| UCH L3 THAIE SHSHAI2.
Configuration * #{2 Z2IgLIC}.

a.
b. Storage State — Desired * EELH2 SF0|A * Online * & ME{SL|CL.

c. ¥ L8 Mg * 2 2BILcY,

d. Overview * §12 22I5l11 * Storage State — Desired * 3! * Storage State — Current * 2| 20| Online@ £
UHO| EE|U=X| =elefL|Ct.

el == Folf 57

He| LEof S5 T2MAE V|2 e =EOIX| = HV|E2 e| =EQIX[of w2t EEtE LTt
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

Services

VMware .
appliance

Linu

actions taken when
restoring node?

Comective

Yes

v

—force flag
or force-recovery

Select Start Recovery to

configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

57 FQ 22| LEof| chsl ety
CHELICE.
el gy

SHE =+ 2 E 2R BXte =

Recovery is
complete.

ro

See the
"What next?”

section for details.
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"SG100 ¥ AMP, SG1000 AH|A {EE0|HA"

lAJEH

el
m
>
H
[
N
=}
rc
H
n
=2
Rl
T
1

of zreioi chef

FOH7} 2ast 29 B S FA| @HBHOF BLICE 7|2 B2 20| CMN(RA 2| i) Mb|AL 22|10
Chet 243 4} BRE ST Ol2f8l A oINS i @uME0] YELIC 4 Tt 4T
QLB A HHIS QIMAES & QIALICE of S 2 S0k D7} 12| =0f HAIEl7| THE0| CMNE AFRE 4 gl Sof
| QIHAEE AL + USLICL J2LEHAE AERE BE ARS S0l M AHHIE $712 2 glaLict

-

ZOI7F LAIS 1%} 22| 2B o 17 O|Lfoll ZRSkALt TA|SHOF BrLICE I K| 0B 2|0
(D) MHHIE 2hote 7150] A4S 5 AUBLICL Hes |22 | 2 250l met gL
Oz S0 ot 712k of FErshH Bt H 712 XY EHo 2olstAlR.
e
+ AlTfst 7| Ba| S0 A 21 BARSHE SYLCH
-7l B S TH
*THH 2% BIRt £ 2y
L "= J|R pElX EUA ZA 2D B
L ERE | 2R = SOA T|R i ALRES A F LI
=72 f 22| =C GlO[EHI0|AS SRBLICH

« "2F HE[Xt EE
EE 27% 1l Prometheus HEZIS 216t= SQIL|C}H"

AIlst 7|2 2e| 20N ZAF 2O SASHE SYLILE

Mzt 7| e LEOM ZAF 2O AR 4 9k B A RIS HESI] AlAY S
90 ALSO| TSt J2|=9| 7|22 QAIeHof BILICH RX| ZAF IS A% W At 3 =2E
| Be| mEof 2eY 4 Lt

Of Zxtofl M= At 2e| =0 ZA 21 M S BEO[ 2|5 =0 (A X2 SAMRILICE O|FAH BE&
ZOE UiA| 22| =20 SARE = ASLICE ZAF 2= M 2E| 20| XIS 2 SAME K| 5L T

rn
I
Rl

.

A RO et Hojeh 22| L2 ZAF 25 SEASHK| RE & AELICH B0 SiLte| 2t2| =g
S7E 2| == A B OpAo| ZAF 2704 O[HIES J|Z5t7| AlZSt 1 ool 7|1 =l H|o|E 7t t’é‘%'—llif HH ZZ 0
= 0l&te 22| LB ZotEl R LHE 2te| 20N ZHAF 2O S S7Y &+ ASLIL

=l =2

@ O &mict Ze| ==0l M ZAF 230 HMAS 4= Ql= B3R 2AE 53 2 LIF0| ZAF 230

HM| AT = ASLICH.
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1. Jtstt 22 Mot 2| =0 2TQIRL|CEH J™X| gto™ 7|2 Ha|Xt L& e CHE HEXH =ERUsE 82
ol 23218t |Ct
a. Of2 HEE UHSYLICH ssh admin@grid node IP
b. of LIFEl AT E YABILICt Passwords. txt IHY
c. REZ TEsIR{N [} BHE YHBLIC) ou -
d of LIEEl A5 E UHBILIC Passwords. txt IHY
FER EOQI5IH TETEJ}L oA HAELICH s & MEBIL|CH ¢
2. AMS MH|AE ZX|5t0] Mf 20 IS MMSIX| Y= =E L|Chservice ams stop
3. auditlog TtY S S7E &2 =0 SAE 0 7= TS HO{MX| F = 01 0|2 HHELICH
audit.log 0|22 yyyy-mm-dd.txt. 12} Z0] HS 7} X[™HEl Q3 0t 0|EQ Z HHEL|CE 0| £ &0 audit.log
oUol 0| E2 2015-10-25.txt.12 HFE £ JELICted /var/local/audit/export/
4. AMS MH|AE CA| A|ZFSILICH service ams start
S. CIHEZ|E MMsI R E ZA 20 MAS o O2|E L E2| AUA| 2|X|of] SAFELICE ssh
admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs
HIAIX| 7t EAIE|H adming| S E =eiL|C}.
6. RE ZAL 2O MY SAb scp -p * admin@grid node IP:/var/local/tmp/saved-audit-logs
HIAIX| 7t HEAIZ|H admine| YSE S|
7. ZEZ 202 exit

712 el LEE S56{H HA SE|X = Tt SIEQI0E wA|sHoF giL|Ct.

ZHoH7t e 2F 22| L EE St SMEO|M e = 2F 2| LEE WAHISHALE, VMware & E Linu
SAENM HAlE = 2F 22| LEE MH|A O{EE0[HANN TARE = 2F 22| LEE UK ﬁ'—ltf
T E0of CHel MEfSt CHA| ZHE 2t LKt HALE AESHMAR. BE L E R0 Metst L= wA| HXIE 2=stH
SHE MXHE Solf Y #E|Xt LE S E fl°t CFS HAIZ o|SgLCt

wHE EHE HAE B AIR

VMware "VMware == WA

2lsA "Linux == wA"

SG100 % SG1000 AMH[A "MH|A O{ZE2H0[HA WA

EC YRk
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TN BUE MRS BEGHIAIR
A
=

O MtstRASLIct NetAppOllM H|28H= OpenStackE 74 HAI C|A3 I 5l AFZIEE=
O|At 27 XA S XK E’JQLIEf OpenStack HH EO{| A %3” o LEE
S etof Of" 740 Linux 28 M8 IS CIRECSSHYAR. I3 CHE
Linux == E A ’é**f% HELICH
oA 2 22(xt == 7Y
WH| =E+= StorageGRID A|ARIQ| 7|2 22| =EZ FsHiof ghLCt.
st A
* THY AARIIN SARIEE 2F He2| LB B I HAS E, MY HI| U &7|5fslof BL|CH
* MH|A O{E2I0[HANM SARIEE 2F 22| LE9| AL O{E20|HAE WSt ATEQNE MX[YSLICH
A2 B2l MIEQ MX| QHHME HESIMAIR.
"SG100 & AMP, SG1000 MH|A O{Z2f0|HA"

« S5 07| K| Al X[ Al HHRAO| FAO{OF BILICt (sgws-recovery-package-id-revision.zip)S
Za|stL|C}
="1-d .

* ZZH[XME 2=t A0{of LTt

1. ¥ EEIRXNE B4 2 O|SYLIC https://primary admin_node ip.

NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Node for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. st 29 Balxt L 27+ 2 2L
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re

b

—

b. StorageGRID A|AZ0l| CHt £[4 57 0i7|X| TtUS Rop * EJ| * £ S2lelL|ch

23 oM ATF AIRHELCH LB MH|ATL AIRHE|HA H 2 S0t Grid ManagerS AF2E 4 A & 4
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3. Provisioning Passphrase * £ /2i8tL|C}.

4. 27 A5+ 2 2BLIC

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

°. F7 J2|E LE H|0|S0M 27 THES ZLEHZHLICH

@ =7 AL 2= St * Reset * S 22I5I0 M S7E AR = ASLILE ZZAXE
MEHSHH =0t AHEIX| 942 JEIZ ot ASS HEHH = EE st &Rf7} LIEFE LT,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For Viware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

TAHE WA 3 TS HAEOIR CHST 20| ES AL MAIE Mef2 SisHof BLCt,

Do you want to reset recovery?

° *VMware *: BiZE 7t 2|5 = =5 AMELICH O3 OHg 578 CHA| AR ZH|7L E[H =S TR
HHZ BTt

° Linux*: Linux @A EN|M CHS HHZ A6t =S CHA| AESIL|CH storagegrid node force-
recovery node-name

° *O]Z2fo[ A" HXE AT = FTE AL E E 2o O{SEH0|AA LEE ARY EX|E
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cd /var/local/audit/export
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scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
HAIX| 7t EAIE|H admin®| 2SS =dstLCt.

4. HIOk2 o[sf Foj7t LS 2| LU BTE BE| s S0 4BHOR ALK HOI S At 205
Jkl-x-i|'6‘FL| |:|-
| =] .

5. S7El B3| w=ojA ZAb 21 U0 AFRX U IE 4HS Yeo|ERLIC,
chown ams-user:bycast *
6. FEZ 20tR: exit
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Prepare for node recovery.

v

Replace node.

VMware SEF.JICES Linux
appliance

Corrective
actions taken when
restoring node?

See the
“What next?"”

Recoveryis
complete.

Yes

—force flag
l force-recovery

Select Start Recovery to
configure the Gateway Node

section for details.
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. Provisioning Passphrase * £ /2i8tL|C}.

BT AR 2 2L,

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

°. F7 J2|E LE H|0|S0M 27 THES ZLEHZHLICH

@ =7 AL 2= St * Reset * S 22I5I0 M S7E AR = ASLILE ZZAXE
MEHSHH =0t AHEIX| 942 JEIZ ot ASS HEHH = EE st &Rf7} LIEFE LT,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For Viware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

TAHE WA 3 TS HAEOIR CHST 20| ES AL MAIE Mef2 SisHof BLCt,

Do you want to reset recovery?

° *VMware *: BiZE 7t 2|5 = =5 AMELICH O3 OHg 578 CHA| AR ZH|7L E[H =S TR
HHZ BTt

° Linux*: Linux @A EN|M CHS HHZ A6t =S CHA| AESIL|CH storagegrid node force-
recovery node-name

° *O]Z2fo[ A" HXE AT = FTE AL E E 2o O{SEH0|AA LEE ARY EX|E
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Pre pare for node recovery.

v

Replace node.
VMware Linux
No Yes
Linux host?
Corrective No ;
actions taken when HECGUTW s
restoring node? complete.
Yes
—force flag
l force-recovery
N Select Start Recovery to
configure the Archive Node.
Reset connection to the
cloud.
O] Zrof| ChaH

opto|E = BRL g 2RO FatS wALICH
* ILM FH0| T ZAES HRGTE THE B

7HX1|°I ol SAEE

See the
“What next?”
section for details.
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Provisioning Passphrase * £ /2L Ct.

BT AR 2 2L,

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address 11 state 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

°. F7 J2|E LE H|0[S0M 7 THES ZLEZRLICH
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For Viware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

EAE AT = 278 MA S5t THEat 20| =5 APH AX|E HEl2 S|sH0F LICt.

Do you want to reset recovery?

° *VMware *: BiZE 7t 2|5 = =5 AMELICH O3 OHg 578 CHA| AR ZH|7L E[H =S TR
HHZ BTt

° Linux*: Linux @A EN|M CHS HHZ A6t =S CHA| AESIL|CH storagegrid node force-
recovery node-name
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Name Metadata-Volume

dcl-adml /dev/mapper/sgws—adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—arcl-var—-local
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This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.
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name.conf I,
O] INEH 1} LX[St= F EE= HA0Jt LIEFE &~ /JEL|CE

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf NODE_NODE-
NAME_...'2| 2 "ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’node-name:
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AL /etc/storagegrid/nodes/node-name.conf IIY, SF2E S5 X[ LET}
HA[EILICE.

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name... ERROR: node-name: BLOCK_DEVICE_PURPOSE = path-name’node-name:_path-name_does not
exist'

342 2 90|RLICt /etc/storagegrid/nodes/node-name.conf (=) _node-name_O|A| AIEdt=E 22
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"M Linux SAE £5"9| tHA|IE A2 =X 2QISL|CE 2 SAE|M AMEE 20t SYUot F7 CHIO|A O|ES
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F2HE S5 C|HIo|A E4 THUS S76HLE CHA| 4 *%* T Ol= Z3 MES 3| W AERX| HF M EF
CIHIO|AE gEstn L= 4 Ord S MESIH M 5 ClHIO|A E ﬂf AS 727|158 bIock_dewce_purpose
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sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1
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"M Linux SAE H{IL"

"Red Hat Enterprise Linux EE= CentOSE A X|ghL|C}"
"Ubuntu &= Debiang A X|gL|CH"
StorageGRID SAE MH|AE A|ZHELICE

StorageGRID ItEE A|&5t1 SAEE MEEISH = CHA| A[ZHSI2{™ StorageGRID @A E
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sudo systemctl enable storagegrid
sudo systemctl start storagegrid

sudo storagegrid node start node-name
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22018 HUE wetLich

sudo systemctl reload-or-restart storagegrid

BAMOZ AlFOIR| 23t S B

StorageGRID = =7} J2|=0f HAMOZ ChA| EIVSHK| 411 21 JH5O 2 HA|E|X| O™

155


https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/ubuntu/index.html

SHE AL = JSLILL LEE 57 ZE2 YA ek = EL.

LEE 27 pC2 Hskela{e heg austLic

0| S HYepy) Toj :mE0| UIEHT TH0| SHEX HOIBYNL. FRE YLD AEmol
oho|Lt HRE 2| UEY P R EE HOIE0|Z old) J2|=0 ChAl HZEIX ot 4
Lict

agegrid node force-recovery node-name &: node-name_Of CHdH
ASHOF gHLC.

-+ T
S >
i o2t
-1 ret
o 4ot
=L 0

i &
1>

wH| SAENXN StorageGRID EE ASLY| o @t 2ol o2t 2+ =0 CHal =7t
S HAE ssfjor & = ASLICEH

LE EFE= Linux SAEE WMH[SHLE ZI0H7F HMSH O2|E L EE M SAEZ S5l S0 - K| E F
27t gle 320 2= E LI,

LE WH B0 th2 =8 =X F SHLHE Ao OF E = AELICE

Ml

* 2 AE8{0F HELICH --force TEE I 2™ ZejO1E K| ASHL|LCT

* I of thsll <pURPOSE>, ©| 2t BLOCK DEVICE <PURPOSE> 714 MY Big= SAE Fof Mat St
HIO|E{ 7t ISHE|X]| Q2 =5 C|HIO|AS LIEFHLICY.

c Y E|IRAELIC storagegrid node force-recovery node-name & MEHPIL|CH

© M XIS ZXIE 7S LT
Ot X =X| * & * StLIE $HTt B2 F7t S+ THAIE -l of &fL|CE

S LI ChS EHA
AR = PN = "CHA| 2F 22|At = -
2% 22Xt LEJFofl L E "St AlRH 2 MEfSHO] H| 7|2 g2 L EE FLdg o
AO|EQ0| £E "Start Recovery(S+ A% E MESH0] A|0[ES|0]

L EE FPgLCH

OptolE LE "S- A|ZF 2 MEHSIe] OFFIO0|H L EE A RLICH

156



5T s CHE B

AEE|X| EE(AZERN 78 "S A S JESH AEE|X| LEE RO

* 2 ME0f 5= R —-force EEE 7IH 27|
fIet Zaia == AFEXEIL %*%t'iﬂé'—ltf
storagegrid node force-recovery node-
name

* MAN| =EE CHA| AX|8HOF SHHLL /var/local2
S226l{0f st= AR

AEEX| EE(AIZEY N 7|Hh: "N AR E2IO[ET &MEX| 2 AER|X| 2
HOZEE 57"
© M XpCh EXIE Fotot HLR
* Q= ZQ <PURPOSE>, 2| 2}

BLOCK DEVICE <PURPOSE> 714 It M=
SAE ROl M1t SUSHO|0|E{7} EEHE|X| %2 £

—_

C|HIO| A S LIEFHL|CE.

Hoiot st = =5 MH|A O{Z2t0|AAZ WA

SG1000 AH|A H{EZI0|HAE ALESHH ZoH7F LAiSH A|O|E9|0] =, EOH7}
HEMSEH| 7| & 22| L E EE= VMware, Linux @A E EE= A H|A O{Z 210 H A0 A
SAERL|= MIfjo 2 22| L EE S 4+ UASLIC OI Hite 22|E L= 57 HXel ot
CHA|QIL|CY.

=)
29| E2|X = 7H Linux 2 AE0| ZH0H 7t 245104 w|sHOoF ehLCt.
LEE A MH[A OfZ2t0|AA S WA|3HOF RLIC

* StorageGRID O{E2}0|HA MX| 22|X A =tol 8 4 O[0|EE 2T SHERI0 HX| & |X| H0f HHE
CHE MH|A 0{E2t0|AA 9| StorageGRID O{Z2t0|HA MX| 22| X} O] StorageGRID A|AEIO] ATE Q0]
HZ 0t UX|SH=X| &Qls{of ghL|Ct.

"SG100 X AMP, SG1000 AMH|A O{Z2[0[SHA"

@ SG1002t SG1000 AMH|A O{S2t0[AAS Z2 ALO|E0f| HZESIX| OFHAI2. 458 HIZY =

AELICH
O] =f1ofl CHaH
CHS T} 22 ZQ SG100 HE= SG1000 MH|A 0{Z2t0|HA S ALR5I0] ROf7} LA JB|C LES 28 4
UAELICE

* o7t ErAlst - ET7F VMware EE= LinuxOlM SAEIE(ZHE HE)

157


https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html

* Hoiot Zdst =70 MH|A O ZEt0|AAMM S AGE(EHE WM)

* "MH[A O]Z2t0o|A A AX|(E3H

uHﬂ
H
>
glng

« "O|Z2}0[QIA XHAIK| ZH|(ZUE ATt ST
* "MH|A O{Z2I0|HA0M AZEL 0] XIE AlZFFLICH

* "BLIEE MH|A O EEt0[AHA AX|"
MH|A O EEI0|AA HX|(ZHE HE TE)

—

VMware E= Linux SAEO|AM SAEIE|= ZHof7} 2iAist O2|E L E2 E38H= o 1A
= S0 SG100 T SG1000 MH|A O{Z210[AIAS ALRSHE 2D, MK ZHOH7} LAlst =9
SUSH - E 0|2 AFESHH M O{Z2I0|HA SIES|HE A X|SsHOof gL Tt

O 7} 2hASE L= of S ChE ME Tt QLO{0F BhL|Ct.

Stof A X|sf{of BL|Ct.

—_

* *LC O|F *: MH|A O|Z2I0|AAE FHOH7F LS
Yol 7

=
o
SHIP FAE SRS 4 YALICE O 7| M
A
=)

T
b RS L=

* *IP FA % MH|A {E20[AH A S et s =0 = poN S
SM0|H, Z HELZNIAM MRE|X| A2 M IP FAE MEHSE £ JGL|CH
VMware 5 Linux0lLA SASIEI0f MB|A 0fZ2f0[2A0|A SAES = C2 CiMsls o7} wast Lo

2315t= 7é$01|'1+ 0| "*ﬂ% éﬁor*'AIQ

1. M SG100 EE= SG1000 AMH|A O{Z2I0|HA MX| X &S MEMAIL.

2. LE0|EE 2= HAIX|ZF EA|EZ|H Fol7t giMst L E9| LLE 0|2 AFREILICE
H A
"SG100 2 AMP, SG1000 A{H|A O{Z 20| A"

e

O{Z2t0[|AA THEX| ZH|(ZHEZ AT 31E)

MH|A O{ZEI0|H AN SAEIE|= J2|E LEZ 238 = HX| StorageGRID
AZE O MEXE fIS HEE0|AAE FH[BHOF 2Lt

MH| A O{Z2t0[AAUM 2 AEIE[= THOHTt Aot

2 WHSH= 200 O] MAIS 43BIL|CH, KHO| 7} A st
L E7} 212 VMware EE= Linux SAENM SAEE= 2R

= O
Of HHAIE +&SHX| O AI2.

1. Zol7p wilist J2|E oo 2algtL|Ch

a. O3 HE S UHYLICH ssh admin@grid node IP
b. of LIEEl A5 E Q&HSIL|Ct Passwords. txt IFY

o
=2
-
ne
fll
2
ot
mufn
o
o
ot
=

ICt Passwords. txt OFY.

FEZ 2O0I5tH TETETLOf| M HAELICH s £ MEfBILICH 4.

2. StorageGRID 2AZE 2|0 MX|Z Qo {E2I0|HAE FH|EILICH =: sgareinstall

158


https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html

3. Al&g AelX| E= HAIX|Zt LIEILIH TS Y=gt v

-

O{Z2t0[AAT} MR EE| 1 SSH M|M0| Z=ELICL StorageGRID 0{S210|¢1A AX| T2 S ALY £ UA|
E|7|7HK] Lo 2 520] HE|X|2F R0 w2} £|o 302 7HX| 7|Ch20F g == ASLICY.

MH|A O Z2I0[AATF M AF™E D TJ2|E 29| O|O|E{0]| I 0| & HM[AL 4~ GISLICH el K| ZEMA
S0l 2HE IP A= OHE SX|EX|2F HXOL 2t2EH 0| E 2elst= 20| Z25LICH

Aot 2 sgareinstall BH, StorageGRIDZF ZE2H|NJE RE AN, &< 8 SSH 7|7F MAHZ| 12 M
AE 7|74 Mg ELCt

fot i

MH|A O|Z2I0|HAM 2T EQ0] XS AIZFRLIC

SG100 = SG1000 A{H[A O{Z2H0|AHA0| AHO|EQO| LE = 22| =EE HX|5tH
o{Z2to|AH A0 ZEHEl StorageGRID HEZH0|HA MX| T2 WS AL THLICE

L

g

rot

A

Sato[AA = ol AX|otn HEAIof AES

2

= .
* StorageGRID O{S2}0|HA EX| T2 S AFESHe O Z2t0[AA0 Tl HIERZ 23 8L IP FAE Fd0H0f
gLt
=]

* AO|EQO] L= EE= H| 7|2 22| LEE MX|st= AL StorageGRID J2|=0] CHE 7|2 22| =E9| IP FAE
oF A OIﬁLlEI-
= T AMAH .

StorageGRID O{Z2}0|HA MX| T2 I#O| |p 7 H|O|X[of| LIZE 2 E O2|E HESYI U2 7|2 2
LEO| OZ2|E HERA MEY SE0f| Moo QL0{0F BrL|Ct.

2|3t X2 SG100 FE= SG1000 AH|A OfZ2j0|H AL Mx| U QK| 24 X|XS

-+ O{ZEfo|oi A0 BTE 1P F4 F SIS ofof BT PR HIEYI, D8I WEYS EE SatojotE
ESITOl 1P FAE AIBY & UBLICH
* 7|2 22X} L EE MR[stE HR 0| HTQ| StorageGRIDA| CH$ Ubuntu = Debian A%| ItUS A28 4
QAL
XAl H{H 9| StorageGRID 2ZE¢|0{= H|Z 2PHO||A AH|A O{ZEI0|HA0 AP 2EE|0]
() 9&UICk A 2S5 AZEY0f HHO| StorageGRID HIZOI AL 01 K2 AX[stE 4%
nhlo] BRH| ekLict.

Of ZhHofl ChHaH
SG100 &= SG1000 AH[A 0{Z2t0|A A 0] StorageGRID £2ZEQ|E HX|5t2{H:

$ 7|2 Be| E0| P LE 0|52 KW C1S M

—

rsl

Hot AT EQ0] 7| X|E YEEYLICHE KT E2).
* H| 7|2 22| L5 EE AO|EH0] =E0| AR 7|2 e =29 IP F4LF LE 0[S XIFSLL &elgtLCt.
* MX|E AIEStD 250| AR AT EQ0{7F MX|E uh7tX| 7|CHRiL|C,

* D2 M|AZF S0l T X 7F LAl SXIELICE XS CHAl A|ESH2{EH T2|= 22|Xtof| 215t 27
FQ LEE Fofl &l =9 LMo = dlof ZLILC.

159



* LEE A% 20|= O{E2t0|HA M| TEMATL 22 E|T1 o{E2t0[AAT IHEY ELICE

1. H2tRXE ¥ SG100 = SG1000 AH|A HEZIO|HAL] IP FA & oiLIE 2EL|Ct

https://Controller IP:8443

o

StorageGRID ®{E2t0[1A HX| 22Xt F H[O|X|7} LIEFEL|CE,

r

NetApp" StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installation Advanced -
Home
This Node
MNode type Galeway j
MNode name NetApp-SGA

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mede discovery is in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Configure Hardware ~ IMonitor Installation Advanced v

Upload StorageGRID Software

If this node is the primary Admin Node of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.
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c. 7|2 EE| E 7 MMM 7|2 BE| 29| IP FAS K|FOF SHE| OfRS Holgtc

StorageGRID O{E2f0[AA dX| 22|Xt= 7|2 22
SYet MEUlof ALED 7SI 0] IP FAE XSS

d. O] IP 47t HAIE|X| 7Lt HAFsHOF Sh= HR FAE XFHELIC
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2
= =
+& IP €Y a. 2R L= AM ALE * Selzte| MBS F ARt
b. IP FAE S22 LHFLIC
c. M¥* = S
d. M IP F240| HE SEH7} "CRAl ZH|"7t 2 H7EX| Z7|CHEILIC.
HEE 2= 29 2| mE XS a IR E UM ALS * =elgts MERtL|Ch
Z4 M
o b. M IP 4 SZ0|M 0] MH|A O{S2H0|AAS HiEE T2|=9|

7|2 | LEE MERLCt

4. MK MMM HI MEHZL L E O|F BXIE AR EH|7L E[AH * HX| AZL * HEO| EHot= A=A
efolgtLct.
X[ AE - HEO| EStEX] g2 FR HEHI 714 E= ZE AFS HEM0F & = ASLICE RiM[er LHE2

HZQl X[ & RAEs XES HESHIARL.
O. StorageGRID 0{Z20[21A HX| 2t2|Xt Z HO|X|0f| A * ©X| AIZf* S S2letL|Ct.

il SEfTE ™ EX| Tl S = HEE D HLIE EX| H|O|X|7F EAIELIC.

() =uIE 5 wolxo £522 AN|ABHOF St AL Ul DS0IAM * BUIE K| * S S2BLICk

i

B My

—

"SG100 % AMP, SG1000 AMH|A O{ZE2t0|RTA"
SLEE MH|A o E20|AA EX|

StorageGRID 0{Z2}0[A AX| T2 2 MX|7} et=E mi7tX| HEiE M3 SLICE.
ATEQO dX|7t 2t=&|™ o Z2t0|HA T IHE R ELICE

18X JYES TLEHYSIHH Olr EAIZ0M * ZUE EX| * S 2=

Monitor Installation(Z2L|E{ A X|) H|O|X|0f| HX| ZIHZ0| EA|ELICE
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

mp2tA MEf BAIE2 oix] Tl S HAUS LIEFHLICH =M el EAE2 43HO= tagl HMYUS
LIEFR4LICE.

£ Z2E T SX0 HRE X0l CA SN FER QU SHS Chl Wy
@ CHA AR BRJt gl XY =

A e EA B B athe TA

=2o=2 =2 |_

-

2.

& 2X] B T dets AEYLICE

glo

o1 AEEX Y
Of HHAIOM 2 X B2|Xt= EEIO|EMM 7|ZE S X[R1 2 AE AHE FGHLICL
°*2.0S8* & AX/gLct

Of HHAGIA AX| 22|Xt= 7|2 22| =E0|M 7|2 22| =EZ StorageGRID2| 7|2 2 K[| O|0|X|E
SASHALE 7= e 29| EX| TiF|X[0M 72 2B HHME SXIFLIC.

3. Lt & StLizh e wimtx|] HX| TH SEfE A% ZLE>IBL

S20[AA AHO|EH0] L& = H|7| 2 O{Z 20| A A 22| 29| B2 * StorageGRID * &X| THAI7F Al
A= 2= 2EXE Afgﬁfoﬂl 2| 20N O] EE S2l8t2h= HIAIX| 7L ZetEl 20 LEHELICE
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Home Configure Networking « Configure Hardware « Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO [INSG]1 NOTICE: seeding ~wvar-local with c

ontainer data
-07-31TZ22:99:12 .3662051 INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG]1 Enabling syslog
—07-31TZ2:09:12.5115331 INFO [INSG]1 Stopping system logging: syslog-n

112 .570096 1 INFO [INSG] Starting system logging: syslog-n

09:12.5763601 INFD [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12 .5813631 INFO [IN3G]
[2017-07-31T2Z2:09:12 5850661 INFO [INSG]
-0?7-31TZ2:99:12.5883141 INFO [INSG]
-07-31T2Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12 .5948861 INFO [IN3G]
-0?-31TZ2:909:12.5983601 INFO [INSG]
-0?7-31TZ2:99:12.6013241 INFO [INSG]
-07-31T2Z2:09:12 .6047591 INFO [INSG]
-07-31T2Z2:09:12 . 6078001 INFO [IN3G]
-0?-31TZ2:99:12.6109851 INFO [INSG]
-0?7-31TZ2:99:12.6145971 INFO [INSG]
-07-31TZ22:09:12 .6182821 INFOD [INSG] Please approve this node on the A
min Node GHI to proceed...

° {E2fo|AHA T|2 2t A CHA HIY ©HA|(StorageGRID A X| T2 2 =)7F LIEHEL|CH
x

= 22 =29
5THAI7L 102 O Tl Sl F2 HO[X|E =522 M=z UEL|C.
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate

5. Load StorageGRID Installer Running

Step Progress Status
Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4. 57 B2 o|F20|HA J2|E LE RE| et 57 TEM|AQ| CHE tHA|= o|SHLICtH
ST AL A ZSHUAIR
AlO|EQ|0] E "Start Recovery(=7 A% & MESI0] AH|O|EQ0| LEE FgfL|Ct"
=g 22X}t LEJ Ot £ E "ST A S MENSHO] H| 7|2 22| EE gL
7|2 A2|Xt = "CHA| 9 22K L E A

7lE X EM0|M AO|E S5 A= &

It

TH| StorageGRID AtO|E0]| ZHOH7t ZHBEAHLE 02 AEE[X] ==0f Zofvt e R 7|&

X M0l 22lsoF LICE 7= X|& EM0ME &2S Bototn S+ Al=lS /gt TS
HIZLIA SEE 55t SHO = Folot Tst =ELE AIO[ES S0t S+ AZES
Mot 2 ER H0|E £42 oEE + ASLICH

StorageGRID AIﬁ%!S Ef%?i Zhofofl Ciot SY=HE HFN JYo8E £
| 2 =

* *B|XL|A S *; StorageGRID AfO|E 7} 73| £A4E S0 H|XLA SES JFE T 23 2 gl wHg
B7tHo} BLICH. G S0f AME AO|ES HIXIZ|0A CHA WESHAAELIT A IXI0IA 24
StorageGRID AIO|ES CHHSIAZALITN? D20 BE g2 cf2n 237 a2 n2o| 242
A7{1=|0fof BLict.

o * M35t 20} EM *: AJO|E EE A|ZHSH7| Fof| ZHOf7F 2hMiSE AIO|EQ| LLEJ} 2FTHA| = AER|X| =0
= 7158t 287} EBtElof QUSK| Bolsts 20| ZRBICE QB HIOJE7} HBE L EE AEal
2SS TEY 2L 2L H|0|E 2Al0] wAE 4 AUAL|CH

« b LM R -'E|E°| THA| AP 4, 93 9L 91X/ 24 ILM B0l O|of HIOJEILICE ILM F o]
2Tl LSS =7 7153t Ho|Eel o2 H70] WRst SH 7|50 QS B 4+ UBLICH

165



(D AoI=ol x| ZAp=et mtE|of 9m AtOIE7} AN A7} AME LI

* * HZ(ELE ZHEf0|L]) B = BZU(EE HE(O|L)0| MBEE M3t £ES QUEE 20| HNSS

Ho T T
Z2I0[AHE0| 22{FT| Mol StorageGRID7t LEME HEIHO|HE ZE =2 AIO|E0|| 23| EH|SH=X|
Of20] P2 OIFLICE MY BT 2ol |5 YBA0| SIBEIE ZP AO|E Fof A| UL 2
HIELC|O|E{7t £ HEIAS o= ASLICEH Ol= =5 7Hs5¢ CIOIE{ 2| Fup =7 Hxte| MF FHof| I
OIAL_' [:|-
pN=] .

Al
7

I
|Ct.

©*H| 2 o]+ BT HAR| NS R Tof 2 A
2 AFO| QIQISX| OE0f et HBHS S 4 QL

J2[E=9] 2|2 LDt A &S BIIsHoF gLt

S RAIEs X7 JA=X = ILM ZHof| 2|2
|& X|& 2MOM= AOIE S7E AIEISH7| FHof
MOIE £ 71Q

CHE2 71s X 2EAM0IA FHoli7F Zdst AFO|ES S5t O AtEdts Z2A|A0 Cheh 2erHel i @iL|Ct.

2= (=]

(D MolE 275 712 X SA0IM 232 2 YL

Contact technical support (TS)
= TS5 reviewsyour business objectives

& T5 collects details about the extent
of the failure

* TS develops a recovery plan

v

TS recovers failed primary
Admin Node

(if present)

v

TS recovers failed Storage Nodes

recovery procedures designed
* Replace failed Storage Mode hardware for asingle failed Storage Node.
* Restore ohject metadata =

+ Restore object data Data loss will occur.

v

TS recovers other failed nodes

Caution: Do not use the

1. 71& X[ M0l 222,

FlAtet HE5to] H|ZL|A S HE HESLICH O] HEES
722 7|= X RMOIM = HALS o %= =57 A= S L

2. 7|2 X BMOIM= 2 H2|Xt =71 Mt
=
=

3. 7l XY2 TS HRE Wt BE 22X LE

a. Qo w2t AE2|X| == 5= E= Tt

0z
=2
>
I
El
=
ot
C
o
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b. 7iA| HIEITIO|E{ S Fol 7} Lot AO|EZ SRS,

c. M| HIO|HE S7E AEZ|X| EE SHFLICE.

>
=
o

(D ot wast oo Aga|x| woof chet 27 HAHE ALY Hlo|E{ 7t

@ A AO|EOf| ZoH7H L HSHH ZiK| 3! 24K HIEIHO|HE d3H 22 S5t H E4 FHO|
ILIRoI-L_l[l-_

L

4. J|& X2l o7t Yl 2 L EE =7t ch

A BEICIOIE] 8! IOJE7h SREl & J2 FXHE ABs10] HOh7h st HO|ERI0] =, HY|2 2| e
EE opjtolE =EE =3e 4 YL

M| A SR =KL

MH|A 8K HALE $H8H0] J2|E = = A ALO|EE StorageGRID A|AHI0| M
FANOZE HAHY 4 JELICL

J2|E =& = AO|EE R7{ot2{H ChZ M| S| ZX} & StLtE A L(Ct

e -»rfo o

U= Lt 0|l LES MASIH * == Ip| * & AHBLCE MAHStE ===
torageGRID A|2E0]| HZE|O] /S == AL QEEH’_' 0 A0 AEO| BO{E

>
10
Rl
k=)
Im
o=
(¢]
o Mo
-I>

=
ZAE AO|E IY| * E £ASIH ZE L ET} StorageGRIDO| HZE AIO|EE M ELIC
Dél A

O 2! AtO|E MH|A 8fiX| * & £=AdtH 2= =7t StorageGRIDO|M 22| 2 AFO|ES A ELICt.

HZO| B2l AO|E T | A S +AlSH7| Mol NetApp AlIE HEXI0A 22/5HI A2, NetApp2
MH|A S| AFO|E OFHALS| 2= E71|§ gdstotr| Hofl At S HERLICH HZE0| B
AOIE MH|A BHM|E A8 M= ¢t ELICH AIO|EE SH5H7LE ALO|EO|M REHE H0|HE
E7Y = UCD W2 ALO[E MH[A SHHE Al=sliM = eF ELICE

©

AO[EO| HAE (v) X HEEX B2 =E( EE @), ZE TR =5 THA 22+l Y= Tekoof gfLCt.

J2|E E i

L E A8 SX| BXIE AHESH0] StLt O &2| AFO|EO| M SILE O 2] AEE|X| L=, A|O|ES|0]
LE e dH 29 22| L EE HAHE 2 SL|CH Y a2|X} LE E= 00| LEL
SHme e E.’ié'—l'if.
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UHOZ O2|E =& StorageGRID A|AHI| HZE0] Q1 RE L E7F FA MEfQl Z02t O2|E LEO
MH|AS sf{H|sioF RLICH* == * H[O|X] 3 * MH|A SHH| L= * Tf| O] X|of| =44 O}0| 20| AS) r

HZHO| F0{Zl J2|E LES SiHE & AELICH HEO| B LES HAHEH| Hofl sy Z2AHA
O|3f{3H{of BfL|Ct.

10
08
0%t
=
=
rot
mjo

CHS Z SILIvt &l AL = SliX| LS AESIYAIL.

AARI O 2 AERX REE FIYICH NS EESIHAM StLt 0| &2 O 22 AEE|X| =EE MAHS2 =
Ho

* Bt E AELX| 20| E0{ELICL

* O 0|4 A[O|ESIIO| ==7t HRBHK| Sh&LICE.
* O ojg H| 7|2 e =E7F 2R5HK| E LIt

* J2|E0= SF5LE THAl 22t 2 Hetd + gl= HZE oliMlEl ==7F ZEEo ASLIT

—

SEX= 22|15 =29 I 7|of chet &9 HAIE EHELICE
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Pre pare for

decommissioning
* Review considerations
* Gather requred materials
* Ensure no other maintenance
proceduresare in progressor
plnned
* Ensure naoEC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Is
decommissioning
possible for the
node?

Resolve the issue

Yes QK to

decommission while
disconnected?

Is the node
connected?

No

Contact technical support

Decommission the

Recover the node .
disconnected node

v

Monitor data repair jobs

———p| Decommission the node |(d—— (Storage Nodes only)

Ensure drives are
wiped clean

chA
« "J2|E L= Of7| FH|"
s "HQSHAIRE ROE FQLICH
* "AMH|A A L= H|O|X| HAM A"
s "HalEl O2|E L EZ SiAgL|c
o "AL J2|C L SA|"
« "AEZ|X| L EOf CHE MH|A SHAH| ZR2MAZS YAl SX|SHD CHA| A|ZFSHL|CH

° “EI:E AI_% _<7§_|:_I_|. _E_}” 6—Hje:|n

Yes (data loss might occur)
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J2|E LE o] FH|

O2|E LES MAE mel 1] AreES HESE D AR 2 CIo|E{of thsl 2deteEl =7 20|
A=K =elstiof huct.

e

J2|= E m|7|of chet 2] At

O] HXIE A|ZSH0 StLt O Ao LEE H|7[6h7| Mo 2t = E fFAS HAHE me Jds
O|sHolof gfL|Ct. = EJt d3HQ = SN =™ ST MH|AT}F H|g et LET XIS =
=ZEIL|C}

o =] -

EEE MNE BHE & fl= B2 StorageGRIDO| 22 E HEi= |X|EL|CH CHZ w40 HEELIC.

* 29F 22Xt 29| diHl= 27Hs LI
o
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* OF7I0|E E= dlinie

+

AsLICt.
t

* HESRIZ AE{I|0| A F BtLtY
&Lt

* AEE[X| LEE MHSIH ADC HE| JHE F + ASLICL

W78 E(HA) 280 £t ZR0= 22| = &= AH0|EQ0] =EE MY £

© EHM LM Mol Rt AER|X| LE= SiHE 4 gi&LICE
© B MH|A B{H| == EXOA 1071 O] &2 AER[X| LLES MH|A S{HE & GIELICE

* J2|=0f AZEO| Bl = E(MENZE Y 5 gL BElY BHE =E)7t ZeE F2 HEE 5o MH[AS MY
= ELILH X AZO| BZl ==E AMH|A SiF[SHAHLE S5l OoF BiL(Ct.

* O2|=0f AZ0| BT LE7F O3] 7 ZEE B2, 2ZEL0E SAI0f SliISHOF 67| X] 42 Zutot Zade
7t5-80| ZOHELICE.

* HEO0| B =EE MAHY £ gl= E2(0l: ADC #EHo| 2ot AE2|X| E) HEO| B OE E= HAY =

* 0| O{Z2t0[AHAE A {ECIO|HAZ WA|SHAH O LLEE AHE SHSIALE = Al M =5 715t T
HE2H0|AUA LE SE M EXIE Ar8dts A0| E5LIM.

"O1ZE2H0|UA L E 2E X"

@ MH[A S| ZXFolM XA W7tX] 22| 29| Tty A = J|Ef 2[AAF RIZSHX| OHYAIL.

-

H2| L= e A0 ERI0] ES H|ot7| 9%t n2f A
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* HIER 3 AET0|A F StLt7F n7HE-E(HA) 250l £t FR0l= e == = AH0|ES0] =
RELICH HY HA D0 M HEX S QE{H 0| AE H|7{3l{0F BIL|C}. StorageGRID 22| X| &S

LM HMS QA HEY & ASLICH

— =

* LSt AR AHO|EY0| LE EE= 22| LEE 7|5 Sot

* StorageGRID A|AEI0| CH3l 2t2|X} e EE AHE S5t SSO(Single Sign-On)E AHE5H= 8 AD FS(Active

Directory Federation Services)0lA| .= =2| 7|8t THALR} M2|E X 7sHof BfL|Ct.

HHE
"StorageGRID 2"

5]

AE2|X] =& H|7|of CHet e At

AE2|X| LEE 17|56k

= Z2 StorageGRIDO| i =E0|AM QEHE H|0|E] &
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* AIABIS A ADC HETH A ILM BHS TE5l0 2 87 AFS 5 4 U B2 AE2(X| LCS
ERSOF SLICt Ol M B Rorolth 212 AZAX| o8 Hos13] Hol e S0l A AREIT

LEE FIMloF e 5 ASLICH

s AEE|X| EEE MH|A SHAEY o AEE|X| =EQ| HZAO| B X|H A|AHIS HAZEE AEE|X| =E9| H|O|E{E
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MAFAHO|
—

o —

Eg

« AEZ|X| LE A2 ECHa} BHaE Zje o xHi T} B E RAHCE M
SliAll= HAXQl StorageGRID A|AH 2HE52 *OHOPII YO AAR HIZHY 7|2t
ClAHOIM 'Y A2 BORREN M sHEEE T2MATL 2ERE|= O A2l= AlZtE 57| 7 - &L
UHIM O Z A|AHIO| M6t 7{LE o HO| St AE2|X| = E0F X|HSHE B AMH|A A7t O 2 A
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© AER[X| L EO] MH|AS Sl{H|SHs O A = R F7F 23 4= JASLICE 0[of w2t O] BXIE AH=BHAIL.
MH|A SN ZEMA= AI*E" 230 g FX EE 24Xk = *IF— Hotet = AELICE
Moz 02|t LEE WA | Hol| A=E AL Y Fe s Ao oF gfLct.

[ |

* EF HAOM AEE|X| 2 EE Zetdh= MH|A SHH BAHE LAl XISt 2Rt FR CHE |RX| H4= EXHE
st 2AH0| = E[H MY = UASLICE

*© MH|A Blix| 20| M3 Fol Z0= J2|= =E0f|M Ho|H S Aelg Mde o~ gl&LICt

* AEE[X LEE M8 SHStE SAU0E ILM HMES HESHK| pi0tof LT,

* AEE|X| EEE MASHH LE9| 4|0|E{7} CHE J2|E L EZ 00| 20| ME[X|2t O] LIO|E = AL SXIE
_'EI': L EOM TS| MAHEX| ZELICH HO|EE SO Z OHFSHA| 752 H MH|A siA| HXpot b=
S AR FX|El J2|E L Eo| E2t0|EE X|0{0f BL|C}.

* AE2|X| S MH|A SHEE 0 CHE T 22 F0n W FETL e 4
HS A OIAL_||:|.
=2 T Mg .

O #H e-HY 3 SNMP &l

£0
fjo

o x I E Ao Al 2~ ¢IELICE 0] 222 ADC MH|AE ZEsH= AERX| EE MH|A SHEIE mh
E2|AHELIC MH|A SHH| 20| 2t=E[H Z1Tt C)H’J'E"-Ilif

° VSTU(Object Verification Status) 2. 0 22! 2|8l AZH2 MH|A K ZEMA F0i| AEEZ|X] LET}
X2y DEZ MEtES LIEFLICE

|7} SELICE =, MH|A
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° Casa(Data Store Status) Y& 0| =& 2i|'t! 222 MH|ATL SX|= 7| IfE20 Cassandra H|O|E{H|O| AT}
A5 SKEAUSS LIEFHLICE

In] =]

—

0

=)

Zo QHME H0|E2 AEZ|X| 220 2"

—

|]é|8

rg

"ADC H==0f CHSt o] 5H"
"ILM A 5 AEZX] 1Y HE"

"HZHO| B2l AER|X| =E SA"

LS L- —
||ﬁialxl iE %E}u

"o AEE|X| E AL BX|"

ADC H==0f CHSt o|sH

A2 X 20| HE M2 ADC(2E| =H|Ql HEER]) AH|A T HOF = Z2 H|0o]E ME
AO|EOM E™ AEE|X| LES| A E BXISH] XY = USLICH LE AEE|X| 20| A
&2 £ JAeE ol MH[AE O2|E EZEX| WEHE |5t J2|=0| 714 MH[AE HSgLICH
StorageGRID A|AHI2 2t ALO|EOf| A A ALEE 4= U= ADC AH|A HEHS Q2 SL|Ct,
- EZ H73IH ADC # 0| O O|A ZEE|X| U= AR AEZ|X| LES |M|E £ SLICE AR ST S0j ADC
FHES ot=A|F7|24H 2 H|0|E| MIE{ AFO|E Q| %|A 37H2| AEZ|X| = E0| ADC MH|ATZ} QL0{0F BHL|CH H|O|E MIE
AIO|EO| ADC MH|ATL )l AER|X| LETt 371 0|4 U= B2 0|28 LE & theot IR 22 M8 ST 2(0.5%)
A8 = UOOF LICH storage Nodes with ADC) +1).

O£ S0 H|0|E{ MIE{ AIO|EOf ®4X| ADC A{H|ATL U= 6702 AER|X| = E7F QU1 37| AEE[X| LEE
H|7|5t2{e ARE 7HEsH EZUELICH ADC quorum 27 AFIQ 2 QIsl ChSxp 00| 27He| MH|A SiX| BXHE
2tZ 6{OF BL|C}.

o X M| MH|A A EXHO| M= ADC AH|ATE JE AER|X| LLE 47HE AFEY £ J=X| &QlsiOoF L CH(0.5 *
6) +1). F, MS0f| 2712 AE2|X| ==0F MH|A SiK|E & JAELICE.

o &= M| AMH[A SHA| XA M HIY AEZ|X| EEE HHY = UESLICH ADC HE 2 O|A| Ml 7H2| ADC
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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected Bytes Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No

949292 DC1-S5S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359 0
Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359 0
Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359 0
Yes

RE 22lofl et MeR7F ! B success, BT RIS CHAI B Bast gL
22| Hef7t 9 29 Failure, e H7E ChA| AISHSHOF BHLIC,

a. FOIA] ATyt =70] chgt £2/ DS PeLich

b. &

MSLICH repair-data start-ec-node-repair B&.

£ MEYLIL --repair-id F7 IDE XY= SUYLICE H|E S0 57 ID 9492922 571 S CHA|

AMESHHE 42 OS2 BY2 AHBLICH repair-data start-ec-node-repair --repair-id
949292
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TZH|NY &7t off SAELICH Passwords. txt TFY.

MH| A 8HH| ™ StorageGRID Jtset 3 A|AHS| HM EEZX|E 2Ests EME 7HHSLICH
A LB EEZX[0f st LTt
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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

LE

mufn

rot

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [MH[A SHH = E]* HES SIS
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes
Q
Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADMY | Data Center 1 Admin Node - {g Mo, primary Admin Node decemmissioning is not supported
™ DC1-ADM2 Data Center 1 Admin Node - &y
[ DC1-G1  DataCenter 1 AP|Gateway Node = ©
Dec1-31 Data Center 1 Storage Mode Yes ‘?g‘ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services
Dc-52 Data Center 1 | Storage Mode Yes @ Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo @
T | DC1-85 Data Center 1 Storage Mode Na 0?@‘
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Provisioning
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo ‘
Passphrase
Provisioning
Passphrase
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you
continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DCA1-54

Do you want to continue?

oo o

S LE =ZEg AESIN *OK* § S=gLct.

MH|A SHA| ”AE7E AZE| D 2F L E0f| Ciot ZIMS0| HAIELICH B S0 22| 718 HES Zelsh= M =7
7| X7 4 g ELICt.

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1 Progress 11 stage u
DC1-54 Storage Node Prepare Task
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HIAIX| 7} EA|ELICE

Decommission Nodes

The previous decommission procedure complsted successfully.

€ Repair jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Nodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a grid node, review the health of all nodes. If possible, resclve any issues or alarms before procesding.

Select the chec

kbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn

how to proceed.

Grid Nodes
ea Q
Name ¥ Site 1T Type 11 Has ADCIT Health Decommission Possible
DC1-ADM1  Data Center 1 Admin Node - @ No, primary Admin Node decommissioning is not supported.
[ DC1-ADM2 Data Center 1 Admin Nods - &y
DC1-G1 Data Center 1 | AP| Gateway Node - @
DEc1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes @ Ne, site Data Center 1 requires @ minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-55

Do you want to continue?
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o

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Ga to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 Stage
DC1-35 Storage Node i Prepare Task
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid nede, review the health of all nodes. If possible, resolve any issues or alarms before proceading.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guids to learn

how to proceed.

Grid Nodes
24 Q
Name W Site 11 Type 11 Has ADC!! Health Decommissian Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
| DC1-ADM2  Data Center 1 | Admin Node . ©
[l | DC1-GT Data Center 1 | AP| Gateway Node - cj
DCc1-31 Data Center 1 | Storage Node Yes &,\ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes % Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
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Provisioning
Passphrase
S A
7. ZHEO| A= HEe HAE MELICL ol S TS Z&LT

=
° *\VMware *: vCenter "Delete from Disk" M2 AFE5I0] 714 HAS AA|E &~ JUELICH £ 7HAF ATt
=21X0l 0|0|E| C|ATZ AtH|S{oF & £ QUSL|CH

H =

° StorageGRID HZ20|HA: HE2H0|HA = E= StorageGRID HEZ0|HA AX| TZ 0| HM|AS £

A HHEEX] g2 LEZ XS 22 SOrZLICt. MEL| T3S 1L} CHE StorageGRID A| A0 =7t

LS 1=
7 UASLILE

EEAE BH EAE 2R 2 O3 HAS EEL

* SliAlEl J2|= =0 E2t0|E T} MHISHA XY= 2letL|tt. & C|Oo|E A =7 = MH[AE A0

e

2

CE2l0|E0||M CO|EE ERXOZ QHHMSHA| M BtL|CL.

O{EE0|HA LEE H|7|¥ 0 {E2H0|HAL| HIO|E{7} L= AT IHE ARSI ES El AL StorageGRID
O{Z2t0|HA MX| TEOMS ALESIY 7| 2| AH A2 XIZLICHKMS X[27]). CHE AXIHM HES
AE25t2{H KMS A S X|2{0F gLt

"SG100 S AMP, SG1000 A{H|A O{Z2}0|HA"

"SG5600 AEZ|X| o{E2t0o|AHA"

"SG5700 AEZ|X| o{Z2to|HA"

"SG6000 £ E2|X| O{S2t0| A"

pS=]

189


https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/sg6000/index.html

"CIo|H =5 2 S =elst= ST

"S3 I§7|X| CIREE &
"Red Hat Enterprise Linux E£= CentOSE A X|gfL|C}"
AEZ|X| =E0f et MH|A K| Z2MAS LA SX|SH CHA] A|ZFEHLICE

I"R?J B2 Ed A0 AER[X] ==0f CHel Mu[A S| XS EA SXE &~ ASLICH

= T M
T W X Ha "AHE AESH| Mol AEE|X| LE0AM MH|A SHHE YA SX|6H0F
SfLICt CHE EAt 2t=E = MH[A M E M = ASLICE

= T MHd

st
* XgEl= B2t E AF25t0 Grid Managerd| 2 1215{0F $HL|Ct,
* QX| H2| L= FE HMA HBHO| Q0o{of ThL|CE.

EHA|

1. RR|Eg*>* RX|E 4= 2 * > * MH|A K| * E MEdgtL|C
M| Bf{H| H[O|X| 7} LIEFELICY,
2. MH|A Sl{H| £ * £ SeletLct.

MH| A iRl == H|O[X| 7t LIEFEFL|CE AMH|A SiA| ZXL7t CHS THA| & StLtoll =25 * Pause * (Al S %)
HE0| Z-detELCt.

°ILM Bt 5
° &M 2 Cllo|E x|

3. "MALE LA| SX|5I2{H * Pause * (YAl | *)E SalstL|Ct.

GiXH A7 LAl EX|=| 12 * Resume * HE0| gH-dSHEIL|CE

Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage Node Evaluating ILM
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Select the site

v

Review the site and
update ILM

Is Start
Decommission
enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

A
* "ALO|E H|H 12 Atet

Canyou resolve
the issue?

You cannot remove
the site. Contact Support.
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Decommission

Select Decommission Nodes to remove one or more nodes from a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Palicy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive MNode.

Sites
Site Name Used Storage Capacity @ Decommission Possible
) | Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo This site contains the primary Admin Node.
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Decommission Site

o 0

Select Site View Details Revise ILM Remove ILM
Policy Referencas

Data Center 2 Details

Resolve Node
Conflicts

Z1E JEYLICL

5 6

Maonitor
Decommission

A\ This site includes a Gateway Node. If clients are currently connecting to this node, you must configure an equivalent node at
another site: Be sure dients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

Iﬁg'—o 3 4 5 6

Select Site View Details Revize ILM Remove ILM Resolve Node Monitor
Policy Referencas Caonflicts Decommission

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node v 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950,77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47533 GB 3.90 MB 47538 GB
Total 950.76 GB 1.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever

Rule Name

2 copy 2 sites for smaller objects (5
Make 2 Copies (§

Select Other Rules

2 copies at Sunnyvale and Vancouver for smaller objects

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name

3 copies for S3 tenant (&

EC for larger objects (§
¥l 1-site EC for larger objects (3
Wl 2 copies for S3 tenant (3

Tenant Account

53 (61659555232085395385)

53 (61659555232085395385)
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Rules Referring to Raleigh in the Active ILM Palicy

The table lists the ILM rules in the active LM policy that refer to the site

» Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References)

« [f one or more ILM rules are listed, you must create and aclivate a new policy that does not use these rules

Active Policy Name: Data Pratection for Two Sites 8

No ILM rules in the active ILM pelicy refer to Raleigh
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous
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Decommission Site

P Foy d=a,
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Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 -
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted
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Decommission Site

o 5 6

Selec_t-SFte View .Details Reuir:e ILM Remove ILM Resolve Node Monitor
Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

MNo proposed policy exists
Na LM rules refer 1o Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @
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Decommission Site
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Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous
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Decommission Site
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Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @

........

6. AFO|E AMH|A SHH| RXHS AIZFeh ZH|7F =B * MH|A SHH| AIZH* S MEASL|CH

| =

A= HAHY AO|E B L EE LIZSIL|CE AO|EE &tMS| MAHst= o HE, R F £= 2 2o| 22 £
olAL|C}
M- .
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

oX

JUE HAEYLICH AZFe ZH[TL E[RQH * OK * S MEBIL|C}

M J2|= 2Mo| MM E of HIAIX| 7} LIEFELICE O] Z2MAE AL BXIE J2|E =9 RE} 0 w2t Ch
AlZtol 28 &+ AL,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous

£'%
B 2

M 32| = 70| MM EIT 6EHAI(MHIA SE RLIEIZ)7E LIEHLICE
() w7t 2= G7tR * Previous * (OIF *) HEO| B2 gstelLct

HE

"ZLIEE 82X o 2"

"J2|E L= HRp

"StorageGRID &z2|"
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s ZUEZEY + AL

of =pHof CHaf
StorageGRIDO|| A HZAE AFO|EE H|AHSHH LS =M2 =7t M| AHELICL.

1. AIO|Eg0] ==

2. AKX} E
3. AERX| LE

StorageGRIDO|A HZ0| #Z! AIO|EE NMAHstH CtE &M= = EIF HIAELICEH

1. AIO|E0] ==

2. AER|X| LE

3. HEXt e E

Zt Alo|El0 I EcE C= e tEE MMt Ol R 2 £= 1AZH0| ARQE £ UK AERX| Lt E= HE E=H
=7 I.J-IE A L_||:I.

T =2 T MI:I

CHA|

1A 57 W7 |X|7F Y= ZA IS T2 =S .

Decommission Site

ikl = - - =
Select Site View Details Revise ILM Remave ILM Resolve Made Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

i

=g 4o

I

st

4>
$0
rot
nE
i)
Jr
-1

@ MH|A SHH| ZXp S0 267t 2dg 4« J22|=
I{7|X| £ CH2ZESHYAIL.

a. HIAX[OM 3 E MESHALE * RXA[E4** A|A”H * S5 17| K] * S MEHRIL|CE

ECRECELICt . zip THY.
S 7 |X| CHR2EE0| it X &S BERSHMA L.

@ =7 I§7|X| I}Y2 StorageGRID A|ARIOA HIO|E{E 7IM 2= Ol A E &= A= =t 7|2t
LIt TS0 JB 2 HotsS [RX|sHOF ghL|Ct.

2. O|O|E] 0| S KIEE AHESH0] O] AIO|EO|M CHE AtO|EZ JHA| HIO|E{2| 0|5 S ZLIE-etL|Ct.
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SEANM M22 ILM S 2o S o HI0|H 0| S0 AIREIASLICHILM X 7). M| sl 22X Sof
G|O|E| O|SO| EdgtLCt.

Decommission Site Progress

is,
-

<y

Decommission Nodes in Site in Progress =,

Data Movement from Raleigh

1 hour 1 day 1 wesk 1 manth Custom

Storage Used - Object Data @

100.00%
75.00%
50.00%
25.00%

0%

17:40 T7:5L 18200 1810 18:20 18:30

=
o
(=1

== |Ised (%)

3. HIO[X|2| L= & MMM =Tt HIAE f Mu[A S| ZAtel T deS ZLE>IgL .

AERX| LEE MAHSHH 2t L2 20| THAIE AHYLICE of2{et B9 tHREE2 M&SHA| = AR =0
K| X[ oA 2YSEX| 2 O] SOHOF g HO|E{Q| fof| it CHE THAIZF 2tz & W7tK| HE = R FE 7|Tor g =
UAELICH A 2 CIOIHE 22[sta ILME MMBIIS5H7| I8 371 AlZHo] EeL|ot.

Node Progress

€ Depanding on the number of objects stored, Storage Modes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for sach node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Search Q
Name ¥ Type 1T Progress 11 stage ih|

Decommissioning Replicated and Erasure
RAL-51-101-196 Storage Node [ D

RAL-G3-101.197 Sinrage Node - Decommissioning Replicated and Erasure
" Coded Data

o Decommissioning Replicated and Erasure
RAL-53-101-198 Storage Node [0 St B
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A ol 712t

THRA KA

HI

et=

HI

4. RE LTt tE HHAI0] DESH 2 LIHX| AO|E MH|A x| 20| et & wi7tx] 7|CHL|Ct.

° Cassandra * 23 tHA| &, StorageGRIDS A 12|=0f| ot Q= Cassandra 22 AEE $HEHLICEH
J2|=0f ot (s AERX| E =0 2t o|2{ot Z+10fl= HE o|&to] HE &+ JUSFLICL.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra in Progress -f':.‘

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grd.

Overall Progress 0%

Deactivate EC Profiles & Delete Storage Pools Pending

Remove Configurations Pending
° EC T2 AH| AE2|X| & * HIZget HAM= Ch2at 22 ILM HE Argo] HEE LIt

=

* MO|ES HZoh= EE AW 2 Z2E2 H[ZYoELC
E=
E

=1
AxSH= RE AE2|X| Z0| AIKIELICE

@ AMAER7|E 2E 2EEX| L E AEE[X| EX 2E AMO|E AIO|EE ALESIEZ
HMAE LIt

o OIX[HO 2 * 4 MAH * HAOM AOIE S o L==of Tt LIHA| &= 22|29 LIHX| 220 A
HMAHAELCE.

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,“‘é

StorageGRID is removing the site and node configurations from the rest of the grid
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. MH|A S| ot 2t2E|H MH|A SiR| AO[E HO|Xof €3

MOI

* SliHIE AOIEO| A= BE AEE|X| =] EEH0[EI} MHILSHA| X=X =
= MH|AE AHESI0] E210|E0j|M H|0|EHE S+

] =

—

nk
ﬁ

HEAE|X| gL/t

Decommission Site

o 2 3

Select Site View Details Revise ILM
Palicy

4 5

Remove [LM
References

Resolve Node
Conflicts

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

HIA|X|7F EAIE| D

6

Monitar

Decommission

Mzl MOIEI T O &t

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the

site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node

or a site that contains an Archive Mods

Sites
Site Name Used Storage Capacity @
Sunnyvale 479 MB
Vancouver 490 MB

g ol =
E

—

AO|E0f StL} O] &2 2t2| L EJF EEtE[of /1
Z2 AD FS(Active Directory Federation Services)0f|A] AtO|E0]| L3t B E

Mgt

HAE AO|E MH|A Sl{H| Hxte| YREE =0 MRUO| XIS E HAXHOE X

Mgt

A
2 I47|X| CHREE =

TECERWERE -2

J2|E HEYINAM MEYU =
IE= NTP AMHE

e

+ 32| HEYT0) et HEUS

BUlS HO0|ESt= &

HOO|ESY & %lﬁl-lli :

Decommission Possible

Mo. This site contains the primary Admin Mode.

MH|A Bl{H| ZAE 220t £ OFZ HYS A=YLICL

FHOZ QHHSHA MARLIC.

rolgtL|ct. &

& Hl0IH AN =7

StorageGRID A|AEI0| SSO(Single Sign-On)7t A™E|H A=

—

Lt

Mzlgh 4 9l Nrj ERjAES
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. “IP _D'C_JA_ ?gu
* "DNS At 74 "
* NTP M 74"

c "AHZ|El LEO| HEYI HAS SRELICH
Je2|E HEY3o| thgt MEUS 0| Est= SRILICH

StorageGRID= 12|E HE 2|3 (eth0)Q] J2|E =E 7tof| S48t= O] AL2E= HESRIS
MEY S22 X|BtLICE 0]2{3t =0f|= StorageGRID A|AEIQ| Zt AFO|EO|A O2|=
HES 30 AHEE= MBS J2|E HESRIS AH0|ES0|E S HMAE= NTP, DNS,
LDAP EEi= 7|E} 9| MOl AF2E|E MELI0] TEEIL|CH S A J2|2 L E i A
AIO|EE F7tg mf J2|E HEL A0 MEUHS HO[O|ESHAHLL F716H{0F & = ASLICE.

Al

zg

o

* X|9El= B2t E AF25t0 Grid Managerd| 2 1218}{0F $HL|Ct,

* RA| #2| E= RE AAM|A ASHO[ A0{O0F LT,
* Z2H[XME 227t A0 0f LTt

© Y MEUIO HEYA FA(CIDR ®7[H)7 A0{OF LIt

Of Zrioi| Chat

M MEU FIHE Zeldts oY HYS +dots 32 2 BXE AESH| Hof| M 22|= MEUIS F718(0F LIt

|

1 RAIE4 * >  HEYD * >+ J2E YEYT * B Mgt

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Pravisioning
Passphrase

OlE 20, & ¢=etL|Ct10.96.104.0/22.

3. ZRH|XY YSE Yo * Save * E SYBILICL
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X"t MEUIS StorageGRID A|AEIO]| CH8H AF5 22 AAEIL|C

IP 4 74

IPHE =75 A0 12| = 20| Chet IP £48 78510 HER D dE =8 +
oIAL|C}
PN =] .

J2|E R S0l M2 2FE HERE FESET &5t Change IP(IP HE) E+E ArEsH{oF SfLICE BFE
Linux HEHZ B 3 IAS ArE¢t +F HE M2 2= StorageGRID MH| A0 HIHE[X| §S 4= A2,
P2 0|, MR E= L= 57 Bt AME 7XI=X]| g2 4+ ASLICH

1

@ J2|EQf BE B0 Chsl 22[E HIERIR IP FAE HES{HE 12| = TAQ| HE Ao s S+
EXHE AHEELCt

"J2|E0l BE -0 it IP FA HE"

Grid Network Subnet List(22|E HEY 3 MEY S2)0t tHASH= AL Grid Manager(212|=
@ ZE|XHE MESHH U EY I #HE FII5t7LE HAGLICH X gt HEYI 4 ZX = 2lsh
2| = 22| Xtof] HMAE 4~ §iALE O2|E HEY T 2tRE HE S 7|Et HESRZ HES SAl0

L8sts A2 P ¥Z E7E AFBBILICE

@ IPtHZA BXt= ST EALE = JSLICE M F40| MEE WtX| 22|=9 RES MEY =
O-I¢|__| |:|.
HAH -

* o[l QIE{T|of A =

ethO0l| &l IP FA= et J2|E 29| O2|E HESQZR IP FAYLICE eth10f]l 2 E IP FA= g4 O2(E
L EO| HE| HESRZ IP FAYLICE eth20]] HEHE IP A= e J2|E EO| S2I0|AUE HIESZ IP FAYLICH

StorageGRID HE20|HA | eth0, eth1 U eth22t 22 YE SHEM= 4 E2|X| E= E2|H = VLAN
QIE{m|o| Ao ZEtOZ LM El ET QIE{HO]AY 4~ UELICE 0218t EHEO|A * SSM * * * E| A A * B2 ethO,
eth1 EE= eth2 0|2|0f| = CHE QIE{H|O| A 0| &=l Grid, Admin & Client HEQIA IP TAS EAIE £ Q&L|CE

- DHCP*

i CHAOf| A DHCPRF M2t 4 o)
MEY OIAS 8l 7|2 Alo| 90|12
F47h HHo| ELICk,

UELICE 74 Solli= DHCPE 28 Y + QELILE J2[E LE9 IP T4,
HFSIH IP T4 HE BAE ALE8HOF gLICH IP HE =715 AHE3HH DHCP

* SCI0|UE HIERIZ QEHo[A0 FEE HAIES MEU 2|R0j|M S20[HE HESHA IP FLE HEY £

-

* 220[HE HER A IP FAE= S20|HE HESY I QIEHO[AN FME HA JIF00M 2ot 7|&E 7HAk P
Fa9| goz HEFY £ gLt

* J2|E HE93 2 Ho| A0 EE HA OEL MEUY E0AM J2[E HEYI IP FAE HEY £ QlELICH
=

+ 22| HESIT 1P FAE 12| HEYD QIEIHO|A0 RAE HA IS0 oo HEE JIE TH 1P FA
2oz w4 YALICH
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* RO HERR Y HE

« "EE|XHEQ IO MEU =250 7t
- " 12|E YEEY TN MEY 220f X7}
* "Linux: 7|& =0 QIE{H|O]A 2T}

+ "I2|EQ| BE L0 CHt IP A HA"

=S| YYD 7Y WY

Change IP(IP HZ) =& A3t StLt O] &2 LEO| HER A 7S HAY = ASFLICEH
J2|E HERZS FYS HASHZLL ZE|Xt E= SEf0|UE HIE/AE 7t HE E=

MAHE 5= JASLICE

Ol 7t UO{OF BfL|Ct Passwords. txt OFY.

0| XpHof CHaf
* Linux: * J2|E LEE 2| UEQA L= 220|HE HER I MSOE FII6ts 2, L& 74 TN
admin_network_target == client_network_target2 O|M0| A 8HX| &2 HR0= X[ FA6HoF ghL|ct.

Linux 2 M|X|0il Lt StorageGRID A X| XA S & ESHUA L.

* 0{E2t0|A:* StorageGRID £7| &X| £0|| StorageGRID 0{Z2I0|HA MX| T2 IM0f| E2I0|YHE L=
22| HELZ7F FHE0] JAX| A2H IP HE =10 ALESIH HEQIE Fte = el&LICH HA
EC0|HAE RX|E REE MYSIN FIE 743 CH3 O{Z20|HAE At 25 RERE M CHZ IP
HA TE ALESI0] UERT A4S £Mol{of SLICt o{Z2to|A A0 chst Mx| 9! RX| 22| X[E e HERA
3 7 HAE BISHAIR.
HIE{Z0A StLt O] 42| lL=0f| CHSE IP =4, M EUl OtAS AHO|EQ0] = MTU 22 HEY £ ASLICH

S20[AHE HER R £ 2| HEHIUM ES FII6HALE HAY =2 JASLICH

* Lo i WEKHIY IP FA/MEU OIATE FI6H0 L EE S210|UE HER 3 = 22| HES A0

ot 4= AL

S20[AUE HIERIR = 2| HEH MM SiE HIER IS 0] thigh IP FA/MEU OtAI S AF|SHO]
LEE WMAE = AU

J2|E HEYINAM =EE MAHE &+ l&LIch

@ IP =& WA= S EX| ELICH J2|E & 2H| IP FAE w2tliof 5t= 22 YAl B2 IP FAE
AREdtioF RfLICt.

StorageGRID A|AEIN| SSO(Single Sign-On)7t EASE[0] Y10 22|XF LE9| IP F

22, HE|xt EO| IP FA(HE ALl met et =02l 0|F thi)E AFESHH M E 2 E 7|4t
@ SAK EMAET 22SHEILICEH O 0|4 Eof| 2321 &~ QIGLICH IP FAE HESH X

FAE AME3810 AD FS(Active Directory Federation Services)HA = E2| 7|8t &AL} ME|E

O[O ESHAHLE CHA| F2d3HOF BLICE StorageGRID 22| X[ &S EESHUAIL.
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Change IP(IP H3) =& ALE3%I0{ U ERISIE HZASIH StorageGRID H{Z2(0[H AL HX| 2H2|X}
@ o2 MutEL|Ct O A 6HH 0{Z20|H A0 StorageGRID AZE YOS MAX|SHALE
O{E20|HAE QK| &2 ZEZ MAESH AL UERZ +40| SHHEL|CE

A
7|2 Be|Xt =0 23lgkL|Ct
a. Cf2 HHES YHLYLICL ssh admin@primary Admin Node IP
b. of LIEE A= E UHAYLIC passwords. txt TH.
c. REZ HMel2{H O3 S YHYLIC su -
d. of LIEEl 2S5 E UHAYLICt Passwords. txt IHY.

ZEZ ZI0I6H TETETL oA HAELICHs S ML) 4.
CHS S 2l&st0] Change IP = 11E A|RtEILICE change-ip
mExed I2HNY YSE AL
7|2 o7t LtEHELICE
Welcome to the StorageGRID IP Change Tool.

Selected nodes: all
1: SELECT WODES to edit
. EDIT IP/mask, gateway and MTU
3: EDIT mdmin network subnet lists
H EDIT grid network subnet list
L1 SHOW changes
" H EHOW full configuration, with changes highlighted
i WALIDATE changes
' H SAVE changes, so you can resume later
o CLEAR 8ll chenges, to stert fresh
14: APPLY changes to the grid
a: Exit
Selection: E
- o m2tr 1 S MENSHe] YO|0|ER L EE MEfStL|Ct O3 OHS O3 TS S & StLtE MEfRL|Ct
e r MU E_O|EEE MENSLCE
o %% B LT ALO|EMR MEHStC}S 0|2 R MEgL|C}
°*3* EY L E ¥ IPE MEASILIC
°o*4* AMO|EQRE LE
e*5* A2|EQRE LE
* HrEE S EE YO0|ESte{H "R R MEHE MEZE RXIE[EE SHUAIL.
MEfSH = J]= o7t LIEtLED * Selected Nodes * ZE7} 0| E [0 MEH AletS HIHBILICE 0|22 BE
U2 HAIE - 20 AT A EL|CE

HQl HmoilM SM *2* & MEiSHe] MEfoH LeE=of |P/OFA S, AHO|EQ0] & MTU EEE HERILICL
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= *q* J2|E HEQSA

2 HE|HERA

- *3* 220|HE HEQZ

" *4* BEHEQI Ml S TETEQ LE 0|F, U ESRA 0|F(Grid, Admin &= Client), H|O|E

FA(P/OLAS, AO|EH0], F MTU)2t oIl ZtS 2A=GLICE

DHCP 14 @IE{T|0|A9| IP F4, HEAH 2], #0[ESI0| i MTUS BIEJoI SIET|0| AT} HX
S A o

[y — |
QIE{H|O| AR HAEIL|CH DHCPO|A 245t QIE{H|0|AE HASIE S MEfSIH QIE{H|0| AT} staticQ 2
HAZIS ota|= Z 0ot EA|ELCH

—

2 PHE AEMHO|A fixed HEY 4 ISLICL
oreq™ S Ztol| CHall A2 HAlo=z HL(Ct
.

~
o
EHASHK| ot O E F2{™H * Enter * & 5L

M
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S
o5 HAE LU BAISIEE A2 |E 2| MY LHES EAIZLICL HE Aret2 ofld| 20| EAIE U=
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Gateway [
Gateway [
Gateway
Gateway [
Gateway
Gateway [
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MTU
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uSE LT Admin MTU

Press Enter to continue
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Of dHdIM= &

Ed EE UHMO| AN M= FAM MAS A =71 3 ARIE EAY
SHHE EAl= 228 VT100 O|AZ|0|& A|RAS X|sH= E{O|E 22t0|A
CHELICEH

4 gL,
Eofl f

off o2t

Fad dAE S8l 22|E, H2[Xt 5! S2H0[HE HESR I tigt #2l(C: S5&= MEU ALE ¢ E)0

o AAMOIM 2F 7} et AS LT

[

Of dHdIM=

O FME MESHH MEE|X| 42 HE LHES RAISIEHAM IPHZE =78 S=5t1 LIS0| CHA| Al
|

AL SaERASLIC.

A
= T

S G ARYS SA MBOH T WA A % 8 XSO CHA| AISBILICY,

M HEH S
+ QUL

A|—9-o|-_| gsrg g L EE =26}
AlZBHOF RfLICE ol2{st UERZ A

ATfgtL|C.

®

T S2|H UHESRI HFEO| HRotX| %2 HL * apply * & MEiSIH] HE A S FA|
LRt AR LEJF RIS Q2 MA|RHEL|CE CRA| AJZfsHof OfL =7} BA|EL|CH

2 742 MES| 9o 22U EE Ih HEAY 2 UAH0} s B2 * stage * BHES
5 2 83 e LES T
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stage * FMS AIEdt= 32 TS 22102 AHO|Y = Jhsth o Ee| =5 CHA
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o *F|a M HIER{2E HASHA| A2,

HotEl HFof 2t e EE CHA| A|Zf5liof oiCh= MMM S R2= FR HE Alets AI(6HH AFZXI0A| O]X|=
Fets x| aotet = JSLICH FA * & MESHH 7|2 w2 S0t HE E2 EESIH LI5S0 HaY &
olAL|C}

M-

APPLY * &L= * stage * £ MEHSIH M H|EQIZ 1 ThU0| M0, T2H[XJ0| HE[D, =T} A
MY PE=R °*E1|0|EE' L|Ct.

ODZH|ME &, HH0|E HE Al ZH0f| YEf7t EAIELICE

Generating new grid networking description file...
Running provisioning.

Updating grid network configuration on Name

HE ArdE HESrLE 2H|0|Fet =0 22| 718 HEACE Qloh M =+ {7 [X|7F S&ELICt
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Welcome to the StorageGRID IP Change Tool
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, 80 you can resume later
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APPLY changes to the grid
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10.

1.

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

to] TAH 82 BEAISHE S0 HE LHES EAIYLICE B A2 sM(FIH E=
$Z BAIELCH « #H2:* £ HO|2 o 20|E = F|aM MAIS AHESH0] =7t 8L ATHIE

3
z
1=
=
|0
Hu
oN O
d

MEU SE5 HESH 1 51H L3 HIAX|7F EA|EL|CE

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this

caution.
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Generating new grid networking description file...
Running provisioning...
Updating grid network configuration on Name
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Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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Generating new grid networking description file...

Updating grid network configuration on Name

Running provisioning...
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"Red Hat Enterprise Linux E£= CentOSE A X|gfL|C}"
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CLIENT NETWORK TARGET = bond0.3206
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CLIENT NETWORK MAC = aa:57:61:07:ea:5c
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Welcome to the StorageGRID IP Change Tool
Selected nodes: all

1: SELECT WODES to edit

. EDIT IP/mask, gateway and MTU

3 EDIT mdmin network subnet liste

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes
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ot
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Al HHZZOf| CHoH DNS(Domain Name System)E MHMOZ A MSH= A ATZEE
Aalisto] 2F J2|E =0 s DNSE CHEA| 24T 4~ USLICH.

8t O 2 Grid Manager®| * Maintenance * * * Network * * DNS Servers * 88 AF85t0{ DNS MHE 250}
L|C}. CHE 32|= = =0f THE DNS MHE AtESH0F o= F 0|2 THE A3ZEE AMESHUAIR.
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1. 712 22|x} =of 2308},

a. [t3 Y2 YHYLICL ssh admin@primary Admin Node IP
b. off LIBE ASE UABILICt Passwords. txt IHY.

FEZ 2TQI51H TETE T} of| M HEELICH $ & MEHSILICH 4.

Lod

€. SSH MI0|ME| SSH 7lel 7|2 =

\J

tefL|c @=: ssh-add
f. ofl LIREl SSH AN A ASE ABLICt passwords. txt IHY.
2. A%t X DNS MO HH|0|EY =0l 2OQIBLICE ssh node IP address

3. DNS #H AAZEES MHYLIC} setup_resolv.rb.

ASBES MEE BY SRO2 SHELIC
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64

Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127

Current list of search entries:

netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

4. HE20| el 0| F MHIAE HMS3h= M| IPv4 FAE FIFFLICE add <nameserver
IP address>

£ HtESILICt add nameserver 0| MHE £715t= HHQAUL|CE
CHE ™S 2= HAIX| 7} LIEHLIH X[ &S mHELCE

e Mot 88 Z2-E S=YLIL save
!

2t J2|E s 2of Chsl| of BHAIS ftEStL|c =0 2OolSL(CH fE 7tX] BE A= HELoh

© © © N o o
Rl

CHE Mo oiet 2= Gl= HMATEH Ol BRDHX| 2 SSH O0|TMEN| M 71! 7|2 MAELICH U=:

242



ssh—-add -D

NTP M A

StorageGRID A|ARIS] T2|E L E Ztof| GO|E 7} H&StA| S7[etE| =5 NTP(UIESRIS AlZt
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o

2} AtO|EOf| A StorageGRID AJAEIS| L= 271 O|Abol| 7|2 NTP Heto] ZRHEILICH 0|52 %|A 47, A[cH 6742
Q|5 A|ZH AAQL A ET|BLEIL|CE StorageGRID A|ARIO| 7|2 NTP LLE7} OfHl B E E= NTP 22J0|¢ER
Zt=3HH O|2{%t 7|2 NTP L EQF S7|StE/L|CE.

QI NTP AMH = O]ofl 7|2 NTP Sigts gEet Loof| AZELICH mh2kM = NTP S&0]
X|HEst= o] EELIL.

L=

rr
mufn

T 71 ol&

2t AFO|EOI M X4 27H2| 'L =7} 47 O| 42| 2| NTP AA0] MAASH = Q=X 2*°|°“—IEr
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r

T Z2EM £ StorageGRID Ax|0f| 2|5 NTP 2AE XA 1§ Windows Server 2016 0|& HZ |

@ Windows0l| A= Windows AlZHW32Time) AH|AE AFESHX| OFYA|R. O] H{H 2] Windows2|
AZt MH|A = HESHR| 2O StorageGRID2t 7*° ™Y SHHO|A AHESHZ| 28] Microsoftof| A
X| @ E|X| gt&LICh.

"HetEIt &2 20l el Windows AlZE MH|AS FLG5H7| 9I8t HAIE X[ T

AX| Sofl & X|Fet NTP M2l ebdd o= 7120 2|71 &UsHH StorageGRID A|AEI0AM MHE
FISHAL 712 MHE YHI0|E = MO0 AtE5HE QR NTP &4 SES HH0|EY + ASLICH

— =

A
1. QX 22| ** HIEQIA * NTP Mt * £ MEfgL|Ct,

2. Servers MM0| M ER0] w2} YCI0|ES FIISAHLE NTP MH €52 HALC.

NTP M= 47} 0| & ZeteloF st X[t 6712] MHE X|FE & ASLICE
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3. Provisioning Passphrase * AMXIOf| StorageGRID A|AEIS] TZH|XY A4S E 24t * Save *
S=gLC}
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EXtH HENZF HO|X| ol EAIELILE 4 YO0|EJt 2= E wi7kX| HO|X| 7} H|Z-d oHEl LTt

f

@ M NTP MHE XMESt £ ZE NTP M7 A2 HAEO MIistH 7|2 TS| OFMNAIR. 7|&
K@ FMol| 2ot 2.
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AO|E = 2| = FA| 1P 4 HED 242 EF M0 StLt 0| &2 L& O F0] LIHX]
Oz =0 AEE[X] §ES & ASLICH

J2|S 2R K ¢ £ D2|E EE2X| o)A = E7h 3| M0| ALY, A% F0| ol CHE AEHS EAoHs
MHIA 5 B2 MHIAT} QI TEHY =0l 29 1= 2{2(Z Solsjof eiLict
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‘m  Grd Topelogy i | Reports || Configuration

Overview: SSM (abrian-g1) - Services

Updated: 2018-01-23 15:02:45 MST
- 2)) ssm
£3 Services
E.ﬁ‘ Events Operating System Linux 4.9.0-3-amd64
119 Resources
o Timing Services
[H-=4 CLB
=gy abrian-s1 Senice Version Status. Threads Load Memory
- abrian-s2 ADE Exporter Service 11.1.0-20171214 1441 c29e2/8 Running Bo v Boonmy Brervs B
-4 abrian-s2 Connestion Load Balancer (LB} 11.1.0-20180120.0111,02137fe Runming B 61 B007% EJ393ms B
Dynamic I[P Service 11.1.0-20160123.1919 deeeba? abrian Not Running Bj @ ¢ B0% BoB i |
Nginx Senvice 1. 10.3-1+debOut Running Ho5 Hooew Haoume [
Node Exporter Service 0.13.0¢ds-1+52 Rurinimg Bg:s Bow Hassums B
Persistence Service 11.1.0-20180123 1919 deeeha? abrian Running Bws6 Hoosiw B{irime B
Server Manager 11.1.0-20171214.1441.029¢28 Rumning E3@ 4 H2116% BHisrMs B
Server Status Monifor (SSM) 11, 1.0-20180120.0114.02137fe Rurning B4y 61 0288 % E458m8 H
System Logging 38110 Running B3 Bookns Hsorve B
Time Synchronization 1:4.2 8p10+dfsg-3+debut Running B42 BHooorys B45¢M8 B
Packages
storage-grid-release Installed 11.1.0-20180123.1919.deeeba.abrian

EelE LBV US R LISn 22 Z2avt 2E + ASLICH

s o8] ==t Ael= ol 23918t Lt Grid Managerdll AN ASHK] 2& 4= JAESLICE.
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b
+ Of2{ =7} 228 AL EIUIE BR|xto| (A0 EAE|S AER|X| ALSEY G BEHE 30| £1M Afej7}t opd
£ QlasLich HIEYT 90| 2eiE|s 3747t Ao E Lt

2| SRS sHZot2{B 2RI 2|8 2 HalE L 80 3 S| el ES TS| g AEue)
2E Co)M BYES QU2IEIS AHELICE 0| RY2|ES STt HARVN Z2IHX| B o0 P FAS
RIZoto] Z2|8 e C EE = 220| Al J2|S0j ChAl MASHES St
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THA|
1. LE5 HNASIH 2QIBLICt /var/local/log/dynip.log A2| HAIX|E.

o

™ Ch3a Z2ELIC

Il
muin

[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.
If this warning persists, manual action may be required.

VMware 2£2 Al 3¢ 22 =8 A2lY =+ AUCk= HAIX| 7L EAIELICE
of

Linux BHEZ W M= H2| HA[X[7F o] EAIELICE /var/log/storagegrid/node/<nodename>. log IHY.

2. A2| HAIX|7t HRE D J7el AR T S-S AL
add node ip.py <address\>

?IX| <address\> JZ|E0 HZEE fH 9| IP FAYLICH

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

3. o™il Hz|El 2 = =ofl CH3ll CH2 2 =elgtL|Ct.

° LLEOf MH|ATE AR E|RASLICE

© S P M| A0| AEfE 3.

Aot = "Mll Z"UL|CE storagegrid-status &

° Grid Topology(12|E EZ2X|) EE[0A ==t O 0|4 LIHX| 22| =0l H& SiHEl HA2 =2 LIEHLEX]

&L,
@ £ Motz B2 add node ip.py BEE HANT A7 SHZ =X o i ESH O & CHE
HESZ M7t 2 &= JAELICE

UL X| H4 HXt= StorageGRID2| Linux EE= VMware B ZL0f| 2t 2| Lt
StorageGRID £FM2| CtE 74 240 ﬂ’gﬂutf.

Linux: J2|E = EE M SAEZ 010|230 M
StorageGRID '=EE ot Linux A E0|A| CHE Linux @A E=E 0j0|32{|0| M50 O2| =9
7ls B 71840 @2 FX| U0 SAE QX| #2|(0f: OS I{X| HE 5! ;HEEH)E ol

o
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= ASLICE

gt Linux SAE("AA SAEMO|A CHE Linux SAE(™IHY SAE"Z StLt 0| 42| . EE Oto| 20| MEfL|Ct,
EfZ2l SAE = 0|0 StorageGRIDE AHEE Z=H|7t &|0f QLO{OF EFL|LCE.

() otolsiold Xize EIBES StorageGRID HHES A2lgt 202t 0] HAHES A8 4+ YALICH

J2|E =8 M 2 AEZ2 010]| 23|0| M5t E L & =710] 25 SZE(0{of FfL|Ct.

* IR AELX|= 2= L EE ARZ[X| 2EO| AF2ELICE

* HERZ AEI0|AE S AE ZHof| H2tEl O|F S ZaLItt

@ 23 7= Al B SAENM AER[X] LEE F U O] HHSHA| OFYAIR. ZF AE2|X| LE0f Chok
HE S AEE AEotHE A2|E Zof =oelo] MISE LTt

—

| = = AO|EY0] B9t 22 THE RYQ L EE ST SAE0 #EY = JASLICE J2{Lt 22 FE2
CE =GR HIOIE%IOI e 27H)7f Ue B2 L2 TAEN ZE QIABAE MX[stX| O

XtASE LHE2 A QI Linux 29 HIA|0f it StorageGRID A X[ X|& Q| "' = O10|2{|0|M @7 AfR"S
XTI L.
He M

"M Linux @A E Hf&"

r

"Red Hat Enterprise Linux E£= CentOSE A X|gtL|C}"

"Ubuntu = Debiang AX|gtL|C}"

Linux: 22 SAENAM LEE LHHLHMAIR

J2|E LEE ZR60 AA Linux SAENA LHEHL|CE
A2 Linux 2AE0M CHE BHES AASL|Ct

1. AA SAENM M A 5 BE 29| HEIS 7FMZLICE

sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GWl Configured Running
DC1-S1 Configured Running

DC1-S2 Configured Running
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DC1-S3 Configured Running

2. Oro|a2j|o| Mg L =0] 0|2 &felstu sliE =0 Ml &Ef7t @ 2 FSXIYLICH Running.

sudo storagegrid node stop DC1-S3

Stopping node DC1-S3

Waiting up to 630 seconds for node shutdown

3. AASAENAN LEEZ LHEWHL|C]
sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws—-dcl-s3-var-local' if you
want to import it again.

4. off ROISHMAIL import command suggested in the output of the ‘export HH.

CHS THAGIA Ef2l o AE0M O] HHES A-elL|Ct

Linux: EtZl SAENM E 714 27|
AASAENM LEE LHEWH F EtA Linux SAENM EEE 7M1 f8MS

AAELCH ABUAM =27t 24 S AEQL St 28 AEL[X] 3 H|ESR 2 QE{H0[A
ClHIO|A S MM AT o= =X] EFQIRL|CE

CHA Linux SAEO|M LIS HHS AlsishL|C}

1. B} SAEOM EE 7t FLICH
sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node wvalidate DC1-S3'

2. M ZAENM E ES HELLICEH

sudo storagegrid node validate DC1-S3
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Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-

S3... PASSED

Checking for duplication of unique values... PASSED

3. fud HA 2RI LMSHH 010| 22|0| HEl =5 AEISHY| Tol| 0|5 SiZSH Al 2.

=]

2H 12 MEE Linux 2F K2l StorageGRID M%| XAl S & ESHAIL

Kl

ted HeE

r

"Red Hat Enterprise Linux E£= CentOSE A X|gtL|C}"
"Ubuntu = Debiang AX|gtL|C}H"
Linux: OFO| J2{[0| MEl 'L = A[Z}

Oro| 20| ME e Eo| fedE AT F Bt Linux 2AENM HHS A5 =ES
AlZFRfLICE,

|

1. N SAEO|A ES A|EFSILICE

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. Grid ManagerOll A lmE2| AE{7 MO FA|E| 1 A2h0| EASEK| ob=X| tolstL|C},
i MY} = A40IX] Solstet 00| 120| ME| S5t FHS| ChA| AIRtE| 3 2| S0 Th
() zolslLicy. Mefot S400] ofl F2 5 0]4e] gt Ml M7t EIX| $ES 7t =g
0to| 10| A48HX| OHAAIL.
Grid Manager0ll 24 A% 4 81 2 102 & 7ICH % O TYS Asghct

sudo storagegrid node status node-name

|

oro| 20| MEl e E9| e HENTL QX| 2HRIRLICt Running.

TSM 0[SOS flet OF7t0[E2 = /X B

0710]2 I-E TSM O|S2I0] MBS Sof Hl0|ILt S3APIS S3f 22t2C
HSHES TS & YALITH 4 S0 offo|2 LEO| ERAE WA 4

B LEE S AHSHE M| LRI EASHH MHE WMt HESH 55 BXHE WHEL|CH
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74 48 QERIOZ TSI TSM 0[S0 MHE A8 =+ gl 2 22 E2|AHEE €F +E FetelL|C).

e
0
ro
N

X YEl= HEIR XM E AR50 Grid Manager0f| 21218 0F &FL|Ct.
CHA|
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2. Archive Node * * * ARC * Target * Configuration * * Main * 2 MEHEIL|C}.
Tivoli Storage Manager State2| Z}2 * Offline * 22 HZASI1 * Apply Changes * £ Z22/8tL|C}.

=
FX| 22|7} 282 ™ Tivoli Storage Manager State2| Zt2 * Online * 22 HZst1 * Apply Changes *
SagLch

> w

Tivoli Storage Manager 22| £

dsmadmc £2 OF7t0|E ' =0f| 2X|El TSM 0|S 0] MOl 22| 2EULIC S B0 =70 AMAH -
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MY JASLICE o702 L Eo| HAHEE0| CtE BHEE Y=o £
/usr/local/arc/tsmquery.rb status

L

TSM 22| 2& dsmadmcdi CHst XkA|SH LI 2 Tivoli Storage Manager for Linux: AdministratorNAC'’s
Reference £ EZTIHAIL.

HHE SFHo= AEY + LT

O}70|E =E7} TSM(Tivoli Storage Manager) *1H'|01|*1 HHE ES D HAMo| Ai5HH of7H0|E L E= 10X
HACE QES A ZSLICH N7t GO E AL 27+ Z(0l: ZiH[7H E|O| ol M &4E|U7| IHZ0i) TSM
API7} O|E OIF10|E L E0f| EA|E BiHo| glea =2 0}9POIE TEJ REE AL MA S

O &gto| L stH 2A2to| ER|AR 1 gfo| AL S7IYLICH ZEE E{H * X[} ** = * J2E EEEX[* E
ME#stL|CE 121 CH2 * Archive Node * * * ARC * * Retrieve * * Request Failures * S MEHSHL|CE.

HHE GFHC= AEY + gl= B2 MAME A& L3 BAt0| 2HE iz Of7t0|E L EO| RH¥E #+F52=
FlAasHof gL|Ct JHHIE SFHOZ ALY £ UA=K| R E Feletct

HHE LAHCE AEY + gl= R0 HM0| HIE = JASLICE 0] B2 =& HA FO0| 3tof FLICt.

StorageGRID A|AHIO| EHY QHHE
2 oM JK| 7t 2AlE|0f 23T 4 9f
ugaluol- _J'&_ %!::Xl’ 0|-9|-O|I:| I

AES MMSHE ILM FAIS ALRSIEE PME|0] QT ST SAES HAg
| Lt O] ’“Ifoﬂ (2t ZHx| 7t %'—T”E*.QE StorageGRID A|AHIS
4 El Z4H|of CHet HIEHH|O|E & MAEY 4 A=X| =elsi{of
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>
00
mot
4>
£
rir
Ral
fot
ro
mot
4>
30
o>
-
ful

* 22| 29| IP FAE OOk Bt

O] =i cHaH
o Ofld|l= #1220 MISELICE O] A= AFEE = Sl= 7HH| EE= HIO| X E52 LHAZ = U= ZE Foj
ZUE AHSH= | =20| = X| 25LICH TSM 220 Chet XtM[SE LHE 2 TSM Server 8EME EXSHYA 2.
CHA|
1. BE|xt =20l 239
a. Ct2 HHES YHYLICE ssh admin@Admin Node IP
b. of L}EEl ¢S E A#ABILICt Passwords. txt IHY
2. 0f7}0l8 = S0 H ZAE 4 Pl 2H| Al
a. At 20 oo ZotEl ClHER|Z O SRLICH cd /var/local/audit/export
ghd ZhAt 23 2| 0|52 audit.logLICH SHR0]| ot H, % YLIC} audit.log IHUO| MZEE11 M
IHAO| MEEILICE audit. log TFUO| A|RE|QELICH KEHE THUO| 0|2 XME A|7|E HAaloZ

LIEFHLICE yyyy-mm-dd. txt. 8t 20le MEE IHU0| OFKEI_' 0|0 ]I}°| Aoz HAEL|C
"yyyy-mm-dd.txt.gz' @2l M E FXILICE

b. & ZIAt 270 MU A E2HE JHH S ZME 2 eSS LIEH = HAIXIE AMBILICE ol E S0 T2 2
QUAHSILIC} grep ARCE audit.log | less -n

OFFI0|E =E0| M ZHH|E HAE £ gl= AR ARCE ZHAL HAX|(OF710]| 2 ZHK| Z4M Z2)of| At ’1":01I
Arun(Ol710|E O| S E AIEE 4 Q13) E= GERR(ZEH 22)0| EA|EL|CE ZAt 29| LS oM &
CBID 498D8A1F681F05B301| LSt A1} ArunZ ARCE HIA|X|7t ZRE[QI2E HO| FL|CH

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :45603497513125206311]1]

KiMIEE LHE2 ZAL HIAIX| OfBHE 2 XA

mjo

HESHHAI2.
C. 2F dufy} &t 2t 24x|o] CBIDE 7|=&LICt.
TSMOI[A OF710|E L E0f ool MEEl KM E AlEsh= O Ar25h= Ch3at 22 FIt HEE 7|IBRE =&

USLILH.
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* X IO Z7H0|E *: OF7I0|E = Dt SYYLICL OIF0|E L E IDE #o2{H * XY ** E*
EEZX| * E MefgtL|ct. O3 CFS * Archive Node * * * ARC * Target * Overview * S ME{StL|C}

s 9| A7 0F *: 0p710[2 LA ZKlofl TS 28 DY SUILICL B IDE LN HAZ
AFSBILICKO: 20091127)2, U 7} OF7}0| = ZhAF BIAIXION 24| 2] VLIDZ 7IZELICE.

* * LE2 & 0|2 *: StorageGRID A|AEIN| A ZHA|of EHEtst CBID2E ZH&LICE.
d. HH MoAM 2O0tRELICE exit

3. TSM MOl A 2EHAO| M AHE K|S FFX o= AHEY  l=X| =elSLCt.

=

a. TSM Aol 22| 20| 2

[

QIBtL|Ct. dsmadmc
ARC AMH|AO| CHo 1A El 22| ALEXL 0| S 2t YT E AFEELICE Grid Manager(Z2|E ZH2|XH0]| AFE X}
O|Ext &S E UAHBILICE (AHEX} O|ES E&{H * K| ** 3 * O2|E EEZX| * E MEHPIL|CE O3 CH3

= -"1-d
* Archive Node * * * ARC * Target * Configuration * & ME{StL|C})

b. KIS FPHOR AR

met

4 gl golstt,

O£ S0 TSM 2 Z0{|A] sk ZHH|ofl CHEE HIO|E 2N QLEE HME £ JELICE CHS M=
CBIDZ} Rl= ZA[of| CHet X|&t el 25 210 HME Ho| FLICH 498D8A1F681F05B3.

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

\

of Edof| w2t TSM 2t 20f CBIDZt 7|=E|X| §42 + ASLICL F &1 A| 230|M THE TSM
t

C. ™A HO|ZE SPHOE A EY & Y= B2 e =80 MFE ZE JHH2| CBIDE MERLICL query
content TSM Volume Name

QX[ TSM _Volume Name AMEY 4= gl= H|O|Z2| TSM O|ERILICH CH22 0| BHS| £ of| ULCt.

> query content TSM-Volume-Name

Node Name Type Filespace FSID Client's Name for File Name
DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

Z&/eLICt client’s Name for File Name £ Ot7I0|E LE ZE ID((E= TSM ""&¢| = 0|8")
=0l K12 CBID(E= TSM "'6t¢| =& 0|E"™)7t FIMEE= 2t ZELICE F, LICt Client’ s Name
ile Name ¥AlS ZHMSHLICE /Archive Node volume ID /CBID. O|X| =29 A Il E0| A
HA|R Cclient’s Name for File Name U&LICtH/20081201/ C1D172940E6CTEL2.

I

Wy
o 5
P =
ot F
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252

AAHOZ AR 4 gt 2t MOl TSl ZA QA2 FASHD BHS AWGH0] StorageGRID AIAH| HH
=AH20| 2AEISS YRLICE

@ ADE 2&E FoloI0] AESHHAR. 2&2 X AE0IH AL XS SHSH7LE HI0[E 7t
EHE = ASLICEH BHS LSS Lot o] BAto| EHE THU AESHIAL.

a. of7to|E off OF%l 2 QI5HX| 42 F2 CH3at Zo| 2aQIRfL|Ct
I Ch2 HE S YHYLICL ssh admin@grid node IP

o
o
i off LIFEl A5 E UBBILIC Passwords. txt IHY.

=
=2
r
ng
rt
o2
ot
i
o
J
I
r
Il
o
©
0
0
=
o
R
Q.
0
o
X
!
H
2

b. ARC MH|AS| ADE 2&0| HMABILICE telnet localhost 1409

c. Zixof ciet RHEE FATLICE /proc/BRTR/cancel -c CBID

fIX| cBID TSMOIIM ZiAeh 4= Ql= | Q] AEXIIL|CY.

1
£

Ho|ZZt = B2 tE AM ™2 1712 7F0| FAE[UCH= HIAIX|E &7H F g LT A|A-S| CHE
SOl ZHA A= 0] ZRsHA JHA| A2 CHE 2=0f| 2f8h X 2|=| 22 HIA[X[of tiet SE2 ™0 request

cancelled(0 request ¥|A2!)"IL|C}.

d. HHS HWS0] StorageGRID A|AHIOf JHKH| SAHZO| 2HEU[CH I SAHZO| BHSO{MOF &2

AEZLICE /proc/CMSI/Object Lost CBID node ID

2IX| cBID TSM MHO|A HME £~ gli= ZHA|2] AEXIRILICH node 1D HAO| AIfSt OF710|E L E9
L C IDYL|C}.

2AE 2 A SAHE0| o Bro| HHS U2 OoF BfLICt CBID HYE st A2 X E[X| Q¥&L|C.
CHE 29| AL StorageGRID A|AEI2 A|AHIS LM MM S 27| I SA| LEHE G|0|E Q| 37}
EAEE OS] AEfEL|

SHX| 2t FHA[Off CHBE ILM 7S AFRSHH SAHES SHLIEH TS0 Y SAL20| 24 EH JHH E S
USLICE 0] 32 E AHYLICt Object Lost BE StorageGRID A|ARIOA &HE THK| 2|
HEIH[O|E & II L|CF.

 =ELICt object_Lost BHHO| 4BHOR eh2&|® ChS HAIXI7} gtelL|C,

—

CLOC LOST ANS returned result ‘SUCS’



b

@ £ S=ILICt /proc/CMSI/Object Lost BH2 OIFt0|H LE0f K &E &AE THA[of
ot & 2fLICt

a. ADE 2£2 Z=YLICE exit

b. of7t0|E =EO|A 202 EILICE exit
5. StorageGRID A|ABIGAM 28 AHIj gfS MAFSLCE

a. Archive Node * * * ARC * * Retrieve * * Configuration * 2 0| S35}0] * Reset Request Failure Count * &
MEHSHL|CE,

b. HZ L XME * & =YLt

rH

Hye
"StorageGRID #2|"

A 218 AEELICh

VMware: XS ZHA|ZHS @St 7HAF A|AHI 1A

HJIO

VMware vSphere HypervisorE CHA| A|Ztot & JHaF HAIZ CHA] A|ZHSEHR| QEQ™ Jhat A
Xt& CHA| A|ZSHE S Ldshof g 4= JASLIC

J8|E L2 278LLCHE QK| B4 BAE 2Usts S0 7HA AJARI0| CHA| AIRIE|X| 9 HS 0] HitE
aHfop etct

THA|

1. VMware vSphere Client E2[0f| A A|ZHE|X] @42 7HA HAIS MEBILICE

2. 71N HAS OIRA QEXZ HEOR 22|51 * Power On * £ MEHSHLILCT.

3. LI=0|| 7t HAIS XAHE 2 2 XHA|ZHSHEE VMware vSphere 8HO|T{HEO| XS A EHL|C
J2|E B AX}
EX O2|E LEoM HEXE fA6HOF & = JSLICH Grid Manager0i| A 0243t EX} & &
IR E s = JX[2F CHREEL| EXIo|M = =2 BHEZE0|A Server Managero|

ol M| 28HOF LY.

ME 2E|Xts 2E O2|E LE0A HHE|0] MH[A9] A} Bl SX|E Z=5t1 AMH| AT} StorageGRID Al A B0
HYHOZ gtRotn HE[SIE=F BLICH ot MH ZE[X= BE O2|E =29 MH|AE ZLE St FHOHE
H5H= MH[AE RS2 = CHA| AJZfSfL|CE

(D) 712 9 SHoIM KNSt Z20l3t A H2ixtoll AN ABHOF BHLICE

(i)  ServerManagerS 2t=3t 3 1% B 4 H4S 21 2I0L2HOF BLICE Y2: exit

e

* "ME ZtE|At e ST 2]
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https://docs.netapp.com/ko-kr/storagegrid-115/admin/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/admin/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/admin/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-115/audit/index.html

s "= MH|AQ| SXH AE{ E 7|

* "MH 2tE|X X 2E MH[AE A|ZSHE SLICH

* "MH EE|XH X 2E MH|AE CHA] ARGt SQILICH
* "MH 2tE|X X 2= MH[AE FX|5H= SALICH

* "MH|AS| oiXY AEf EI|"

* "MH|AE SX[6t= SYLICH

s "QAEL BEZ HE

* "MH|A ZH S

= FHAL"

* "MH[AE AZSEAHLE CHA| A|EFSH= SRAL|CH
* "XE HUES HHSH= SYLICH

s "HO] HE SAENAN ZE 2|HS HAHELICH
« "J2|E LE XfRE"

«"I2|E LE EE"

*"SAE Mg &
* "1B|EQ| RE L MRS ZICHt ALICH

* "DoNotStart It A2
* "N Zt2|X 2| siZE"

ME 2H2|Xt e ST 2O

2t 22|E LEOf choll 3l 22[= =20l A
ASLICH ot s 2= LEoM 2l Sl &2
zastA

ol 7t QO{OF BtLICt Passwords. txt IHY.

d of LEEl A E UBBILICt Passwords. txt IHY.

ME| A9 oixl HEfE

FEZ 2O0I5tH TETETLOf| M HAELICH s £ MEBILICH 4.

S M 22| Xpo| Hx SEfet H
=

2. J2|E oA Al B0l A Zh2|Xte| ¢ixf AEfE ELICt service servermanager status

J2|E Lo M 2% 2l Server Manager2| oixl HE{7F 20 ELICHA™M O R). M Zt2[Xtef 2ef7t 2 &
running, OtX|2Q 2 A|Zloh O] MM A|ZHO| LIRELICE o E SH LSt Z&LIC.
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servermanager running for 1d, 13h, Om, 30s

Of dEfl= 2 2& CIAE2(0[2] SH0| EAIZ|= SEfQt SLELICEH

3. J2|E LEoM ME Il Mt #E|Xte| #xf ™S ELICt service servermanager version

Gl HHO| LIRELICE ol E S Ch3a 2L,

11.1.0-20180425.1905.39c9493

4. HF Ho|lM 2302 LICH exit

HE MH|AQ| x| &Ef 27

J2|E LEOAM A

ot

d of LIgEl A E QUBBLICt Passwords. txt IHY.

FEZ ZOQI6tH TETETof| M HEAELICH s S MEUBILICH 4.

OlE 50 7|2 &2| =EQ| Z3H2 AMS, CMN & NMS AH|AO| $ix{ AEHE M ZOZ HA|

Mb| A HEf7F HEEH A YH[0|EELICE

S HE MH|AQ %Xl HEHE AMEX] =

ol @E MH|AQ| MEHE FLICH storagegrid-status
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Host Mame 190-ADM1
IP Address

Operating System Kernel 4.9.0
Operating System Environment  Debian 9.4
StorageGRID Webscale Release

Netwnrklng

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

dynip
nginx
tomcat

prometheus

persistence

ade exporter

attriownPurge

attrDownSampl

attrDownSamp2

node exporter 3. 0+ds

3. WHEZ SOP7}* Ctrl * +* C * & SELICH

4. "oof w2t J2|= 20 M3 Sl ZE M| A0 CHet X HIME SLCH
/usr/local/servermanager/reader.rb

O] EuMofl= A& YOOI EE[= Bt 22 FE7F Zetk|0f AKX MH| A SEf7F HEE[H GO0 EE X
oraL|ct
[Fo =1 .

5. HF Mol 230 ELICE exit
ME 22|Xt 8 2E MH|AE AZSHE SYILICH

M ZE|XE AZISHOF & == R

lI|>

LICE J2{® 22|= 20N 2= MH|ATF A[ZFE LT,

Ol 7t QO{OF 2tLICt Passwords. txt LHY.

o] Zrdof| CHaH

o|0] ¥l FQ! J2|=E L= =0|A Server ManagerE A|ZStH A ZHZ|XtQt J2|E L EQ| I E AH|AT} CHA|
AlZHEILICH

a. Ot2 BHES YHALLICE ssh admin@grid node IP

O
=2
r
ne

1
1]
fot
i
1S
1®

SIL|C} passwords. txt IH.

c. REE Tt H Lt S YHEYLICE su -
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d of LIgEl A E AUBBLICt Passwords. txt IHY.

FEZ 2OQ05tH ZETETL of| M HEEL|CH s & MEHSLIC 4.

2. M Z2|Xt A|&: service servermanager start

3. FY WojlM ZO0FRELICH exit

M 22Xt S 2 E MH[AS THAl AEfSHE SLIC

M ZE|Xfet 2| = LEoM Al Sl B MH|AS CHA| AESHOF 2 4~ S LICE

= AN

ol 7t QO{OF BtLICt Passwords. txt IHY.

d of LIgEl A E UBBILICt Passwords. txt IHY.

FEZ 2OQI5IH TETEJ} of| M HAELICH s & MEASLICH 4.
2. Mt #2[Xt 8l O2|E L Eo| BE MH|AE CIA| A|&BILICH service servermanager restart
MH 2t2|Xtet J2|E L E9| B= MH|ATH SX[E|RJUCHZE CHA| AIZHEILICE

@ E MEELICt restart BH2 E AIE6H= At ZELICH stop B CH30| E =gtL|Ct
start E'é'%‘.

3. o Mo 202} exit
MH 22|Xt 8 2E MH|AE SX|oH= SYLICH

Server Managere 24 AHE[EE E|0f JAX|TH A 22|xt 8 2| E LE0N HAE= 2E
MH[AE SX|s{of & 5 S?iﬁ |Ct.

ne

et A

ol 7t LUO{OF BfL|Ct Passwords. txt OFY.

O] Ztdof| chaH

2% MNE A& HHSIHAN Server ManagerE SX|6l{0f o= Rt A|LI2|2= Server ManagerE CHE A{H| A0
SaloF 5t= ZRULICH M2 SIE/IO| MH|A E£= 7S fIsH M 2E2|XHE SXI6H0F 5He 22 MAM MHE
S EHol{oF gLt
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ZEJLO|M HBELICH s & MEIBILICH 4.

MH 22|t 8l J2|E LEoM M Z0l 2 3}

HE MHIAE X

LIC}. service servermanager stop

ME g2[Xtet 32| L EoN HAE= 2E ME|AT HAHoz ZRELICH MH[AE Z=5H= Ol Z(CH 1520]
ARE 4 AL
3. HH MojM 2I0FRELICE exit
MH|A2| A%l AEf 7|
JO2|E LEof|AM Al Sl MH[AL| oiXf MEHE AHANMEX| & = JSLICH
ZestA
ol 7t J—O{OF 2ILICt Passwords. txt IHY.
THA|
1. J2|E L E0f| 2aQI8L|C}.
a. O3 HE 2 UHYLICH ssh admin@grid node IP
b. of LIEEl A E A2BIL|C} Passwords . txt I
c. REE M5l H Ct2 BES LHYLICE su -
d. of LE=l ASE HBIL|CH Passwords. txt IHY.
SEZ Z0QI5tH TEJO|M HAELICE s & MEHSLICE 4.
2. 12|E 20| Mdll 01 MH|AQ| $ix{ AFE) H7|: ** service_serviceName_status* J12|E = E0f|A AdH S0l
SH™E MH[AS| A MEWZ ENEIL|ICHAY & = OtH). o|E = CtS ot Z &L Ch
cmn running for 1d, 14h, 21m, 2s
3. M Mo 2302 EILICE exit
MH|AE SX|5t= SYLICH
U S| Pa| MAOIAE J2|E EO| CHE MHIAS 74 Aot S0t thol MH|AS
SX|6of erL|Ct FX| 22| "Xtof| 2|5 X[A|El B0 7HE MH[AE SX|SHMAIL.



ol 7t QO{OF BtLICt Passwords. txt IHY.

0|2{%t THAE A5t MH|AE "2t2| ZEHSHHE M 22|X7F MH|AE XSO E CHA| A|ZSHA| EELICE THY
MH|AS £Z50Z A|ZSH7HL} Server ManagerS CHA| A|ZHHOF BfL|Ct,

AE2|X] =E0| A LDR MH[AE SX[HO0F ot 32 &d HEO| /U
ALt

rir

B2 MH|AE SXIShs H| AlzZto] 28 =

d of LIgEl A E AUBBILICt Passwords. txt IHY.

FEZ 2OQI6tH IETETof| M HEELICH s S MEUBILICH 4.

1}

2. 78 MH|A BX|: service servicename stop

service ldr stop

o

MH|AE SX[st= o 2|t 1120] 2 = ASLIC.

3. HH Hof|A 20t YLICE exit

SAES DEZ HES FHARL

EdH FXES EXE s857| T MEFS /A ZEZ Tabol{of gfL|C}.

s X|{lE|l= E2tRKXE AHE5I0] Grid Manager0| 212180 BfL|C.

* RBX| HE| = FE AAMA ZSHO| A0{0F LI XbMISE LHE2 StorageGRID 22| X[ HS HESHHA|IL.

Of Zte10i| CHaH
StorageGRID {EZ}0|HAE |X| 22| RE=Z TetstH A MM AT =27ts0t HZ0| & = ASLICH

Q) R4 229 SorageGRID OfERIOIIAM e i % SAE 7l ofEl0lelAT} Al 5
mjel SAHA| KX EILICH
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THA|
1. 22|E Z2[Xfol|lM * =+ 5 MEISHL T,
2. L.E H0|X]9 E2| FOIM O{Z2I0|AA AEE|X]| L ES MEATILCE

3. &gl + 2 MegL|ct,

Cwerview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

efol thst &At7F LIEFELICE.

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID senices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If you are ready to start, enter the provisioning passphrase and click QK.

Provisioning Passphrase

5. T2H|X ASE Qadstn * OK * 2 MENSL|CE

Tl HAZED "HE RF", "StorageGRID SX[" & "MRE"S Zetot YA HIAX|= O{Z2t0[AATH |FX| 24
mER S0{7}7| 98t TS etEstn Y22 LiebdLIC,
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Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent
O{E2I0|AHAT} X2 2EQY off &0l H|A|X|0f| StorageGRID {E2I0|HA MX| T2 20| AN ASH= O
ALY E URLO| Lt EL|CE.
Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance proceduras.

= hitps: #1172 16.2. 106:8443
= hitpsAH10.224 2 106:8443
= hitps /47 47 2 106:8443
= hitpsfH169.254 0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

6. StorageGRID O{E2}0|HA HX| T2 0] HM|ASHAH HAIE URL & SILIE RELICH

753 AR O{Z20|QIAL 22| HEQIA ZEQ| P FTAJI ZEEI URLE AFRSHAAIR.
@ HMA https://169.254.0.1:8443 2 22| ZE| X HZGOF gL Ct,

7. StorageGRID 0220|212 HX| ZZ M0 M O] Z2H0|AAT} RX|E 4= HEQIX] ZHQIptL|Ct.
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A This nodedis in maintenance mode. Perfarm any reguired maintenance procedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

8. Wt RX| 4 ZAS ABLICH
9. RXES HAS AR T RAESF ZES TRSIU HY L& 2FE MIHELICH StorageGRID 0{Z2H0[A A
X Z2O-fM * g x> HESE] MEE * S MES LIS * StorageGRID * Q= MRE * S MEARL|CY,

NetApp” StorageGRID® Appliance Installer
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT_ REMAP INBOUND = client/tcp/8082/443</strong>
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DC3-53 (Storage Node)

Cwerview Hardware Metwork: Storage Objects ILM Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

310l CHs} APKFZF LEEFSHL|CY,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a VMware node reboots the virtual machine.
» Rebooting a Linux node reboots the container.
* Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click Ok

Provisioning Passphrase
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NetApp® StorageGRID® Appliance Installer

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you wani to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
MNode typs Storage v

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discavery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

23 #E|xt = HE MP0| SE B L= HE MPO0Z T ELIC

Help|



3.

NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced -
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage A
Node name hrmny2-1-254-sn
4
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.

Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
[ ]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

~ Disable Cloning
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking ~ Configure Hardware « IMonitor Installation Advanced ~

Manitor Cloning

1. Establish cione peering relationship Complete

2. Clone another node from this node Running

Step Progress Status

Send data to clone target node Sending data, 0% complets, 8.99 GB transferred

3. Activate cloned node and leave this one offline Pending
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