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Dashboard

1 Buckets Platform services Groups User
View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5 TB of 7.2 TB used 0.7 TB (10.1%) remaining
I B e
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2GB 576,806
® Bucket-13 815.2GB 957,389 Tenant details
@ Bucket-06 812.5GB 193,843 - A
Bucket-10 413.9GB SLERSS o 4955 9096 9804 4285 4354
) Bucket-03 403.2GB 981,226
® Bucket-07 362.5GB 420,726
View the instructions for Tenant
® Bucket-05 294.4 GB 785,190 L Manager.
@ 38 other buckets 14TB 3,007,036

Go to documentation &

¢ E HO|X| S XY *>* e x>+ O2|E EEZX| * H[0|X|0f| M StorageGRID HEZ]| 3 £ HE Ajes
g £ A= A& S WS

12 1A

Jaizofl= Ul 7HX] R0l JAELICEH

* * Grafana X}E *: . E H|0|X|0l| EA|=l Grafana XFE= A|ZHe| A1tof| 2} Prometheus HEZIQ| S E26I=
Ol AFEEILICH 02 S0 22| 29| * L= * >+ 2E WM * 10l = 4702| Grafana AFE 7 ZBtE[0] QU&LICE




DC1-5G1000-ADM (Admin Node)

Overview Hardware Metwork Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month Custom
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DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks
1 hour 1 day 1 week 1 month Custom
CPU Utilization & Memory Usage @
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Memaory Usage 2]

T00.00% |
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75.00% = Used {%): 44.70%

- Used: 11.30 GB

S0.00% = Cached: 6.55GB
- = Buffers: 14256 MB

25.00% ) - Free: 7.28 GB

( = Total Memary: 2528 GB
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Queries
Average Latency 14.43 milliseconds il -5 | |
e———
Queries - Successful 19,766 -5 |
Queries - Failed (timad-out) 0 -5 |
Queries - Failed (consistency level unmet) 0 -5 |



! Reports (Charts): DDS (DC1-S1) - Data Store
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Attibute. | Average Query Latency Y| VecalScalng ¥ StnDate 2020/05/20 1457:46
Quick Query: | Last Hour v | Update |  RawData | EndDate: 2020/05/20 15°57-46

Average Query Latency (Micros) vs Time
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I Overview l\ Alarms

Reports

: Configuration

Wain

Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Senice Load 0 266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Mendor Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
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Text Results for Services: Load - System Logging

2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received
2010-07-19 15:58:09
2010-07-19 15:56:06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47.54
2010-07-19 15:45:50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-1915:39:40
2010-07-19 15:37:37
2010-07-19 15:35:34
2010-07-19 15:33:31
2010-07-19 15:31.27
2010-07-19 15:29:24
2010-07-19 15:27:21
2010-07-1815:25:18
2010-07-1815:21:12
2010-07-18 15:19:09
2010-07-19 15:17.07

Sample Time
2010-07-19 15:58:09
2010-07-19 15.56.06
2010-07-19 15:54:02
2010-07-19 15:52:00
2010-07-19 15:49:57
2010-07-19 15:47.54
2010-07-19 15:45.50
2010-07-19 15:43:47
2010-07-19 15:41:43
2010-07-19 15:39:40
2010-07-19 153737
2010-07-19 15:35:34
2010-07-19 15:33:31
2010-07-19 153127
2010-07-19 15.29:24
2010-07-19 15:27:21
2010-07-19 152518
2010-07-19 152112
2010-07-1915:19:09
2010-07-19 15:17.07
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0.016 %
0.024 %
0.033 %
0.016 %
0.003 %
0.024 %
0.016 %
0.024 %
0.032 %
0.024 %
0.003 %
0.016 %
0.024 %
0.032 %
0.032 %
0.049 %5
0.024 %
0.016 %
0.003 %
0.016 %
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Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time Average Value Minimum Yalue Maximum Value
20M10-07-1915:589:52 0271072196 Messages/s 0266649743 Messages/s 0274933464 Messages/s
2010-07-1915:53:52 0275585378 Messages/s 0266562352 Messages/s 0.283302736 Messages/s
2010-07-1915:49:52 0279315709 Messages/s 0233318712 Messages/s 0.333313579 Messages/s
2010-07-19 15:43:52 0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
2010-07-1915:39:52  0.284233141 Messages/s 0249882001 Messages/s 0.324971987 Messages/s
2010-07-1915:33:62 0.325752083 Messages/s 0266641993 Messages/s 0.358306197 Messages/s
20M0-07-1915:29:52 0.278531507 Messages/s 0274984766 Messages/s 0.283320999 Messages/s
2010-07-1915:23:52 0.281437642 Messages/s 0274881961 Messages/s 0291577735 Messages/s
20M10-07-1915:17:52 0.261563307 Messages/s 0.258318006 Messages/s 0266655737 Messages/s
20M10-07-1915:13:52 0.265159147 Messages/s 0258318557 Messages/s 0.26663986 Messages/s
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HAE HIME LHEL = SLICE
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Overview Alarms | Reports \| Configuration

Charts Text

w

!‘l_ll Reports (Text): SSM (170-176) - Events

: YYYYIMMDD HH:MM:SS
Attribute: |Attr|bute Send to Relay Rate V| Results Per Page: - Start Date: | 2010/07/19 08:42-09 |
Quick Cuery: |Custom Query V| [ Update l Raw Data: End Date: |2[]1[]£[]?I20 08:42:09 |

Text Results for Attribute Send to Relay Rate
2010-07-19 08:42:05 PDT To 2010-07-20 05:42:09 POT

1-50f254 i
Time Received sample Time Value
2010-07-20 02:40:46  2010-07-20 08:40:46  0.274981485 Messages/s
2010-07-20 033846 2010-07-20 083846 0.274939 Messagess
2010-07-20 0836°46  2010-07-20 08:36:46 0283317543 Messages/s
2010-07-20 08:34'46  2010-07-20 08:34:46 0274982493 Messages/s
2010-07-20 023246  2010-07-20 08:32:46 0291646426 Messages/s

2345 » Next

HTME HEA|SH= Export Text Report(EIAE H 1M L{ELY7|) 20| GEIL|Ct,
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Grid ID: 000000

OID:2.16.124.113590.2.1.400019.1.1.1.1.16996732.200

Node Path 5ite/170-176/SSM/Events

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value Type

2010-07-20 08:40-46,1279640446559000,2010-07-20 08:40-46,1279640446537209,0.274981485 Messages/s,U
2010-07-20 08:3846,1279640326561000,2010-07-20 08:38:46,1279640326529124 0274989 Messages's, U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages's,U
2010-07-20 08:3046,1279639846561000,2010-07-20 083046,1279639846501672,0.308315369 Messages/s,U
2010-07-20 08:2846,1279639726527000,2010-07-20 08:28:46,1279639726494673.0.291657509 Messages/s,U
2010-07-20 08:2646,1279639606526000,2010-07-20 08:26:46.1279639606490890.0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0.258318523 Messages/s,U
2010-07-20 08:2246,1279639366480000,2010-07-20 08:22:46,1279639366466497.0.274985902 Messages/s,U
2010-07-20 08:20-46,1279639246469000,2010-07-20 08:20-46,1279639246460346,0 283253871 Messages/s U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669,0.274982804 Messages/s,U
2010-07-20 08:16:46,1279639006437000,2010-07-20 08:16:46,1279639006419168,0.283315503 Messages/s,U
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Nzt 5428 82 4 L
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Z0E EMY 0 RS S55= O 2Rt o Az 28 = s HAH ME|FS 2AQUSIHAR. SESHHIAES
HIIHoZ gt=stn ZntE 7|=5t0] ZAF QY £ U= FME mtofd - ASLICE
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WVerification

Status

Rate Setting

Percent Complete
Average Stat Time
Objects Verified

Object Verification Rate
Data Verified

Data Verification Rate
Missing Objects
Corrupt Objects
Corrupt Objects Unidentified
Quarantined Objects

Mo Errors

Adaptive

0.00%

0.00 microseconds

0

0.00 ohjects / second
0 bytes

0.00 bytes / second
0

@ EEEEEEEEEE

Lo T s N s |

H 3Y T2t 4SS &olstz™ * Storage Node * > * ILM * 2 ME{St D AMH| IS HS HOM &
QISHUAIR

Erasure Coding Verification

Status |dle

Next Scheduled 2019-03-01 14:20:29 MST

Fragments Verified 0
Data Verified 0 bytes
Corrupt Copies H
Corrupt Fragments 0

Missing Fragments [

HIO|Z0M £ 0|52 285

Hot7| floh 2= ALEAL X O|HIES Eofote] a2

'6'|'

= UFLICE 71 2| 22] OHIEO| CHet XiAet LIE2


https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html
https://docs.netapp.com/ko-kr/storagegrid-115/troubleshoot/troubleshooting-storagegrid-system.html

Oz2|= ZE|Xtof| EA|E OFX|9f O[HIE HIAIX|E HZOHHAIL.

|.

O[HIE HAIX|= | LIEEILICH /var/local/log/bycast-err.log 21 It

SMTT(Total events) 222 HEX3 Iﬂ g EE'.: °.=1_'Eﬂ0|':9¥ Z2 N2 Qlafl Hr=Hoz rle + Lt
|E [e)

Of MMl M= of2{st 2
=M= I8l O E T} Brdfol

oﬁ m
400
o
r=£
E
u
1o
m
i gy
o
>
%
Z'_
_CL
rIr
N
O

L E H|O|X|0|AM O[HIE HAE
= Ho|x|olls 2t J2|S = Sof| et A|AS O[HIE T} LIZEILICH
1. wC* 2 MeBHLIC)

2. grid node_ * > * Events * & ME{BIL|C}.

3. H[O|X| M 2|oflM T2 =0l A ZXISH OFX[2} O|HIES AEStH= * Last Event * 0f| CHEF O|HIETL HA|=|=X]
efolgtLct.

]
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4. O|HIE = @F9| 7471 00| O}l AR HE HAESIHUA 2.
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2. site_*>*GRID node * >* SSM * > * Events * > * Overview * > * Main * & ME{$tL|LCL.
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2. site_*>*GRID node * > * SSM * > * Events * > * Reports * S MEHEIL|C}.
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6. Update * £ S=ILICE
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Onerview Alarms

Charts Text

| Repors ',It'unﬁmmm

.’ilj Reports (Text): SSM (170-41) - Events

SO0 HHMES

Aftrouts: [ Last Event 2l ressesperpage: [20 ] | startDate |2009/04/15 15:19:53
Quick Guery: |Last 5 Minutes = Update |  Raw Data: 5 End Date: [2009/04/15 152453
Text Results for Last Event

2009-04-15 15 19:53 POT To 2009-04-15 152453 POT

2008-04-15 15:24:22 2003-04-15 15:24:22
2008-04-15 1522411 2008-04-15 1522339
oHE g=
"XE 9 BT A"

AAH OMIES sHZ3t & O|HIE £8 002 HAHY &

s X|elE|= E2tRKXE AHE5I0 Grid Manager0| 212180} BfL|Ct.
« J2|E EEEX| H[o|X| 14 #$to] QLojof BfL|LCt.

THA|

1. LE*>* OELE *>*O0|HIE * & MEBIL|C}

2. FIREJ 0Lt 2 O[HIETL sHAL R =X| =holgtL|Ct.,

3. Reset event counts * £ Z22I8tL|C},
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1-2or2 i

Value
hde tazk_no_data_inir status=0a51
{ DriveReady SeekComplele Ermor}

hdc task_no_data_intr: status=0x51
| DriveReady SeakComplete Ermor ]

SLIC}.



Events ©

Last Event No Events

Description

Abnormal Software Events
Account Service Events
Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events
I/O Errors

IDE Errors

Identity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events
Network Receive Errors

Network Transmit Errors

Node Errors

Out Of Memory Errors
Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

System Time Events

Count

ol o 6 0o @ oo ool o0 0o 0 o0 6 o ol o
EEEEEEEEEEEEEGEEEEEGEEEEEEE

Reset event counts ($
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2. T~ g S2ULICH g (L= * Insert * (MY )5 S2LICH G R WM OJHIET} ot He).
3. shutdown 1t Z2 ALZX} X|F O[HIE EXtEE A=etL|Ct

Events
Updated: 20168-03-24 15:18:20 POT

Custom Events (1-10f1) i

xfs intemnal error f @ @@
ishutdown .4 @'@@

Sht}w; 10 vi Records Per Page Refresh i

Apply Changes *

5. LE * Z MEfStLICt O% Ct2 *GRID node * > * Events * 2 MEHSHL|LCT,
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Orverview Hardware MNetwork Storage Events

Events ©

Last Event Mo Events
Description Count
Abnormal Software Events

Account Serice Events

Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Custom Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events

/O Errors

|DE Errors

ldentity Serice Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events
Metwork Receive Errors

Metwork Transmit Errors

Mode Errors

Out Of Memory Errors
Replicated State Machine Service Events
SCS| Errors

Stat Service Events

Storage Hardware Events

- i i i O i i O e

System Time Events

Resst avent counts (4

AMEXL X[E OHIE &5 022 MAFLLICH

MEXE X[E OHIEO Tl M2 7H2E E AHEFotE X & tlwel 22| EZZX| HO|X|E
AF-E3HOF BfLICH.

ol =reioll chsh
FHEIZ MAHSIH T2 o[ E0] ofsf 20| E2AEILIC HE, S SIS 1 T AL [} A 25
Eest 220 T E2]7{ELc



1T XY *>*E7*>*02|E EEEX| * & MEfRIL|CL
2. grid node_ * > * ssm * > * Events * > * Configuration * > * Main * & MEigtL|C}.

3. AFEXL K| O|HIES| * THEH * =holats MESL|CY.

= = -

Overview Alarms Reports | Configuration H'l

Main Alarms

Configuration: SSM (DC2-ADM1) - Events

Updated: 2018-04-11 10:25:44 MDT

Description Count Reset
Abnormal Software Events 0 N
Account Service Events 0 ™
Cassandra Errors 0 N
Cassandra Heap Out Of Memory Errors 0 ™
Custom Events 0 v
File System Errors 0 ™
Forced Termination Events 0 [

L e i e T e el SV L e 2
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Logs

Cuollect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

Aal StorageGRID Webscale Deployment
A A T Data Center 1
@ I” DC1-ADM1

A T DC1-ARCT Log End Time 2018-04-18 AR MDT
© I” pc1-G1 v v

@ I” pci-s1

© I” pc1-s2

© I pci-s3

~ ~
Log Start Time 2013-04-18 01 38 MDT
w b

Notes

@
>

™ Data Center 2
@ I” pcz-ADM1
© I” pca-s1
© " pca-s2
© I” pca-s3
™ Data Center 3
@ I” pea-st
@ I” pca-s2
© I” bca-s3

Provisioning
Passphrase

@
>
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Logs

Collect log files from selected grid nodes for the given time range. Download the archive package after all logs are ready.

Log collection is in progress

Last Collected

Log Start Time 2017-05-17 05:01:00 PDT
Log End Time 2017-05-18 09:01:00 PDT
Notes Issues began approximately 7am on

[the 17th, then multiple alarms
|propagated throughout the grid.

Collecting logs: 10 of 13 nodes remaining

Name ¥ | Status if
DC1-ADMA Camplete

DC1-G1 _ F{éogﬁf'g%dm;:itz:;s;z I:Dnnectmforl’;

DC1-S1 TCoiectg -

DCc1-s2 Collecting

DC1-33 Ceollecting

DC2-81 Collecting

DC2-52 Collecting

DC2-83 Collecting

20 HOIXIS AFBBH0] 2 T8I o gt 20 Y 27 IWES DLEYY 4 skt
23 37)0f thgt ©F HIAXIZH EAISIS O 2 717 £ o HE 40| =Cof thef 218 2T HAAL.
7. 201 20| YREW * [hREC 2 2L

tar.gz_fileOl= 23 80| 3¢t BE J2|E LEO| 2= =1 Ih0| XeE|0] QLSLIL.
combined_.tar.gz_file 2t0ll= 2t J2|= =0 CHH StLte| 21 mp Of7H0| 27t QLELICE.
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+E9OZ AutoSupport HA|X| EE|HA

StorageGRID A|AH! 23 2| s Z0f| tiet 7|= XY S Bro2{™ AutoSupport HIA| XS
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Metrics

Access charts and metrics to help troubleshoot issues.

© The tools available on this page are intended for use by technical support. Some features and menu items within these tools are
intentionally non-functional.

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics
and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

« hitps:if /metrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain
graphs of impartant metric values over time.

Access the Grafana dashboards using the links below. You must be signad in o the Grid Manager.

ADE Node

Account Service Overview Node (Intermnal Use)
Alertmanager Platform Services Commits
Audit Overview Platform Services Overview
Cassandra Cluster Overview Platform Services Processing
Cassandra Network Overview Replicated Read Path Overview
Cassandra Node Overview 53 - Node

Cloud Storage Pool Overview 53 Qverview

EC - ADE Site

EC - Chunk Service Support

Grid Traces

ILM Traffic Classification Policy
Identity Service Overview Usage Processing

Ingests Virtual Memaory (vmstat)

2. StorageGRID HIE2|2| Hx| g2 F2Ist AlZtol| M2 Zte| J2iXE H2{™ Prometheus M MOA Z3E
aal‘6+|_| |:_|.
="1- .

Prometheus QIE{H|O[ AT} LIEFEL|CEH O] QIE{H|O|AE AMESIK AHE 7SS StorageGRID HIE2I0]| CHSt
Ha|E MEist Azt (2 StorageGRID HE2IS JaT 2 Zrd e 4 QUEL|CH
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O Enable query history

Execute - insert metric at cursor - v

Graph = Console

Element Value

no data

Add Graph

@ O|E0fl _private_O| ZEl HEZI2 LT ME0|H StorageGRID 2|4 ZHo] o

= AELCH

Remove Graph

fd
£
°
rE
oX

fn

3. A|ZHof| IHE StorageGRID HE2] T2j 7}t otEl 02| A4 E CHA| 20 M ASI2{H Grafana 42| &3
SESHAL.

It

MEdst 21301 CHet Grafana QIE{H|O| AT} LEEFELICE.
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Diagnostics
This page performs a set of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses
+" Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
@ Caution: One or more of the values are significantly outside of the nermal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic chack might
show Caution status even if ne alert has been triggered.

# Cassandra blocked task queue too large

2. £ TIThof| CHEt XpAISH Li82 Ha{H fo| ofF Xo|Lt SaletCt.
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v
# Cassandra commit log latency 3
¢ Cassandra commit log queue depth v

v Cassandra compaction queue too large v
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«" _CPU utilization A

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, access the Node Grafana dashboard

Status +" Normal
Prometheus sum by (instance) (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m]})) / count by
query (instance, mode)(node_cpu_seconds_total{mode!="idle"})})

View in Promatheus (8

Thresholds Attention »=T75%
© Caution >=95%

Instance I CPU Utilization 1T

Status -~
DC1-ADM1 2 598%
DC1-ARC1 0.937%
& DC1-G1 2119%
DC1-51 8 708%
v DC1-82 8.142%
v DC1-53 9 669%
DC2-ADMY 2 515%
DC2-ARCH 1152%
DC2-51 5.204%
DC2-82 5.000%
v DC2-83 10.469%
* MEH AVSE *: 0| RICHD 2t El Grafana AFEZE EH2{™ * Grafana LHA|EE * 2132 S22,

o 3= YR T REEE|0l= EAIZIX] AELICE
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2 Node -

"DC1-ADM1" ~

CPU utilization
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Memory Usage
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Load Average (1m) and # of CPUs Blocked and Running Processes Context Switches
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Prometheus

0O Enable query history

= Load time: 347ms
I*surn by {instance} (sum by (instance, mode) (irate(node_cpu_seconds_total{mode!="idle"}[5m])) / count by (instance, mode) '/ Resaiution: 14s

Total time series: 13
Execute - insert metric at cursor - *

Graph  Cansole
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metrics Operations on metrics v
: /grid/metric-labels/{label}/values Lists the values for a metric label ﬂ
GET /grid/metric-names Lists all available metric names ﬂ
GET /grid/metric-query Performs an instant metric query at a single point in time ﬂ
GET /grid/metric-query-range Performs a metric query over a range of time ﬁ
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