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Tenants

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date.
To view more recent values, select the tenant name.
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Configuration

Configure your StorageGRID system.

Network Security System Monitoring Access control
Domain names Certificates Display options Audit and sysleg server Admin groups
High availability groups Key management server Grid options SNMP agent Admin users

Link cost Proxy settings 53 Object Lock Grid passwords
Load balancer endpoints Untrusted Client Networks Storage options Identity federation
Traffic classification Single sign-on

VLAN interfaces
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Maintenance

Perform maintenance procedures on your StorageGRID system.

Tasks System
Decommission License
Expansion Recovery package
Recovery Software update

Object existence check

Network

DNS servers
Grid Network

NTP servers
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Support

If 2 problem occurs, use Support options to help technical support analyze and troubleshoot your system.

Tools

AutoSupport
Diagnostics
Grid topology
Logs

Metrics

Alarms (legacy)

Current alarms
Historical alarms
Custom events
Global alarms

Legacy email setup
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StorageGRID with 53 Object Lock setting enabled

StorageGRID 53 tenant
Bucket without Bucket with Bucket with S3 Object Lock
53 Object Lock 53 Object Lock and default retain-until-date

Objects with
retention settings

53 client Objects without
application retention settings

A

Objects without
retention settings
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (341767834926295157582)

Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day D
i w [
Site 2 =

Duration - Farever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate to make this policy the active ILM policy for the grid.

MName Example LM policy

Reason for change Mew policy

Rules

1. Select the rules you want to add to the policy
2 Determine the order in which the rufes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the

policy and cannot be moved.

I =+ Select Rules

Default | Rule Name Tenant Account Actions
- Rule 1: 3 replicated copies for Tenant A (& Tenant A (568895986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB &8 — x
v Rule 3: 2 copies 2 data centers (default) (8 — x
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DASHBOARD

| View the list and status of sites and grid nodes.

TENANTS Q Total node count: 12
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Name 4 Type = Objectdataused @ 4  Objectmetadataused @ = CPUusage @ =
CONFIGURATION
StorageGRID Webscale Deployment Grid 0% 0%
MAINTENANCE
SUPPORT ~ DC1 Site 0% 0%
€ pci-abmy Primary Admin Node 6%
© bciarcy Archive Node 1%
fi DC1-G1 Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%
DC1-53 Storage Node 0% 0% 4%
A~ DC2 Site 0% 0%
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Current Alerts B Leam maore

View the current alerts affecting your SterageGRID system

| Group alerts. Active 1
Name i1 Severity T Time triggered ¥  Site | Node 11 Status iT  Current values
¥ Unable to communicate with node 9 minutes ago (newast)
. . . . O 2 Major i 2 Active
One or more services are unresponsive or cannot be reached by the metrics collection job 19 minutes ago (oldest)

Low root disk capacity Disk space available: 2.00 GB

Minor 25 minutes ago Data Center 1/DC1-51-99-51 Active .

The space available on the root disk is low. i Total disk space: 21.00 GB
Expiration of rtificate for St API Endpoint:

et slerver sl n‘ polm = . n Major 31 minutes ago Data Center 1/ DC1-ADM1-99-49 | Active Days remaining: 14
The server certificate used for the storage AP| endpoeints is about to expire.
Expiration of server certificate for Management Interface

P = @ : ¥ : Minor 31 minutes ago Data Center 1/DC1-ADM1-99-49 | Active Days remaining: 30
The server certificate used for the management interface is about to expire
+ Low installed node memoi day ago (newest) g
X Y . €3 & Critical Yo : 8 Active

The amount of installed memory on a node is low. a day age (oldest}
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©

Low installed node memory

The amount of installed memory on a node is low. Status
Active (silence this alert & )
Recommended actions

Site / Node
Increase the amount of RAM available to the virtual machine or Linux host. Check Data Center 2/ DC2-51-93-56
the threshold value for the major alert to determine the default minimum reqguirement -
for a StorageGRID node. Severity
€3 Ciitical
See the instructions for your platform:
) ) Total RAM size
s YMware installation 538 GB
* Red Hat Enterprise Linux or CentOS installation
Condition

» Ubuntu or Debian installation View conditions | Edit rule (8

Time triggered
2019-07-1517:07-:41 MDT (2078-07-15 23:07.41 UTC)

Close

7|1E 2 AAR2 O o]d ABE[X| SELICH 2[AHAl 23 A AR ALEX} QAE{H 0|2 Bl API= &%
2E[Z0M ®AHE o YULIC B A|A-2 &Pt O|HS MSsHH AHE0| ZHHetL(Ct.

D= StorageGRID AF8Xt= 2118 & = USLICH FE HM|A L= AT 22| Hoto| A= 2R L33 2ol €Els
el s AELIC
* SfLf ool HZ T =ZF0| M L2l Cigt 2ES LAHZ AF[olof 5t= B2 K| P&l 7|2 Set EF ¢E
A S A SAE = ASGLICE TN 225, T AIO|E = Th L E0f| et 210 7 A2 siAe = ASLICH
* Heol met 7|2 10 A HEY £+ JAFLICH 1 A S TS| HiggestALT E2| A =d B T[S
HEY = ASLIC
* MEXHo| 31 Al MSte] Aol dEnt A E EF xS EIES T AR Y X2 MY =
USLICEH AF2XL XN L2lo] TS HO|st2{™ Grid Management API2| Metrics MMM AT 4= U=
Prometheus HE2IS AFE5I0] HEAAS MdelL|Ct
o€ £0, 0] A2 Ar2stH ==0f| MX|El RAMS| 20| 24,000,000,000,000H}0| E(24GB) 0|2l 2L 2117t
E2|A gLt
node memory MemTotal < 24000000000
2 HE
DLIEZSH ] 2/ E sHALICH

SNMP ZL|E{Z S AtESiL|Ct

SNMP(Simple Network Management Protocol)E AF25l0{ StorageGRIDE 2 L|E{Z5t2{ =

26


https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html

@ 12|E HE|XIE AHEDI0 SNMP O[0|HEE Y 4= ASLIC

2} StorageGRID ==& MIB(Management Information Base)Z Ml&335H= SNMP Of|0| M E = Of|2S MstistL|ct.
StorageGRID MIBOH'.: 22l ol gtof chet Hlo|5 2 23 Mo 7t IetE|of JQELICH 2 StorageGRID === MIB-
Il Z4H|2| 5t2| MET X|IEL|Ct,

H20= 2E S0l SNMP7HALSE|X] 244LICH SNMP 00| FES 4% 1 2E StorageGRID =EE 53t
Ty waL

FIF

|O|FHEE H2|of THEt 8171
|

=
o A A
2 2 4 L,

StorageGRID SNMP O{|0|ME = M| 7tX| M| SNMP Z2EES E—'.:—
HE MIB AMAE HZSHH 22| A|ARI0| £ 71X K| O[HIE 7|Ht &

* *E 2 HE| A|A=0M 2Hel0] HRBIXA| 942 SNMP O[0|HETL HiH A2IQIL|CH ER2 LE0| EE[HE|=
S StorageGRID L{0f| 2ot Atels 22| AL El= HE S UL E-2 SNMPL| M| 7HX| HT0M 25
X EL|Ct

o gl 2 ERD RARSHR|RE 2| A|ARIOM 2elS @FBLITE SNMP Of0[HETH 2F AlZE Lo Sels t.':*?(I
TotH SRS L7ALE 2T A gtofl =2 wi7kx| 23S ChAl 2ELCE SNMPv2c B 2 SNMPv30{ A 0|

+ |2 EE AEA KN YL BE YT £FOIN E2HEILICL F0| T3 SNMP RS EAISH| 20
Z10 i3t £.22 TAHOF FLICH ZD YRS Mste AMRI}E|E2 PHE Bl oo HELick
F S YBPIE NAH)S NFE M2 £F ol4ollA ERIHELICH

AL HAXIE AERLICH

AL HIAIX|E E3H StorageGRID AlA
2IE A8 EXIE s &St *%% %7@* = USLICL

© AMAEDZEAL ALK = ZEAF A AR XHA|, O2[E L E MEH, AJAR MA| 2f 3! AH|A HHd Zrdup 2t E|0f
UAELICE

* QENE ARZ|X] A HAX|= QEME AEZ|X| A HM O2|E LE0M J2E EH
StorageGRID L] QEHE AgE2|X| 8l 2|t 2|0 JUEL|CE,

* S3 EEE Swift S20|91E =230 M0 QEME M 47 =
ZA AR} 7|2 LI

M

rir

72 QE3t I S2t0|E 97| Y M|

© 2| ZA AKX = 22| APIOf| AFZ X RE S 7| S ELICt

2t | E = ZAF HIAIXIS S|AE DPUof MEFLICH ZAt 2R0lE 24 Th (audit log)t OF YZEHE{o| et
20Ab 230h ZEHEILICH w3 D22 9| 2t LS FSHE ko] ZHAL HAIK|Z 22 271 14%(localaudit log)of
MEreHL|CH

27


https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/index.html

AR 230] A HMAS = JAEE NFS 3 CIFSO]| TieE ZAF S/0l| Chiet 220U E HMAS T
UELICHCIFSE O O|& AF2E|X| ¢4Z). 2E|Xt 20| HHEOM 2T ZAL 23 mhUof| M AS £ UELICE

MeEHXOZ a|Xt L E 3 2Z 0| MEE ZAL HEE Q|8 syslog MHE HYH 4 Q&L|CE 2|5 syslog MHE
AHEStH ZA HEE HOF &4 225t HES(T ESEE FY 5 USLICHL S HRSHAL ZAFHA[X] 2 27
CHarg FaefL|Ch & BXSHIAIR.

AL 2O el ZEAL TIALX] 4], ZALHIAK] R S ZAFHIAXR] 240 AET 4= U= =101 CHet IMIQ e
S HESHUAL ZAF HIAIX|0ff CHet JEI’CI YA 2EI0|UE MM AE TGSt L CHet XiMet LHE2 2
HZESHIAR ZAL SCI0|UE HMAE G

o g

StorageGRID A|AES %4 HEIZ RX|5ID R SHOZ AFSIEF 17| 2ol Chefet
X2 BXIE HYLICL Grid Manager= RXIE4 2Y = TZMHAE Z0[5HA| St=
Eeot EME MLt

AZELO HOo|E
Grid Manager®| £ E90f §{5|0|E HO|X|0jlAf | 7HX] R¥S| AZER0 AH|O|ES S 4= UeLIC

* StorageGRID £2ZE¢|0f ¢i1g|0|=
* StorageGRID 3t A
* SANtricity OS @a2{|0|=

StorageGRID 2 EQ|0{ ¢12f|o|=

M=Z2 StorageGRID 7|5 SE|AE A 4= U= FR 2T EQ)0| Y3|0|= HO|X|o|M ot TS
YZLE5t1 StorageGRID *Iﬁﬂlé 20| =5t= HE S QHLiELICE 7|2 22| =20 2= H|0fEf MIE

AOIEQ| BE T2|E LEE Y30 =8HO0F LT},

StorageGRID AZER|0{S @2 0|Sots S9t S210|21E 0fZ2|A|0| MoK LEHE HO|EIS 74 4+7otn
Zuyst 2 BLIC

Shol A
A T1—
7|5 "= 2ol AZEo] X7t BHX| 2 S B =M StorageGRID A|AEI0| FEAS ME8Hof & 4= AUSLICEL

StorageGRID SHEAVE 7|5 i THX| Za|A QR0fM ABE 4 Q= AZE 0] W ARgto| Eatslof YaLict,
ST HZ ArgO| §S Lzl Ao ZFELICE,

Ozl HA|Z! StorageGRID St A HO|X[0f| M ST A MHAS HZES 4= JAGLCH

28


https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/monitor/configure-audit-messages.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/configuring-audit-client-access.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/audit/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/index.html

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.
When the primary Admin Node is updated, services are stopped and restarted. Conneactivity might be interrupted until the services

are back online

Hotfix file

Hotfix file @ Browse

Passphrase

Provisioning Passphrase @
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SANTtricity OS

Usethis procedure to upﬂl’idﬁ'!h!‘ SANIncIDy 0% solvware (controller lil’l’!h\'\.’li-&'] on the storage contraliers in your storage apphances,

L. Download the SAMtricity 05 version that is compatible with the storage controllers. If you use different appliance models, repeat these steps for each model.

2. Confirm the starage controllers are Nominal (NODES > appliance node > Hardware) and ready to upgrade.

1. Start the upgrade and approve the nodes you want to upgrade, Nodes are upgraded ane at a time
During the upgrade, a health check is performed and valid NYSRAM is instatled. When the upgrade is complete, the sppliance is rebooted. The upgrade can take
up-ta 30 minutes for each appliance,

4. Select Skip Nodes and Finish if you only want to apply this upgrade to some nodes or if you want to upgrade some nodes laler,

SANtricity 05 Upgrade File

SaNtricity 05 Upgrade File @ Browse

Passphrase

Provisioning Passphrase @
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Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recavery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system.
1. Installing Gnd Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

Search Q

Name It Site It Grid Network IPv4 Address ~ Progress If Stage it
DC2-ADM1-184 Site A 172.17.3.184/21 I b Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/21 e N Waiting for Dynamic IP Senice peers
DC2-52-186 Site A 172.17.3.186/21 [ i) Waiting for NTP to synchronize

DC2-53-187 Site A 17217318721 i Waiting for NTP to synchronize

DC2-54-188 Site A 172.17.3.188/21 " Waiting for Dynamic IP Senice peers
DC2-ARC1-189 Site A 172.97:3.18921 |_I Waiting for NTP to synchronize
2. Initial Configuration Pending
3. Distributing the new gnd node’s certificates to the StorageGRID system. Pending
4. Starting senvices on the new grid nodes Pending
5. Cleaning up unused Cassandra keys Pending
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Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

VMware SEH.'HCES Linux
appliance

See the
"What next?”
section for details.

Comective
actions taken when
restoring node?

Recoveryis
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

off K| =X}
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learn how to proceed.

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to

Grid Nodes
Q
Name v Site It Type It HasADC lT Health Decommission Possible
No, primary Admin Node decommissioning is
DC1-ADM1 Data Center 1 Admin Node (] o Euppor)lfed 3
Mo, Archive Nodes decommissioning is not
DCI-ARCI Data Center 1 Archive Node - ) : &
supported,
[J ocrer Data Center 1 API Gateway Node - (V]
Mo, site Data Center L requires a minimum of 3
DC1-51 Data Center 1 Storage Node Yes o Stc:;rage Nodas with ADCqservices
No, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 Storage Node Yes o Storage Nodes with ADCqsewices
Mo, site Data Center 1 requires a minimum of 3
DC1-53 Data Center 1 Storage Node Yes 0 Stdrage Nodes with ADCqservices
|:| DC1-54 Data Center 1 Storage Node No 0
[] oczaomy Data Center 2 Admin Node (]
Mo, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes 0 Storage Nodes with ADCqse rvices
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove ILM Resolve Node Monitor
Policy References Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, selact Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Ma. This site contains the primary Admin Mode.
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Recovery Package

Enter your provisioning passphrase and click Start Download to save a copy of the Recovery Package file. Downloead the file each time the grid topology of the StorageGRID
system changes because of maintenance or upgrade procedures, so that you can restore the grid if a failure occurs.

When the download completes, copy the Recovery Package file to two safe. secure, and separate locations.

Important: The Recovery Package file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID system.

Provisioning Passphrase senend

=7 I7|X| ItUS CHR22E5t 2HAS FE £ J=X] &Qlst £ 57 7 |X| IS F 719 eHHstn 9
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AutoSupport

The AutoSupport feature enables your StorageGRID system io send periodic and event-driven health and status messages to technical support te aflow proactive monitoring
and troubleshooting. StorageGRID AutoSupport also enables the use of Active 1Q for predictive recommendations.

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP i SMTP
MNetApp Support Certificate Validation & Use NetApp support certificate Y
AutoSupport Details
Enable Weekly AutoSupport @ ¥

Enable Event-Triggered AuteSupport @ ]

Enable AutoSupport on Demand @ =

Software Updates

Check for software updates @ I

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

“ ‘ Send User-Triggered AutoSupport

AutoSupport HA|X|0f| ZaHEl B HQIL|CH
AutoSupport HIA| X0l CHS 2t 22 HEJF ZetEL|Ct
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The AutoSupport feature is disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting
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@A = StorageGRID

@ A [ DC1
) |:| DC1-ADM1

@[] bC1-G1
@ ¥l DC1-51
@ [_]DC1-s2
@ [ ] DC1-S3
@ [_] DC1-54
@ A [ DC2
) D DC2-ADM1
@ [] bC2-G1
® ] DC2-51
@[] bC2-s2
@ [ ] DC2-s3
) D DC2-54

Log Start Time

Log End Time

Log Types

Motes

Provisioning
Passphrase

2021-12-03 =

2021-12-03 10

Application Logs

[ ] Audit Logs

31 MST

)

31 MST

'

|:| Metwork Trace

|:| Prometheus Database

Coliect Logs
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Metrics

Access charts and metrics to help troubleshoot issues.

© The tools availahle on this page are intended far use by technical support. Some features and menu items within these tools are intentionally non-

functional.

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics

and to view charts of the values over time.

Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

* hitps://

Grafana

f st
ymetrics/graph

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain

graphs of important metric values over time,

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE

Account Service Overview
Alertmanager

Audit Overview

Cassandra Cluster Overview
Cassandra Network Overview
Cassandra Node Overview
Cloud Storage Pool Overview
EC-ADE

EC- Chunk Service

EC Overview

Grid

LM

Identity Service Overview
Ingests

Node

Maode (Internal Use)

OSL - AsynclO

Platform Services Commits
Platform Services Overview
Platform Services Processing

Replicated Read Path Overview

53- Node

S3 Overview

S3 Select

Site

Support

Traces

Traffic Classification Policy
Usage Processing

Virtual Memory (vmstat)
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O Enable query history

Execute - insert metric at cursor - b

Graph  Console

Element Value

no data

Add Graph

@ O|Z0| private 0| ZLgtEl HEZ2 LHE M E0|H StorageGRID 22|A 7H0f| of| 12 @i0| HAE
olALIC}H
A H .

Remove Graph
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w i == Site - (o] € ZoomOutr » (@ Last24 hours

"Data Center 1" =

Network Traffic
4.0 Mbps

3.0 Mbp=

2.0 Mbps
.0 Mbps H kbl et (i
10 Mg | ;lﬂnl'ﬂl‘n‘l -'1‘!L.\‘.l|’|'1||‘1'.w. H.'J.‘.-w'-ﬁ'_\'
Obps :
Y 0:00 8280 8/280 00 8/2808:00 8/2f B/2812:00 /281400

== Received == Sent

Storage Used - Object Data Storage Used - Object Metadata

100
75.00%
50.00% 50.00%
25.00% 25.00%

0 0%

20:00 D0:00 04:00 08:00 12:00 20:00 00:00 04:00 08:00 16:00
= Used (] = Used (%)

ILM Queue

18:00 20:00 22:00 00:00 02 06:00 (0 23 16:00

== Objects queued (from dient operations)
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Diagnostics
This page performs a zet of diagnostic checks on the current state of the grid. A diagnostic check can have one of three statuses
# Normal: All values are within the normal range.
Attention: One or more of the values are outside of the normal range.
€ Caution: One or more of the values are significantly outside of the normal range.

Diagnostic statuses are independent of current alerts and might not indicate operational issues with the grid. For example, a diagnostic check might
show Caution status even if no alert has been triggered.

* Cassandra blocked task queue too large v
* Cassandra commit log latency v
* Cassandra commit log queue depth v
* Cassandra compaction gueue too large v

E3 TttS S5 ZE 3L oAx Z2ato] tist MR HEE =2 &+ ASUICHL
0| of|ofl M= StorageGRID A|ARIS| HE = =0f| TP 9iXH CPU 2E&S0| HA|ELICH 2E & 20| F2| 3! F9f
YAIZL 0|2o|2 2 EITHe| TA| dEf= FS LI

CPU utilization A~

Checks the current CPU utilization on each node.

To view charts of CPU utilization and other per-node metrics, accass the Node Grafana dashboard.

Status Mormal
Prometheus sum by {instance) (sum by {instance, mode) (irate(node_cpu_seconds_total{mode!="idle™}[5m])) / count by
query (instance, mode)({node_cpu_seconds_total{mode!="idle"}})

View in Prometheus (8

Thresholds Attention == T75%
© Caution =>=95%

Instance 1T CPuU Utilization 11

Status ~
DC1-ADMA 2.598%
DC1-ARCH 0.937%
DC1-G1 2.119%
DC1-81 8.708%
DC1-52 8.142%
DC1-83 9.669%
DC2-ADMA 2.515%
DC2-ARCH 1.152%
DC2-51 8.204%
DC2-82 5.000%
DC2-53 10.469%
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https://docs.netapp.com/ko-kr/storagegrid-116/admin/index.html
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