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root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected
Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9
Yes
949294 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:47:06.9
Yes
949299 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:57:06.9
Yes
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Bytes Repaired

Success 17359

Failure 17359 0

Failure 17359 0

Failure 17359 0
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"2 MHTILICE. repair-data start-ec-node-repair—repair-id 949292

Mgtk



=
STt I7|X[ ".zip' TFE SEEA] sHOF RFLICE 2| & 5+ THF X E CH2E =L zip TFY('S Ws-
recovery-package -id-revision.zip'). Z0j7} LMe A2 S I7|X| TS
A5 A|AEIS 228t & QISLCT

"passwords.txt" I+ o| moflz BHEUM J2|E =0 AMNASHE O Bt AT S0
A =7 o7 |X|off ZEE|0 AELICE.

OD2H|NY %S StorageGRID A|AEIS XS XY o oIt MH=D EMSHELICE
T Z2H|NY LS 22 passwords.txt TFA | I&LICE.

MH|A 8HH| ™ StorageGRID Jtset 3R A A”S| HM EZEZX|E 2Fsts EME 7HHSLICH
A|AHRISl EZZX|of CHet HELICE

B My

- ©
2 22N RT A

rH

MH|A S{H| == M| A H|O|X|L|Ct

Grid Manager0l|A Decommission Nodes H|O|X|0f| HM[ASIH AL BEHE = = LEE o
=0 = = ASLICt
nQst 2

* £ AH8SIo] O2|E gt2|Xtofl 2a2lsiof BL|CH X2 &= & EEfA.

* RX| 22| £ FE HMA FHo] QLO10F SL|CE,

A
1. QX 22| * > * = * > * MH|A Sfjd| * S ME{SHL|CE

—

2. MH|A SN E * E MEiSHL|CE

MH|A SHA| L= H|O|X[Zt LIEFEFLICE O] HIO|X|of|M Ct2 & Y 4= UASLICE

2AE=Q2 * 0|5 *, * AO|E * * RY * L= *ADC * E 7|Z2= FAYLIC

E W2 &S = ASLICL 6 S0 o] HO[X|ofl= —'.Z— Hlo[Ef MIEfo] O2|=
M 7ts E2 AOIEH0] L&, 5719 AEE|X| LE F ofLt 8 H[2Y 2E
RE 4 ASS LhepdLIC


https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/maintain/downloading-recovery-package.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html

3.

10

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Q
Name v Site 5y Type It HasADC 1T Health Decommission Possible
DCLADM1 Data Center 1 Admin Node < (] :gt f:r;;g;‘fmi” Node decommissioning s
DC1-ARCL Data Center 1 Archive Node - 0 ?fpg;::;e Hedeslecommisiining ot
[ ociet Data Center 1 API Gateway Node - (]
DC1-51 Data Center 1 Storage Node Yes 0 2;;:;;2 iiijei:;‘:igiizi:i:;ni i ef3
DC1-52 Data Center 1 Storage Node Yes o ;lt%rsai; I;ZLSEZT;:i{;zil;i:;i:;ﬂimmum 5
DC1-53 Data Center 1 Storage Node Yes 0 ;It[;';i; ii?;:::i[;iiii:;i:;ﬂi ifmm of 3
D DC1-54 Data Center 1 Storage Node Mo 0
D DC2-ADM1 Data Center 2 Admin Node = 0
DC2:51 bata Canter Storage Nods Yes 0 Mo, site Data Center 2 requires a minimum of 3

Storage Nodes with ADC services.

MH| A BliH|Ste = 2 = =0i| CHal * MH|A SRl 7ts * 22 AERLIC
J2|E R EE MY £ A= B2 0] o=

=AM 2 Z o= & :
| X7t EEE[0] AELICH ==} SHAIE 5= §ls F 71X 0]&2] 0|R7t U= 8%

ME X 7ts
ol

rot
nx
0g
St
MY
n
)

£Q
dlo

OlL|R. - 93 2% H2|X} L& £ of7to|E
MHABRE EESHHE o &L
=LY

0l-¢|__||_'_|..

(=]




ME BX| 7tset
o2

ofL|R. J2|E
=Tt SHLF O] A
HEE| UK
& L|CE

< &1+ 0
HAIX|=
HAZE
Jg|E
Coofat
HA|ELICE

orLiS. siLt
o|4te] T
= E7} SR 12
sixIE|0f QLo
= sfof ik,

* X1+ 0]
HAIXl=
HZo| #2I
az|E
=0t
HEAEL|C

OlL| R, HA
mE=te)
Ml x . 0]
LEEAE
S H| st ™
DBEHA
JE0A
X|7{sHoF gL,

HX

of L.
site_x_Ofl=
ADC MH|AE
Zooh= A
_n_ 719
AER|X| =ET}
ZogfL|Ct

EE

J2|E =9 HZH0| 2ol
ZAR0|e dZ= Jg|lE LEE
SHAIE 4= eigLct.

e+ Eofle AZ0| #2l a2|=
LEof ohet CkZ oo IE- StLEot

ZerELIC.

'6'|-L|- 0|JC\>|-0| 11|A L. E7E:I onﬂEl
Z2(0l: ADC %H%*Oﬂ Hast
AER|X| LE) HZO| Sl{x| =
J2|E LEE SAY o~ gLt

L= QIEIO|ATE DTHEM(HA)
OZ0f 43 A0 2| L E EE
AO|ESO| =EE SHHE =
ASLICH

* AEE|X| LEBHS S *ADC
HH 27 Arets XIJ6H7| /6l
ALO|E0]| E&2¢t =7} Hot
UASH AER[X| LES A
_I_ HAI:II"'lI:I-

2 0|SYLICH MH|A SHK| RX} ME] &=
THALICE.

HA 158 MG ==9| QIEH|0|A
a

xS A gn_u:f AO|EO| M| AER|X| E
nl |C

[
o

0% Jot

o2 Bt

- HZO0| B 2= =0 s MH|A 8liH| JHs

HAIX|E HERLICE

i

A2 AL SHE 4 Bl ==

ct.

- T o o| Mejvt Ba| s STE HP
E2 ChAl 22l M2 FekgLiTt,

o Ié_g_'él'_l- iEOI MEH?} Unknown ?_l 7&-‘?— EE

4 £ HMASHAL
E2 HM7HELICt. StorageGRID 22|

C MH|A=E t. ADC

EHEF HEEH

S ME8StEE XYL

t
| e PSIN[=}

11



A8 BX| 7tset HdY SHE THA|

o|l®

OtL|R. StL} *c AEEX| E TME *7|E AN FES He 4 AN ZY ZZ2EO| ol Z2ES

Ol&te| &tx| 2 Y TZOU0| CHsl S22 ALEstE WiHof w2t CHE tHA| E SHLE > gLt

EE]I_I-OElO-” il:jl. |_|-o|. o|x| orOl::I

HOolE _n_7i9 AEEX| EE HHE = * 2 ILM ZHof| ALEE *: BEE e Ot

AEE|X| LET} ASLICE | :":'O HAEE 2 ATE M AEZX| LEE

QLI ILM ZJtetL|Ct. StorageGRID 22 X| &2

TR0 A O|E £01, 4+2 Afx| 2 0] CHSH EZSHAIR.

omZaels AbH| [Cl T2 Tl oIEﬁo XA

T ot KA AT R VL X1 ABEITIE! E 1L Aol

Z9 H|EMBIE B} AEEIX| ¢4 *: 22 HE L= AHT TS AF|
' g EE%’E Hl%’gif%ﬂ-l Ct

# %EQLIEf.

* *ILM FEOM AFEE|X] §4Z % AR 2E
D= TS H gttt

o A7+ AMH| R T 20 S HIEMS}EtE{ D
ot 2F MIA|X| 7} LIEFLID QEHE
HIO|E = o3| Z=medat AZELICE
HIZHge T2 HAS CHA A35t7| Hofl H
FE J|cror g —1‘— A LI

& 8 F7| 22| E M-S0 JHHIE 22|5H7| 2l

XHM AR 2 =23 H|g-Setof| Tl
AOLE AL,

4. [MHIA SR EXE ME]) S0l ThaH Mu|A SR 7Hs 8t 29 assof

ot

HAE 2EYLCH

JO2|=0| CS A0 IS Lo Qs ER: 0|=...
HAEo| 27l RE OZlE L E HZ0| 271 J2|E LE9o| AMH|A Sl
HZE= O2|E ot HAE O2|E L= A

ADC #H&HZ o[sHgfL|Ct
ILMZ AHESHH JHH|E 2t2| Ll Ct

2| EE ShEFSHL|C}

HZ0| &7l J2|E EQ| MH|A SHX|

Sid 22|20 AEE|0] UAX| 42 == (HERV S 5 YL el STHE =5)E SiFsioF &


https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/ilm/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/expand/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/expand/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/expand/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/index.html

e
0
ro
N

* ok L o QPARS OlSHEILICE T2[ L H7|of chgt 12 AL

© BE W4 Y23 supsL

-+ 24318l GlO|E] 27 &Q10] YIES WALICH 2 AESHIA Gl0]E =7 &elS Holgc

+ AE2IX| LE 277} J2(E0 of ROIME WD UK $SS HIMSLICE U FL BT A
Cassandra 720|228 7fx 7ICk2{of BiLICk 121 TS oAl SRS Zlaer 4 BLCt,

* S A SR R UA SRISIR S B = C AHIA SR ZAPH ABES SOt CHE RX) Ea BAL

MShe|X| Q4= HALC

© MH|A sfR[SlEs HZO| B2l S i o Thgt* AHIA SE| 7S * Hofl S4Bl A7 EBtEILC
+ m2H|HY BT} /0fof BHLC

of xfelof cha

HEl - BN & 5 IS (ThEtM) =
o|oi M= DC1-S42t= AEE|X| =

o>
-
o
°

e Ch2(2| M) Of0| 2 S Hof H&0| B2l =EE ME" = U
Eo| HAO| ZO{X|D CIE BE LEJ} G"*%!LIEL

Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try ta bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name ¥ Site IT Type IT Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADM2 | Data Center 1 Admin Mode - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-33 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DCA1-54 Data Center 1 | Storage Mode No @
Passphrase
Provisioning
Passphrase
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A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you

continue and the node has the only copy of an object, the object will be lost when the node is
remaoved.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

oo o
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Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

4 Q
Name ¥ Type T Progress 11 Stage u
DC1-54 Storage Node Prepare Task
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Decommission Nodes

The previous decommission procedure complated successfully.

€ Repair jobs for replicated and erasure-coded data have been started. These jobs restore object data that might have been on any disconnected Storage
Modes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning sechion of the Recovery and Maintenance Guide.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes

Name v Site It Type It Has ADC 1T Health Decommission Possible

DC1-ADML Data Center 1 Admin Node - (] :;E‘:g]:;:ifmm Bstencsommisdonbngts

DC1-ARC1 Data Center 1 Archive Node - 0 :ﬁ;:;:;;e Nodes decammissisningisnot
[0 bae DataCenter 1 API Gateway Nade - (]

DC1-51 Data Center 1 Storage Node Yes Q ';ltc;;i;z i?)lgecs?ittiﬁl\gzqslgrf;i:;m i

DC1-52 Data Center 1 Storage Node Yes 0 :lti'fjtgz i‘:;;?;:igzq;i:‘i:;i nirmlisn of3

DC1-53 Data Center 1 Storage Node Yes 0 2;;:;; Ei?;?it&rigiq;i:;i:;m iy GF3
D DC1-54 Data Center 1 Storage Node No Q
D DCZ-ADML Data Center 2 Admin Node = o

DC2-51 Data Cantiard Storage Node Ves 0 Mo, site Data Center 2 requires a minimum of 3

Storage Nodes with ADC services,
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The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.
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Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed
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Decommission Nodes

The previous decommission procedure completed successfully.

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
X Q
Name v Site It Type It HasADC 1T Health Decommission Possible
DC1-ADM1 biata Ganterd Adrmin Node B o Mo, primary Admin Node decommissioning is
not supported.
DC1-ARCL Data Center 1 Archive Node - Q E&Q;T;‘;e Hodes decorfimissioning s not
[l oaer Data Center 1 APl Gateway Node - (V]
Mo, site Data Center 1 requires a minimum of 3
DC1-51 Data Center 1 Storage Node Yes (] St Nk with A S vices
Mo, site Data Center 1 requires a minimum of 3
DC1-52 Data Center 1 Storage Nod ki . i
e Ry eas = Q Storage Nodes with ADC services.
Mo, site Data Center 1 requires a minimum of 3
DC1-83 Data Center 1 Storage Node Yes 0 Sicriage Nodlss st ADG s6rices,
D DC1-54 Data Center 1 Storage Node No Q
[] ocz-apmz Data Center 2 Admin Node - (/]
Mo, site Data Center 2 requires a minimum of 3
DC2-51 Data Center 2 Storage Node Yes Q Storage Nodes with ADC services.
= o P kel = = 2 = =} A
=AM S0 St= MEe tHAIE WHELICH of|E S CHE3aF 25U
H *. = > o = =290 - SE A A
° Linux *: A% S0i| ddst &= 74 OIS MHStD 2ES 22|e = ASLICH

> *\/Mware *: vCenter "Delete from Disk" SM& AF23}0] 74
SEHQI HO|H C|AIE A

=~

HisioF & == AFLICE.

=
HAS MRS = ASLIC ot Tk Ml

° StorageGRID 0{Zz2}0|¢1A: 0{Z2}0|HA == StorageGRID HZ2H0|HA MX| TZ I2H0]| HMAE £
U= HIEEX] b2 MEfE IS E SOtLLICH MEL| MRS 7Lt CHE StorageGRID A|AEI0| Z=7He
3 USLICH

ot

Ct

glo

tHAIE 2t=ELC)

* oiAlEl 22|= =9 EB0|ETF MRTSHA| XY= X] &felgtL|Tt.
C2to[=of| M CIO[E{E EFH Q= HHSHA| ALt

& HIOIE AH| =7t EEE MH|AE AFEDHH

* E2H0[AA LLES I 7310 O{S20[AA9| HIO[E7} L= P HE A3 22 El F L StorageGRID
OE2to|elA x| T2 S AESIO] 7| 2| MH &S X[ZLCHKMS X|27]). CHE AKX ®MES
AHE3I2{H KMS 742 X|¢lof gLCt.

22

SG100 % SG1000 A{H|A O{Z2t0|AA

SG5600 AEE|X| ({E20|HA

SG5700 AEZ|X| {E2I0|HA


https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg100-1000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5600/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5700/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg5700/index.html

SG6000 AEZ|X| {EZI0|HA

S]]

Red Hat Enterprise Linux EE= CentOSE M X|gtL|Ct

rH

AEE|X| =0 CHet MH|A BiK| Z2MA S LA SX|SHL CHA| A|ZFRILICE

AN AEE|X| =0 CHeE MH|A SHA|

& B 7X] 24 XS 05l 3R EY H
£ 2EEl = MH|A SHRIE ®HoHE = ASLIC

2XE Al sxl%* = ASLICH CHE =XKL

@ ILM "7t EE= AR 2 C0|E AHS ST THAlof =2t 20Tt * LA BX| * HEO| ZSHEL|Ct.
J2{Lt ILM EIHH[0[E ool g0l )= W a2 =0l M A& S E gL LIt
oA
* £ A8SHH J2|= 2| Xtof] 2alsHof LT X e = 2 HEreA.
* X 2E| E= FE MM A 2] RLo{oF BFLICH.
EHA|

1. QX 22| * > * 2 * > * MH|A s{#| * & MEASL|CY,

2. MH|A SN & * E MEiSHL|CE

MH|A BHA == B[ X7t LIEFELICE MB|A S| ZX7t CHE THA| & StLtoll =25 * Pause * (Al S| )

HE0| Z-detELCt.

°ILM B2t &
° &M 2 Cllo|E x|

3. HXIE LA| BXI5I2{H * Pause * £ MEASILCE,

HxH ChA|I7F QA SX|E| 1 * Resume * HHEO| ZMSHEIL|CE

23


https://docs.netapp.com/ko-kr/storagegrid-116/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/sg6000/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/rhel/index.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html

Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

4. CHE |X[ES Xt 22 E 2 MH|A SiHSE TIASHE{H * Resume * & MEISHYAIR.

LE AE SH 2X sHZ

QFRE sl L= MH|A SiH EXtVF SXEl= 3R £ HAE A EHE HES =

mn n
>
o
2
_
o
n
K
n
Pal
=2
HU
_
o
=t
=
o
~
i)
A
{0
0
rr
1

2 HEtRK.

A S EQ O2[E =5 S=otH O2|E LT ChAl AIRE minkx] 20| SX[ELLh 22|E LB

L XY *>+Eqd*>*2|E EZ2X| * § MEdgtL|Ct

2. J2|E EEZX| E2|0|AM ZH AEE|X| LE $t=22 2HEHst T DDS & LDR MH|AJF BE 22101 AEHOIX]
2toIgtL|C}.

AEEX E H7|E &5t H 2212 E/AMO[E MH|A S| AlEf Al 2E == MH|ATFH SEf7}
£|0foF BfLICt.

w
e

4 32| HAUS e * 7|2 22X L= *>* CMN * > * Jd2|E 2 * > * I * & MEfgtL|Ct
| -

&
X

|A siA| 22
a. sy J2|= o ”EH7f J2|E &Y HES X&SH= ol 2H[7F Y *J|2 2| tE*>*CMN *>*
O[HIE *>* J|Q * = MEHStL|C}

b. At 7ts3t

—

oN

FAF 22|0] & =HRlEL|Ct

AHZ 7ttt ZAL Zaf|o] £40] 5Lt O] 421 22 CMN MH|A &= StLt 0| 42| ADC MH| A0 HZEELICE
ADC MH|A= ZEAF 22f|0] kS BlLC),

24


https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html
https://docs.netapp.com/ko-kr/storagegrid-116/admin/web-browser-requirements.html

CMN MH| A= StLt 0] 2F9] ADC AMH| A0 HEE|0] QLO{0F 5t T2 = 20| H|7| ThA| Ztofl 0| S3st1 t=E

4 UEZ StorageGRID A|AHIS| ADC MH|A T THEI~(50% + 1)S Al

a. CMN MH|AT7H S22 ADC MH| A0 HEE[O UAX| UH AEE|X| L ETF 22121 HE[RIX]|

=

S
.
o

el EEot AKX LE 7| HIERIR HES SelgfLct

AIO|E T}7|

A
2
S

StorageGRID A|AEI0| A H|O|E HIE| ALO|EE H[A{sHOF & ==

ALO|EE dlid|3lof BfLICE,

ot

EX= MOIE 3fiA|

i

flet 4 HAE EHELICH

rr

=]
(=13
=

o]
A

== AO{OF LT},

tot

Fo|

—

OF
[

f

7l

J

SLICE AIO[ES RSt H

25



Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Select the site

v

Review the site and
update ILM

Is Start
Decommission
enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

APO|E M7 e At

Canyou resolve
the issue?

You cannot remove
the site. Contact Support.
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AO|E MH|A B{K| RXIE AFE5I0] AIO|EE HMAoH7| FHof| 118{ ArtS HESHOF BfLICE.
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revisa LM Remove ILM Resolve Node Monitar
Paolicy References Caonflicts Decommission

When you decaommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the carrect state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
ar a site that contains an Archive Nods.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
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Decommission Site

\ "i? o 3 4 5 6

Select Site View Details Revise LM Remove ILM Reszolve Node Maonitor

Policy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A This site contains a mixture of connected and disconnecied nodes. Before you can remove this site, you must bring all offline
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

o 0

Select Site View Details Revize ILM

Raleigh Details

Number of Nodes: 3

Policy

Used Space: 3.93 MB

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

Node Type

Storage Node
Storage Node
Storage Node

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name
Sunnyvale
Vancouver

Total

Free Space @
47538 GB
47538 GB
950.76 GB
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Remove ILM Resolve Node

6

Monitor

Referencas Caonflicts Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites: 95076 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space © Used Space & Site Capacity @

Sunnyvale 47538 GB 3.97 MB 47538 GB

Vancouver 475.35 GB 3.90 MB 47538 GB

Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any
objects that do not match another rule in the
Rule Name
® | 2 copies at Sunnyvale and Vancouver
2 copy 2 sites for smaller objects (5
Make 2 Copies (§

Select Other Rules

filters. Select one rule to be the default rule for the policy. The default rule applies to any
policy and is always evaluated last The default rule should retain objects forevar.

for smaller objects (5

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one

filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name

3 copies for S3 tenant (&

EC for larger objects (§
¥l 1-site EC for larger objects (3
Wl 2 copies for S3 tenant (3

Mo

QUEEE Hst mE

r

QHH
QUHE 9l AK| BT @ EMEo| HiX|of T B ARS A

Tenant Account

53 (61659555232085395385)

53 (61659555232085395385)
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer o the site.

» Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).
« [f one or more ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Pratection for Two Sites 8

No ILM rules in the active ILM pelicy refer to Raleigh.
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§ Delete Proposed Policy

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous



Decommission Site

P Foy d=a,
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Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 -
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted
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Decommission Site

o 5 6

Selec_t-SFte View .Details Reuir:e ILM Remove ILM Resolve Node Monitor
Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

MNo proposed policy exists
Na LM rules refer 1o Raleigh
1 Erasure Coding profile will be deactivated v

3 storage pools will be deleted v
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Decommission Site
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Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid Fs

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.

Node Name Connection State Site Type
i
DC1-83-99-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belangs to an HA group v
Passphrase

Provisioning Passphrase @
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Decommission Site
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Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected

Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

o L E QIE{I|O|AE H|ARLICE.
A H|EILICE. StorageGRID 2| XA S & ZotMAI2.

HE LEJHEE|
HETh SN

S. IZH|NE Y= E UHeLCL

MH[2 SHH| AlZF* HEO| E-detE LIt

o
=
UL MENSE AO|EC| L ETFHA O 50N A E[X| b= B * Provisioning Passphrase
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @

........
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

~
ox

DE HEFLICH AIBE FH|7L 52008 * OK * & MeigiLic

M J2|= 2Mo| MM E of HAIX| 7} LIEFELICE O] Z2MAE AL BXIE J2|E =9 R&} 0 w2t Ch
AlZtol 28 &+ AL,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous

£'%
B 2

M 2= 90| HEEH 6THA|(MB| A oiF| ZL|E{Z)7F LEEFE LT

() w7t 28 G7tR * Previous * (OIF *) HEO| B2 gstelLct
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ted HeE

SLEEst EXIE siZ-LCt

r

Je2|E L& it

StorageGRID 22|
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Select Site View Details Revise ILM Remave ILM Resolve Made Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

i
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Decommission Site Progress
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Decommission Nodes in Site in Progress =,

Data Movement from Raleigh
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Storage Used - Object Data @
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Node Progress

€ Depanding on the number of objects stored, Storage Modes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate |LM

The progress for sach node is displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Search Q
Name ¥ Type 1T Progress 11 stage ih|

Decommissioning Replicated and Erasure
RAL-51-101-196 Storage Node [ D

RAL-G3-101.197 Sinrage Node - Decommissioning Replicated and Erasure
" Coded Data

o Decommissioning Replicated and Erasure
RAL-53-101-198 Storage Node [0 St B
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° Cassandra * 23 tHA| &, StorageGRIDS A 12|=0f| ot Q= Cassandra 22 AEE $HEHLICEH
J2|=0f ot (e AERX| E =0 [t2t o|2{ot Z+10fl= HE o|Ato] HE &+ USFLICL.

=22 T M-

Decommission Site Progress

Decommission Nodes in Site Completed

Al

Repair Cassandra In Progress = =

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grd.

Overall Progress 0%

Deactivate EC Profiles & Delete Storage Pools Pending

Remove Configurations Pending

ot A AE2|X| E AH| * HAOM TS ILMO| HEELICY.
E AW 2Y Z2E2 H[ZYetEL

2
£ 2= 2E2|X| 0| AHEL|CE
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Decommission Site Progress

Decommission Nodes in Site

Completed
Repair Cassandra Completed
Deactivate EC Prefiles & Delete Storage Pools Completed

; e
Remaeve Configurations In Progress 2, &

StorageGRID is removing the site and node configurations from the rest of the grid
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revise ILM Remove [LM Resolve Node Monitar
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Mode.
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