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Decommission Site

o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity @ Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
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Decommission Site

@—o 3 4 5 6

Select Site View Details Revisz ILM Remove ILM Fesolve Node Manitor
Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{biue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

o 0

Select Site View Details Revize ILM

Raleigh Details

Number of Nodes: 3

Policy

Used Space: 3.93 MB

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

Node Type

Storage Node
Storage Node
Storage Node

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name
Sunnyvale
Vancouver

Total

Free Space @
47538 GB
47538 GB
950.76 GB
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ME S A 7F

13
o o
d Space * 22 Ct

4 5

Remove ILM Resolve Node

6

Monitor

Referencas Caonflicts Decommission

Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB

0| Z0{ZI AlO|EQ| Z2 * Used Space * 242 AIO|EE MY ml A A
LtEFLICE,

I-

» 2t AEZ|X| Eof Chel RENE H|0|E{0f| AH2El S7He| LrIL|CE.
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Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950,77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47533 GB 3.90 MB 47538 GB
Total 950.76 GB 1.87 MB 950.77 GB
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
2 copy 2 sites for smaller objects (§

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
53 (61659555232085399385)
| | EC for larger objects & —
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

3 copies for 53 tenant (§
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

» Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).

« [fone or more ILM rules are listed, you must create and activate a new policy that does not use these nules.

Active Policy Name: Data Protection for Two Sites &

No ILM rules in the active ILM pelicy refer to Raleigh

() ol Lel 2 A4sty] Hol M ILM ZHS BHS D ZAsteoF BhLICh
9. LIl 74l0| QOB * Tt * 2 Melstct,

ATHA|(ILM &= ®| )7t LEEHEFLICE,

ATHA|: ILM &= HA
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AO[EE EXSh= AFEE[X| @f= ILM AlS A F[SHALE HE '%* = ASFLICE

Of ZhHofl CHaH
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* HIQHE! ILM FHo| AELICE HMetE HMO| A= B APH[sHoF ZLICt.

*ILM A2 ILM X0 ArEE|X| ¢= B0 AO|ES HZELICH AIO|ES EXSt=E ZE #AIS AFISHALE

15



a
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2. Ar8BHR b ILM THAI0] AO|ES ArZehER| Brolstct,

Decommission Site

il = N
&5 9 3
*ﬁlﬂﬁi%f;? © o o 6
Select Site View Details Revisa ILM Remove ILM Resaolve Mode Maonitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM palicy.

MO proposed policy exists
4 ILM rules refer io Data Center 2 s

This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profile ar storage pool from the placement instructions.
+ Delete the rule.

Gao to the ILM Rules page &

Name EC Profiles Storage Pools Delete
Make 2 Coples — All Storage Nodes m

3 copies for 53 tenant — Raleigh storage pool m

2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m

1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

LIEE 2E ILM 7212 63| AMO|ES HZotA| 2t HMO|| AL E|X| S5 LICE. OflA:

—

° Make 2 Copies * #%|2 * All Sites * AlO|EE AtE3t= * All Storage Nodes * AE2|X| Z(StorageGRID
11.6 O[5H)E ArESLICEL

° S3HIHE * o AFE|X| @42 * 37 SAHZ2 * Raleigh * AE2|X| E2& LIEFLICE
° O A2 4H|E ?let D[ALE * 2 SH|=2 2 MO|E£ * Raleigh * AE2|X| 2 LIEALICY.
° MHEE[X| ¢b=*ECH 2 QEME * 4|2 * Al 3 Sites * 4K 2Y T 22| Raleigh AIO|EE AHEEILILCL.

° LM T#210| LIZE|X| o™ * Ot * 2 MEHSI] 2 O|SLICH "5EHA|: =& S5 oHZ (%! MH[A SHA| AIZ)".
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Decommission Site
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E‘aelec?t—SFte View Details Revise ILM Remove ILM Resaolve Node Monitor

Policy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

No proposed policy exists

Na ILM rules refer to Raleigh

1 Erasure

3 storage

Coding profile will be deactivated

pools will be deleted

| "]
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.
Node Name Connection State Site

(A
DC1-53-99-193 Ll Administl’ati'u'ely Down Data Center 1

Type
Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

=3
2. LEO| AZAO| B0{Xl A2 CHA| 22te! MEjE MatetL|Ct.
E HXRSIYAR "IE[E E HAP. E20| ERt ZR J|& X3 M0 22lstAl2.
3. HZAEX| 42 BE L ETJtCHA| 22101 AEf7L E[H 5EHASl HA J8 MM(LE & diE)S dESHIAIR.

O o= U7H8H(HA) 250 £ MESH ALO|EQ| L ET} LIZEL|CE
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

o L E QIE{I|O|AE H|ARLICE.
A H|EILICE. StorageGRID 2| XA S XTI,

o

=
DE LEJ AR QD MEHSE ALO|EL| L ETJF HA O E|M AFEE|X| @t= <2 * Provisioning Passphrase
* HEJh gdetE Lt
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @

........
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistancy to prevent object
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

~
ox

DE AEFLICH AIZE FH|7L £I2108 * OK * 2 MeBiLICH

M 22(= 70| ‘HHE uf HIAIX|ZF LIEFELICE O] Z2EMA= AHE SX|E 2|5 29| R 40 w2} ChA
AlZtol 28 &+ AL,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

M 22[E F90| HEEH 6THA|(MB| A oiF| ZL|E{Z)7F LEEFELICE
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Decommission Site

Select Site View Details Revise ILM Remove ILM Resolve Naode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

i
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Decommission Site Progress

Decommission Nodes in Site

Data Movement from Raleigh
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Node Progress

€ Depanding on the number of objects stored, Storage Modes might take significantly longer to decommission. Extra time is

needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform anather
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Search Q

Name ¥ Type IT Progress 1l Stage 1

RAL-51-101-198 Storage Node [
RAL-52-101-197 Storage Node [

RAL-53-101-188 Storage Node

rr

HZEl AMOIE MH|A BfiH|e| THES ZLIE St
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Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
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° Cassandra * =7 tHA| &, StorageGRIDE #AS| J2|E0]| ot U= Cassandra 2HAEHE SHELICEH
J2|=0f ot A= 2E2|X]| LE =0 2t 0]2{3F 570l HE 00| 2 = ASLIC.
Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra In Progress = &

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,

depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending
° EC T2 H|gds} 3 ARE|X| Z AH| * HAM THS ILMO| tHZ E LTt
* AMO|EO| HxE 2= A 2EY Z=E2 HggsHE LD
* AMO|EE HZote ZE AE2|X| 0] AfH|ELICE
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AHE3stEE MAELICH
o DX =, * 1 HA * THAOM AFOIE Sl dlE =0 Chet LIMX] X = J2[E9| LIHX| £20M
M| AE Lt
Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Preofiles & Delete Storage Pools Completed

Remove Configurations

StorageGRID is remaving the site and node configurations from the rest of the grid

M| A Bl{A| =AE7E b2 E|H AH|A SHR| AFO|E H|O|X|0f| 85
HEA|E[X] 45Tt

HIA|X|7F EA|E| D

In Progress 2, &

Mz MOIEI T O &t



Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 4.79 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
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