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o 2 3 4 5 6

Select Site View Details Reviza ILM Remove ILM Resolve Node Monitor
Paolicy References Caonflicts Decommission

When you decaommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
ar a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Raleigh 3.93 MB
Sunnyvale 3.97 MB
Vancouver 3.90 MB Mo. This site contains the primary Admin Node.
3. Used Storage Capacity * 2| 22 211 2} Al0O|EQ| QEH|E H|0|E{0f 34X A Ol AEE|X| B82S

stolgtL|ct,

MEE AERX| 82 FEKIYULILE =71 EE0I0 FL AEE AE2|X| 80| AIO|E0 L3l OtX[Bfe =
2T LIt

ZEl AMO|E MH|A B{H|Q| HL O] 2L2 O] AO|EE 2HHSHA| MH|A SRSt M CHE AIO|EZ
SO7LE ILME Sl é.*HI‘HOF St= QEHE E1|0|E19| 4= LIEFHLICE.
A
=

O 37l AFOIE MH|A BHK[2] L Of 2t O] AIO|EE MH|A ofiIE w] A|ARC| GO AEE|X|0f

- o
J

- o
SUAAE > gl I 92 LrerIT,

- — o=

@ LM HHS E
AO|EOf Al

4. [MH|A SliH| 7tsd] * BO| O|RE HESIH HAH AHE SHE £ A= AIO|EE goletct.

HATZ

off h ALO|EQ| 2422 Eogh 4= QUTHH A G0 Q] SAHZ0| LIHX|
ZXstiof LICt.

() MolEE euiz 2 gt ol97t = JHK olyel 29 74 F23% 0197 EAELIC



ME BX| 7tset o7 29 CHE B

s O] AtO|EQ| MH|AE sfiH|E 4 2 0|sFLCt oS Bl
= zol mA/(@D) oLt = =
M H .
OtL|R O] AFO|EO)= 7|2 22 7|2 #E|kt =EJF ZotE AO|EQ| giF. O BAIE £¥E £ gl&LICE
L EJF ZotE0] AELICH MH|A 8| = E7+s gL
OlL|R O] AlO|EOf= StLt O[&ke]  Opzto|E L EJt TEHE AOIEE Q3. O] HXtE $HE & i&LICH
ol7to|E= L E7} QUELICH. MH| A Sixg 4= gi&LICh
OlL|R O] AO|EQ| BE L EQ| AIO|EQ| BE L EJF HZAE|0] AX| HEHO| B2l AO|E MH|A XIS
20| FOIHELICE NetApp rOH HZE ALO|E MH|A SHRIE 4 3PE1'1‘ NetApp A& EEXIof|A
S E CiC} 29J8 AI E_I- [;|. |.o 74 =15
Saphct. . = =

E-dotsfiof LICt.

* B2 % AO|EE H 4
UEE 2efol =8
QEZIRICE HetstK|
OHYAI2. HIOJEL7} £ AFLIC,

o] ool A= )\}0|E7} 371! StorageGRID A|AEIS Ho| FLICH =4 &0l EAI(@) Raleigh % Sunnyvale
AIO|EQ| Z2 0[2{Tt AfO|EQ| MHIAE S{ME 4~ USS LIEFHLICH O2{Lt 7|2 22| L =7 ZSte|of
ooz ‘?_H—:rt"l MO|EES sliX|E 4 gl&LICt

1. MH|A SiH|7} 7ot 3R AO|EQ| 202 HES MEBLICE
Lt * HEO| Z-detELL,

2. Chg * 2 MeystL|ct,

[}

2CHA|(MIE HE 27()7t LIEFEL| T,

25 & SE 27|

HHIS B AOIE DAl 2672 i a)0IM Aol=0l Eie wC B e
AER|X| EOIA ALSE B7te| 22 folstn 12|29 CHE AfO|E
T7te| &2 WIkE 4 UBLICH

AlZtst7| o
AO|EE BliX|ot7| Fof| ALO|E0f| U= JHA| BIO[E{2| &S AHESHOF LT,
* HZE AOIE I | HYS +dH= 2 ILMS YOIO|ESHY| 0] #xi AFO|E0] R E HA| SlolE Q] &=
=
o

O[3H3HOF BfL|CE AFOIE % ﬂf ClOlE H= @Al W2t MZR ILM 7#AlS M350 H|0|E{E CHE AIO|EZ
O|Sot7Lt AIO|EOM 2LEHE HIO|E & AHE = ASLIC.

* Jtstt 22 MH|A SHH| BAHE AZESHY| Hof 2Rt AR2|X| L= 2E S >R

—



* HZO| B MOIEE ALE SX|ot= R AO|EE A o 7HH| H[O|E | FFPH 2 HAAT 4 giA| El=
o ofssiiof $LIC

0| 27 ALO|EE A8 EXI3H 2L ILME JHH| Hl0|E|S 0|53t
AfO|E0]| ot 1= Hlo|E{= 25 AMEIL|TE SHR|2 LM HMES Sof T

O Gow 4 2z 22 ouss Holel BAES Loix] AtOI=0 oizis
"AO[E AL X,

Lt AMRIEE 4 giBLC
el AFO|E 9 AAIEI:IE.I
ZREILICE S HESHIAL

A
1. 2EHA|(MI R R =)0l M HMAHBIE = ALO|EQt 2 E Z0E HESLICE

Decommission Site

4:' ;
o —o 3 4 5 6
Select Site View Details Revisa ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Select Site View Details Revize ILM

Raleigh Details

Number of Nodes: 3

Policy

Used Space: 3.93 MB

Node Name

RAL-51-101-198
RAL-52-101-157
RAL-53-101-198

Details for Other Sites

Node Type

Storage Node
Storage Node
Storage Node

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name
Sunnyvale
Vancouver

Total

Free Space @
47538 GB
47538 GB
950.76 GB
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Free Space: 47538 GB
Site Capacity: 47538 GB

Connnection State Details
1.30 MB used space
1.30 MB used space
1.34 MB used space

Used Space @ Site Capacity &
397 MB 47538 GB
390 MB 47538 GB
7.87T MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950,77 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47533 GB 3.90 MB 47538 GB
Total 950.76 GB 1.87 MB 950.77 GB
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Decommission Site

O—0 0

5 ) 6

Select Site View Details Revisa ILM Remaove ILM Resolve Maonitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid ~

The following nodes have a Connection State of Unknown (blue) or Administratively Down (gray}. You must bring thesze
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
mainienance instructions.

Node Name Connection State Site Type
’ =]
DC1-83-95-193 05 Administratively Down Data Center 1 Storage Node
1 node in the selected site belongs to an HA group v

Passphrase

Provisioning Passphraze €

S XM "= EA =F0| ERE R 7l XE RAMHf 2oStHAL.
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Decommission Site
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Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the sits you are removing must be disconnacted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.
All grid nodes are connected
1 node in the selected site belongs to an HA group

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entire HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administering StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase
Provisioning Passphrass @
Previous
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistancy to prevent object
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

~
ox

DE AEFLICH AIZE FH|7L £I2108 * OK * 2 MeBiLICH

M 22(= 70| ‘HHE uf HIAIX|ZF LIEFELICE O] Z2EMA= AHE SX|E 2|5 29| R 40 w2} ChA
AlZtol 28 &+ AL,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

M 22[E F90| HEEH 6THA|(MB| A oiF| ZL|E{Z)7F LEEFELICE

() w17t 2= G7tx * Previous * (OIF *) HEO| B2 gstelLct
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Decommission Site

Select Site View Details Revise ILM Remove ILM Resolve Naode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

i
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Decommission Site Progress

Decommission Nodes in Site

Data Movement from Raleigh
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Node Progress

€ Depanding on the number of objects stored, Storage Modes might take significantly longer to decommission. Extra time is

needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform anather
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Search Q

Name ¥ Type IT Progress 1l Stage 1

RAL-51-101-198 Storage Node [
RAL-52-101-197 Storage Node [

RAL-53-101-188 Storage Node

rr

HZEl AMOIE MH|A BfiH|e| THES ZLIE St

Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data
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Decommission Site Progress

Decommission Nodes in Site

Repair Cassandra

'|'c'>'|'|__| |:_|._

Completed

e,
In Progress = £

E

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or more,

depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending
° EC T2 H|gds} 3 ARE|X| Z AH| * HAM THS ILMO| tHZ E LTt
* MO|ES HZot BE AW 2 Z2T0| H[Z-getEL )
* AMO|EE HZote ZE AE2|X| 0] AfH|ELICE
@ DE AEZ|X| =& AEZ|X| E(StorageGRID 11.6 0|3H)2 ZE AIO|E AIO|EE
AHE3stEE MAELICH
o DX =, * 71 HA * THAOM AFOIE Sl diE =0 Chet LIMX] & X = J2[E9| LIHX| £20M
M| 7AE LIt
Decommission Site Progress
Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Preofiles & Delete Storage Pools Completed

Remove Configurations

StorageGRID is remaving the site and node configurations from the rest of the grid
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Decommission Site

o 2 3 4 5 6

Select Site View Details Revize ILM Remove [LM Reszolve Node Monitor
Palicy References Caonflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodas at the site and the site itsalf are parmanantly removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not he able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 4.79 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
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