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Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 b 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 3 9 Yes 50%
4+1 5 3 15 Yes 25%
6+1 7 3 21 Yes 17%
7+5 3 5 15 Yes T1%
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"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}



Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -
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2. =o|Qlo] gASHE mintx| 15-208 T 7|CHEL|C).

3 OpenSearch Service
sgdemo ..

General information

sgdemo @ Acthve OpensSearch 1.7 |latest|

o ARN [ th 1
[} Lot ] i 1 ]

3. OpenSearch Dashboards URL 2 22/5t0] Af B{oflA QIS S0 CHA|EZE0f| AN ATILICEH HMA HE
QF7HEHSHH Tl CHA|EE0]| HMAL = YT MMA MM 22 P FAT HAFEH 32 IPE SHEEA

HEE[0] JA=X] 2l Ct.

4. THAIEE A% H[O|X[of| A ZI7Y EHM S MERBHLICH HlFOlM 22| - JHE =7 2 Ol SELICtH

S. JHe =71 — 2&0{|M StorageGRID 7HA| HIEHH|O|EHE M&ESH| 28 QHAE AF2StH= 'Put <index>'E
UHBILICE CHS o[0f[A = QIHIA 0|5 'gmetadata’E AFEELICE X2 424d 7|S E Z2I5t0 PUT B™E2

AHBILICE CHS OIM| A3 215k 20| 2EF T o Z2at7F EAIELIC

>y OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

. L \ 1+ [
1 PUT sgmetadata B DN {
2 "acknowledged” : true,
3 "shards_acknowledged" :
4 "index" : "sgmetadata”

e i)
Lrue,

6. A010] sgdomain > Indices Ot2H2| Amazon OpenSearch UIOA] EA|Z[=X| 2HQlstL|Ct,
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& Succesfuily updated & sorvics softwors version K02 11 103-P6

o Sat 0 B
sgdemo
General information
™ - - —
o [~ 1 i e
¥ sbibecaiis 5
Blisss il
| fineea
¥ | EOETeCe—TTIT
]
Chutbin coiPigun stbon Chustor hastih [T Ato-Tura Lo Tagt Coewmed s - NeAifcHbng
—

Indices (7]

x : : (2

a 1 o

Ity - Sipw [Lyin] v Qe $etal » Sagmirg by Fimlct mmappizngs

1 508 g 19 I M A e
il o 102 08 0

ZajZ MH|A 0= E JA
= A DO el —_ o

> HEA| 0|2 of| AWS-OpenSearch

° OflR| A3 214

282 URI 2E=9| o ZXto| 2EHA| ofzfjofl ASLICY.

° URN EE2| 0| EXt 2EA|0| M ATt ARN ZH21S ARNS| E0f| &7}5H= /<index>/_doc'E F7}¢tCt.

—

O| o|olA URNS 'arn:aws:es:us-east-1:211234567890:domain/sgdemo/sgmedata/_doc’7} &lL|C}.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Amazon OpenSearch sgdomainOﬂ HM|ASHH Ol RHAOZ Access Key% MEHSE CHZ Amazon S3 2 M[A
712t 2= 7|E YLt OHS H|O|X| 2 O|SotHE A% & S=IetLC}

= -dHd-g =

46



Create endpoint

@ Enterdetalts — Select authentication type @ Verify server

e’

Optional "  Optional

Authentication type @

Select the method used to authenticate connections to the endpoint.

Access Key N
Access key ID @

AK) | O
Secret access key @

Previous Continue

4. BHE golotHH 2 M CAUEM A Y EF HAE 9 BHS7| £ MEistL|Ct 20l0] 435 Ch3
D FARSE AI=EEQIE o} HO| HA|ELICE, 2Hlo] ATisHH Z=Z 0| URNO| "/<index>/_doc"7t Z&t=|0]
AT AWS MM A 7|9 HI 7|7t SHHEX| 2HQIRfL|Ct.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for sach platform service you plan to use

1 endpoint Create endpoint
Display name s Last error a Type 2 upe@ = URN @ &
L e e
A5 hittps://search-sgdemo- - armawsesus-east-
Search 3 2
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

2.I3|0|A Elasticsearch?l S8 AH|AE HAHBIL|C}

-

2.13|0|A Elasticsearch A%

O| Xt= HAE SXOZ0 DockerE AFE5I0] ALL Elasticsearch I Kibanas 24| M&St7| (ot Z4LIC.
Elasticsearch % Kibana AH{7} 0|0| Ql= B2 5EHAZ 0| SgLICY.

M- OoT

1. O} HAHIE MEM AR "Docker A K| ZX}" DockerE MK[EL|CL 2 AFRELICE "CentOS Docker A X| EXl' &
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https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/

Saigct

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

° M5 & = DockerE AlZfse{H Lt2S Y RLICH

sudo systemctl enable docker

> VM.max_map_count 242 2621442 AH$IC}

sysctl -w vm.max map count=262144

echo 'vm.max map count=262144' >> /etc/sysctl.conf

ror
Rl
N

2. E UEL|Ct "Elasticsearch B2 A|ZF 7H0| =" Elasticsearch X Kibana DockerS M X|st1 AEisty| ¢
2| MMUL|CE o] of|of|A= T 8.12 MX|HESLIC.

—

lasticsearchOl| A 2t= ALKt 0|E/@t= 9 EZES Oz £ 5t0 Kibana Ul ¥ StorageGRID

E
Z olEROIE oI=

©
MK o2t

A
24

mmrn
=
el
S
L
o
=
n
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Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. Kibana Docker ZIH|O|L{ 7t A|ZH=|H URL & 3 'https://0.0.0.0:5601" 7t 2£0{| EA|E/LICL. 0.0.0.02 URLSY

MH 1P =42 HRELIC
4. A8 0|2

5. MZ 21015H= E2
MEdStL|CE.

6. Lz =
oladstL|C}, 0I olofl M= QIElA o|F

Et=ldat o

CHAIE = AlZF T O] X|0f| A &

'gmetadata’E

| X EEA| 0| A ElasticOil 2|8H A Al =l

Y M S MERRILICE im0 22| > HE =7 E

£ o} HO|| M StorageGRID 7HA| HIEIH|O|EE X &5H7| #{3H 0f =~

ot 2 AR Kibana UIK| 2Q1gtL|C

[== N |

E AI23%t= "Put <index>"&
AF2TILICEH 22 A2ZHY J|S E SEl6l PUT HHE 2

AHSLICE CHS of[d| 23214k ZHo] QLER mi2of| of| & Z2at7F EA|ELICE

) elastic

Console

= . Dev Tools

Search Profiler

Console Grok Debugger

History Settings Help

1 PUT sgmetadata

Painless Lab se1a

[ BN 1~ {
2 "acknowledged” : true,
3 "shards_acknowledged” : true,
4 “index” "sgmetadata”

° Uri:'https://<elasticsearch-server-ip or hostname>:9200'Q!L|C}

° urn:'urn:<something>:es:::<some-unique-text>/<index-name>/_doc' ®7|A| index-name2 Kibana

=S50 M ALESH O| S )ILICE. Ofl: 'urn:local:es::
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Create endpoint
o Enter details

Enter endpoint details
Enter the endpoint's display name, URI, and URN.

Display name @

elasticsearch
URI @

Attps: /L0 ——— ()
URN @

urn:local:es::sgmd/sgmetadata/_doc

Z QHOE J|= HTTP & MEs
olzqistH

A o =Z;zs

£ S 2B

Authentication type @

= MENSIT Elasticsearch AX| T2 M AO|A MMEl ALK} 0|2 'elastic’ Tt Y52
2BfL|Ct CHS H|O|X| 2 O| Sste{H A|

Select the method used to authenticate connections to the endpoint.

Basic HTTP
Username @
elastic

Password @

AssssamRREERRRE
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Platform services endpoints

A platiorm services endpoint stores the wnformation StorageGRID needs to use an extornal resource as a target for 2 plathorm service (CloudMiror replicatean, notitications, or search integration. You must
configure an encpoint for cach platform senvice youplon to use,
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<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>
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GET

sgmetadata/ search

"query": {
"match all": { }
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{
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Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

[R I —

ol o e B
=2

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

Site: LONDON

LONDON-ADM1 Grid IP
LONDON-51 Grid IP
LONDON-52 Grid IP
LONDON-53 Grid IP
Fress Enter to cuntinuel

10.45.74.,14/2¢6
10.45.74.16/26
10.45.74.17/26
10.45.74.18/26

e
I
I
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. o] EHA0M * stage * & MEASHOF SL|CE.

Validating new networking configuration... PASSED.
{Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDON-52
LONDON-53

The following nodes will also reguire restarting:
LONDON-ADM1
LONDCOH-51
LONDCON-52
LONDCON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time
[apply/stage/cancel]> stagel

e 9| HEF0| 7|2 HE| ==t ZHE[N U= BR *'a'S YHSIH 2F 22| LEE S22 CHA| AR ot~
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EP 10.45.74.14 - PuTTY

Validating new networking configuration... P
Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid '1e..wort1r1q description file... PASSED.
Running provisioning...
Updating nectwork configuration on LONDON-51...
Updating network configuration on LOMDOM-52...
Updating nectwork configuration on LONDON-53...
Updating network configuration on LONDOM-RDML.
Finished staging network changes. You must mnaauy restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles...

R R

B R R

ol IMPORTANT

configuration change. Select Maintenance > Recovery Package
* in the Grid Manager to download it.

"
* A new zecovery package has been generzated as & result of the *
"
"

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. O|™ O 2 S0t7}12 change-IP UE{H|O|AG|A LE7I2H Enter 7|1 S&LICt.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immesdiately, '"abort' to restart manually.
Encer a to abort, ¢ to continue [a/cl> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter TtO reTturn to the previous m.em:..

3. Grid ManagerOil M M| &5 I{7|X| £ CHRZESL|CE * O2|= #2|Xt* > * {X| 22| * > * 55 TjI|X| *
4. StorageGRID 0{Z2t0|A A0 A VLAN $HZ0| ot ZR MMS HESHYAIR 0{Z20[HA VLAN H

5. AO|EQ| B E L& SI/HEE= O{E2I0|HAS ZE5I, Rt AR C|AT E20|H0| 2|0]£2 Z0|7Lt
HM7st1, s oAk, &S, O] STLICt.

6. 22Xt HERZ IP W/EE S20|HE VLAN U IP FAE HASHH = 22 Mulx| = HE =Y
olAL|C}
M- .

o

ABHEE A
gt

O{Z2t0[AHA VLAN HE

Of2ff ZXI0f| M= StorageGRID 0{Z20|1A Q| 2t2|X} EE= S20|E HIERZ0| fZH2 = HMASIH #H2
HAS L8list= 2402 7ML L}

e

1. HEg 87| Hoj
'HES QRES BER SYAQ

2. HEIRXE AE3I0 £ AI26}0] StorageGRID 0{Z20[1A Mx| ZZ 24 GUIO| BAM|AEHL|CH
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https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html
https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html

https://<admin-or-client-network-ip>:8443. {Z2}0[AAT} RX|E4 REZ REIE S A J2|= |P7} 0|0
ooz O2|E IPE AEE 4 glELIDt.

3. 12|E HE®{32| VLANS HZTL|CL. Eaf0| E HESQIZE Sl O{SE0|AHAN| dMASH=E B XF2
S20|AUE VLANS HEY £ gl 0| g = JUSLICH
4. 0{E2t0|AH AN SSHE HZ ST 'shutdoown -h now'E A2t EE Z=8fLC}

5. O{Z2I0[AATL M AIO|EO||M EH|=|H E AL SI0] StorageGRID H{E210|A HX| TE2 GUIO|
MM ASL|CE hitps:/<grid-network-ip>:8443. GUIO|A| ping/nmap &2 ARSI AEE|X|7} 2[H | AE{0| 11
C}2 J2|= L oo thet WEY 3 HZAQIX| etolstL|c}.

6. 22I0|HE LHIE T IPE HASI = Z2 0 HHA0|M 220U E VLANS HEY 5= JASLICLH S2H0|UE
HE# A= o|= HA0IM change-IP =& AHE5I0] 22t0|UE HESX S IPE YHI0|ES Wi7tX] EH|E[X]
AAL|CE

[Fo =]

7. RX|E4 REE ZZ2LICE StorageGRID HE2I0|HA MX| T2 MO * Dg *>* HESEH MEE * 2
MEHSHECLHS * StorageGRID * OF KEHE| * 2 MEHSH|C}.

8. D= LEJH7bEE T 12| EOﬂ HE X7t HEAIEX] 2™ R0 [m2f change-IPE AHESH0 O{S2t0[AA
2| HESZ2t 2E10|YE HIE/IZE M0 E-LILL.

QHEHMEE 7|8t AE2|X|E ONTAP S30{|A| StorageGRIDZ
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ONTAP S30|A| StorageGRIDZ QEHE J|dt AEZ|X|E &dstA| 010|12)[0|M5}H0]
A 20| =g S3E X[/ EtL|Ct

ONTAP S30{| A StorageGRIDE QENE 7|Ht AEZ|X|Z fI&ts}A| 0to|a2j|o|M3s}od
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Ol HI2 = AFEX} 2 HZI2 ONTAP S30|A| StorageGRIDZ O10| 13|0|M38t= Of| AFZEILICE
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= [l ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

@-,

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage Vis

Tiers

"S3 Zdet Bl "TLS HLE" IS MEotL HTTP(S) ZES TIRILIL IP, MEH OFAIE Folsta
AO|EQIO] %! EEEIHAE EO|QIS FOBSHIA(7|2 = EH).

65



Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

(%) SMB/CIFS, NFS, S3 SCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

|:[ Use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01
IP ADDRESS SUBNET MASK GATEWAY

192.168.0.200 24|

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

SVME Mgt ] ArEX7t MG EL|CE O] Ar8Xte| 83 7|8 L2= =5t %

Add optional gateway

BROADCAST DOMAIN AND PORT

Default

&Lt

14

N




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

SVMO| MM E|H SVM

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




DNS O|E & IPE FogLICtL

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

SVM S3 ALEXHE MLt

O 83 AtEXL &l OFE 7Y + UASLICH S3 HHS HEUFLIC
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Protocols

NFS

Not configured

NVMe

Not configured

M AMEXLE F7HELIC

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

AFEX} O|Ext 7| Btz IS YLt

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT
Enabled

root

sm_s3_user 34EH21411SMW1YOV3NQY

M AFEXHe| 83 7|1E CH22 =L

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

= M 35S FIHedLCt

SVM S3 X OF Hof|A 2(0|A MMt AL2X} 5! FullAccess HH0|
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

SVM S3 IS MAMstL|Ct

Bucket M2 =2 0|F5}0] "+Add" HES 2

72
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas

Storage VMs




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

"7H SN MO A B ZAe Solats Meeln THE BAE S2iEhich
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

O] IRAAS YHESHD T 22|12 ALSSHR| 94T & iy
"ListBucket M2 ALS.." Bfolzte] ME#S 3|25t

N
>
0zl
T3
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

More options

2tItd AlM| 2, OF2 22t

ONTAP S30{|A| StorageGRIDZ QEHE 7|dt AEE|X|E 2stA| 0t0|28|0]M38H0
AE{Z2t0| =gz SIE XA BL|Ct

ONTAP S30{| A StorageGRIDEZ QEHME 7|8t AEZ|X|Z &8} 0to| 12|0|M38}0d
AE{Z2t0| =g S3IE K| etL|Ct

StorageGRID ZH| &

Ol Hi=ol #E= ALoIH EIHE, ALEAt, 22t 38, 38 M Sl HIlS YgEL.
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES

t account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the

TENANTS

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

T o—
&L EE”E MH|AE MEHSIAHLE S3 MBS 5 &35tX| @0t ElLICt. J5t

Metst 2 QgLICh 2E 4SS Myotn 0 £hEg 22YptLC

EIHE 0|52 HBohs B0 i3t Mg =S 92isin S2f0|9lE RO SIS Mefste Tyzo| Laotx|
=

HUE M5 HEE 2e{dH EHE o
HES 2Lt J2HHHE

£2 223Lct * LIS0| I E D7} BRIIDE 0|5 SASIIAIR. *. 279
TE Z7010| LIEFLtL|C} LISOf| AFR2E £ Q=2 URLE NAHSHL|CE.

Tenants

n for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the

Name @ 32 Logical spaceused @ % Quota utilization @ % Quota @ 32 Objectcount @ 2 Sign in/Copy URL @

"""':‘| demg 0 bytes 0 -] [E]
1
J2{H HHE XY =910] LIEFEL|CH LIS AFEE 4= ATE URLS MESHL Xt Xt 582

Lt
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C A No
Q LabStatus @ Pow

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeeees|

Sign in

MEXIE HdELIct

AMEXL O = 0| S50 M AFEXIE H-detLCt,

N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) ~ U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 1user m

ACCESS MANAGEMENT A

Groups
Users
Username FullName 3% Denied 3% Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

ORI M ArEXZL HEE|AJL B2 AEX} O] 5 2EI5IH ALEAL MR HEE ELCH

LIS AtES URLO|IM AHEX} IDE SAFRILICE
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ARPS:

192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-a445-3b4465¢cb523¢

L] clusteri-mgmt @ cluster2-mgmt @ Blue XP

)
endpoints
EMENT A

Demo S3 User

Overview
Full name: @
Username: @
User type: @
Denied access: @
Access mode: @

Group membership: @

Password Access L\.-’

Change password

Change this user's password.

S3 7|15 ddsteAH ALKt 0|52 2IFLIC

= N NetApp | StorageGRID Tenant Manager

Demo S3 User
demo_s3_user
Local

Yes

No Groups

None

Access keys

,

4

Groups

DASHBOARD

STORAGE (S3) i~
My access keys

Buckets

Platform services endpoints
ACCESS MANAGEMENT A
Groups

Users

Identity federation

Users

View local and federated users. Edit properties and group membership of local users.

2 users

FullName %

Username &

Root

N D user Demo S$3 User

" A 7| BhS MEstD 7| BHET|" HES S2ABtUCt B2 AlZHS

Sk A
HME 4 gloo

80
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t.

Denied %

LIt g0l

Type =

Local

Local

n

FS|H CEA|
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1XSMIOS091E86TR @q

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

o}, Download .csv Finish

Hot aFS thsL Tt

O[H| 2& HO|X|2 0|5t M 2 &S 2hHELICE
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Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

[
H
r
rot
o
no
N
gl
00
|0
Hu
nx

HefLICh S3 ALE #et0] Ot HIHE Ul AFE et LTt

—
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

s3 Bete 18 FMIAM BH)S 5o X0fELICL 1E BB ST HOI2 MBSt 4Xiof json TS £
SALICH 0] MM Sof 0] JZ| ALSRH= HIHUES] B2 LIZokT B0 "bucket'0|2Hs 0|S2| S3 3¢ i
"bucket"0|2H= 0|2| 17| BE 238 + st

4

/\
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

OX[2 L 2 AFEALE &0 =715t 2t= Lt

84



Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username $ FullName £ Denied $
demo_s3_user Demo S3 User v
Previous Create group

2l 270 E 2HELICH

iy
Ju

Bucket {2 0|S5t11 Create Bucket(HZ! MM)HES grL|Ck.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (53) A B u C kets
My access keys.
Create buckets and manage bucket settings,
Buckets

Platform services endpoints 0 buckets Create [jycket

ACCESS MANAGEMENT A
tal 53 Console [}

Groups

Users

Name 2 Region % ObjectCount @ SpaceUsed @ 3 DateCreated 4
Identity federation

No buckets found

Create bucket
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Create bucket

. Manage object settings
o Enter details @ P L

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

Cancel

Of X Hu HZI0I M HT 22[S Edstetirt.

Create bucket

@ Enter details a hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create ~_am:l«et

O[M| 7 ZE|E AFESHA| g1 & I H2lS ZELIC.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1

Create bucket

@ Enter details a N‘l‘a.\lnag‘e object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

’hc reate bucket

2ot AlM|2, OF2 22t
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ONTAP S30|A| StorageGRIDZ QEHE J|dt AEZ|X|E &stA| 010|22)[0|M5}H0]
SlE{ 0| =2 §32 X|2SHL|C}

ONTAP S30{|A StorageGRIDZ QEHE J|Ht AEZ|X|E 21&s}tA| 0t0] 12{|0| M8}
AIEZ 20| =2 S3IE X[ HerL|Ct

A4 ONTAP HZ10] 27 QERE S HiX|St= X StCt. Of G| 20{M= S3BrowserS AFEE 0f & 0| X| 2 Hotot =

AMEZ o= UASFLICE

M

20| A MM ONTAP AF2 X} S3 7|2 AFR3810 S3BrowserE ONTAP A|AEIY| HASIEE JAEHL|C
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

[ S3 Compatible Storage -
Choose the storage you want to work with. Default is Amazon S3 Storage

REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGESY7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

< Addndjsccount | (@ Cancel

4 advanced settings..

-

O[H| 28 M= KT 2|7t Zdstel Ml == 4= JASLCE



S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE i
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
‘;1 ontap-dummy Name Size a Type Last Modified Storage Class
- _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
_; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[F]putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

R

N

ﬁ' Upload ~ Download Delete @ New Folder l %,Rehesh
5]

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

OH| HHZl0] R 7HX| QEME KIS BHS0| HRYELIC

Q‘::EVC‘ZE!‘ 0 - rre ersion (for non-commercial use on - bucket (onginal and post-migration @ ' i g
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 2 Refresh Path:
{:J ontap-dummy Name Size - Type Last Modified Storage Class
] bucket El clusterl_dem_. 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
El clusteri_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
E clusteri_svm.. 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
[# putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

Confirm File Delete

N\ N N ; ;
% Upload ~ & Download % Delete C@ New Folde 0 Are you sure to delete "putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
|f z | o
Task Size %  Progress Status — s

HZ0f| 0|0 A= THEE Y2 ESHH THY AHHE SASED A TS 2HELICH



fo‘E‘.r‘: 6.7 - Free Version (for non-comn

- - 9% A
53 Open X
1 & > ThisPC > Downloads v Search Downloads p
. Storage Class
Organize v New folder v [H 0
» W STANDARD
‘ Downloads # » Name Date modified Type Size N STANDARD
* M . 2 > £AT 058 ¥ W STANDARD
Documents [ 9141P1_q_image.tgz 3/2 TGZ File 2,641,058 KB
& Pi = . W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt 3 Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 3 411:03PM  Text Document 1KB
& This PC d =T S m
- . || cluster1_svm_demo_s3_details.bct 3/23/202411:01PM  Text Document 1KB
) 3D Objects ; .
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
Cloud Storage o 3 T ~ T i
- 9 [ hotfix-install-11.6.0.14 3 411:55AM  14File 7,506 KB
[ Desktop 7P putty Shortcut 2K8
['3] Documents Ju s3browser-11-6-7.exe Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
NV
File name: | hfs.exe VI
==
W vl s 7
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
L HO o= H.”Ol H—lIQEAOI¢ | I.
SBBrowseroﬂ)\‘l._ =1 OHE THA| 2 I_-IEE_I_MlzlL'I:-
[ 3 Browser 11.6.7 - Free Version (for ial use only) - d p g = » i - a >4
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket o Add external bucket %2 Refresh ws/s/BTYR
] ontap-dummy Name Size Type LastModified Storage Class
£ bucket [ clusterl_dem.__ 157bytes TextDocument  3/23/202411:2325PM STANDARD
[ clusteri_svm... 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[~ clusterl_svm_. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[ hfs.exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:2326 PM  STANDARD
éum.d - Download Delete ENmFuldel gﬁamem S s (11,85 M8) i O fokiars
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[7) cluster1_demo_s3_user_s3_userxt
revision #: 1 (current) 3/23/2024 11:2325 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQIMDAWL.
[ cluster1_svm_demo_s3_details (1) bt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71eefb504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
(] cluster1_svm_demo_s3_details.txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856/480a587af3%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NZIOMDAWL.
[hfs.exe
revision # 2 (current) 3/23/2024 11:23:36 PM 9e8557¢98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAw.
revision # 1 & 3/23/2024 11:23:25 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLn.
[Eputty.exe -
revision # 2 (deleted) 3/23/2024 11:2331PM Unknown (Unknown) NjMzMDAWMC52
revision #: 1 3/23/2024 112325 PM 54¢b91395cdaad9d47882533¢21fc0e9 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[@s3browser-11-6-7.exe
revision #: 1 (current) 3/23/2024 11:23:26 PM 2e36b9705f4782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu...

SH 2AE d™gct
ONTAPO||A| StorageGRIDZ H|0|E{ H&S A|&FgtL|Ct,

ONTAP A|AE 2| XM "ES/JHR"ZE O|S8tL|Ct Of2 2 AT ESI0] "SI E K| HEA"E %t [}
HES Z2l6t1 "StorageGRID"S MEfBIL|Ct,

gjo

u$7l_n
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= “ ONTAP System Manager Search actions, objects, and pages Q Q

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

0|&, URL AEIYE H|33t0] StorageGRID BEE U=TILICHO| CIZ20| A= Path-styl URL AHE). ZiK| K& A
HRAE "AERX| VM'E HFSLICL

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster () storage vM

useey @@

O SnapMirror (©) ONTAP $3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80




=X gt SSL

ACCESS KEY

JCT7L1IX5MIOS5091E86TR

SECRET KEY

C L T e YT

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

O|X| CHe CH&fO] YLD 2 ol Chet FX g4 =+ JAFLILE "2E
MEdStL|CE.

= Pl ONTAP System Manager Search actions, objects, and pages
Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS

STORAGE

NETWORK

EVENTS & JOBS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

verviey ~ Local policy settings @

Relationships

HOSTS

Protection policies Snapshot policies =2 Schedules
CLUSTER
Applicable when this cluster is the destination Applicable when this cluster is the source or wh..
At0, 5,10, 15, 20, 25, 30, 35, 40, 45, 50, and 55 minutes past the

At'S minutes past the hour, every hour 3 Schedules D

AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

No schedules 3 Schedules

No schedules o acherie AL0215 AM, 10:15 AM and 0:15 PM, every day

oM 10,1020 3040, 0 it ot o, evey e

__I_]_ A|I|:-|I %Eu% "1A||7_|'“0‘”A'| ns_*_ng tﬂjc:!-(z“-—l EI_




Policies Pprotection

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

O|H| HZIE SHSI=E SnapMirrorE 7+8g = USLICE

SnapMirror create-source-path sv_demo:/bucket/bucket-destination-path sgws_demo:/objstore-policy
Continuous

E? clusterl-mgmt

O|Ml HZI0| BE= &2l HZl 2&0| 22IRE 7|=E EA[LICL
Buckets

Lifecycle rules  Capacity (available | total)

0 100Gi8 100 Gi8

0 100GiB 100 GiB
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bucket

SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore t (© Healthy (© Mirrored

=X ME ZEYL|ct

O[] ONTAPO{| M StorageGRIDZ =M 2 =H| HZI0| MASLICH JHCHH UX 2 ER|E= A2 FALHR?
oo A0t L2 RE HTO| X[FE HAYLICH O HT T tH 22 SHEL|7I? S3BrowserZ StorageGRID
HZIS EH 7|E HEO| SH|=|X| %D AM|E HH7F ZXHSHX| 20 ol AA|of CHeh AMK| Ot gle AE &

LS — HALT A=

= UAGLICH =HE RLEHE = StorageGRID HZI01| 1742 HERE L& LT

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- 8 x
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | /08 Y 3
“ bucket Name Size Type LastModified Storage Class
sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
clusterl_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
207MB Application 3/24/2024 121353 AM | STANDARD
[s3brdyser-11.. 958MB Application 3/24/2024 121353 AM  STANDARD
Upload ~ | o Download Delete 1] New Folder Refresh
x Sul ;
Tasks(1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ hfs. exe
revision #: 1 (current) 3242024 121353 AM "9e855798ed1269372f0ace91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

ONTAP HZI0f| A O|F0f| AFE% Zint SUS QEHME| M HEE F7I5t0 SX| B EX}.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - and post-mig

-
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add external bucket path [ / | /78703
] ontap-dummy Name Sze Type LastModified Storage Class

& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD

J clusterl_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD

cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD

83405KB Application 3/23/2024 11:2325PM  STANDARD

207MB Application 3/24/2024 121452 AM - STANDARD

[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD

Upload ~ Do Delete [ ] New Folder |, Refresh S
* b5,

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

Key LastModified ETag Size Storage Class Owner Version ld

clusterl_demo_s3_user_s3_user bt

revision # 1 (current) 3/23/2024 11:23.25PM acf4c9543e97ef3678b2bbed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.

| cluster1_svm_demo_s3_details (1)t

revision # 1 (current) 3/23/2024 112325 PM 407753b646abcfef19fde 71eefb5f04 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAwW.

cluster1_svm_demo_s3_details txt

revision # 1 (current) 3/23/2024 11:23:25PM 17d20651856f480a587af3%feccc 10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe

revision|, ;2 3/23/2024 11:23:36 PM 9285579389:5‘269372“03:291(163477 2 07mB STANDARD Unknown (Unknown) NzQ10TE4MDAwW.

revision #: 1 3/23/2024 11:23:25PM 9e8557e98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLN.
[@putty.exe

revision #: 1 (current) 3/23/2024 11:23:25PM 54cb91395cdaad9d47882533¢c21fc0ed 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[¥s3browser-11-6-7.exe

revision #: 1 (current) 3/23/2024 11:23:26 PM ‘ae36fb9705f4782962d6937¢5df0820-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDELu.

StorageGRID £HZ EH, 0| H3l0||= Aj HHEO| MM E[AX|TH SnapMirror £tA| O™ HHO| A 7| HHO|
FEEO Y= AE L+ JASLICE

[ 53 Browser 1167 - Free Version (for non-commercial use only) - Bucket (Migration Temp) = g 7 - o
Accounts Buckets Files Bookmarks Tools UpgradetoPro!  Help
& New bucket & Add external bucket £2 Refresh path: [ / | w0
] bucket Name Size Type LastModified Storage Class
& sg-dummy clusterl_dem.. 157bytes TextDocument  3/24/2024 121353AM STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[ puty.exe 83405KB Application 3/24/2024 121428AM  STANDARD
his.exe 207MB Application 3/24/2024 121456 AM  STANDARD
[#s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Uplosd - | g Downlosd | g Delete ( ] New Folder b Refresh 1fie (20200
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key N LastModified ETag Size Storage Class Owner Version Id
[¥hfs.exe
3/24/2024 121456 AM "9e8557e98ed1269372face XM 207MB tenant_demo (27041610751..  OEMR{Y4NDgIRT.
revision #: 1 3/24/2024 121353 AM "9e3557esaad125937Mac391 tenant_demo (27041610751... | NjUSRDhCNDIRT

0= ONTAP SnapMirror S3 ZZ M| A7} JHA| O FAY HFH P FH|5H7| 2 LT 224A StorageGRID Z0f| HH
H2lS 0HS0| SXX| 2 THSASLICE O A| 51 StorageGRIDOIAM ZHA[S] HTE 7|£2 | X = ASLICL

2t AlH| 2, OF2 S2tel

ONTAP S30{|A| StorageGRIDZ 22X E 7|dt AEZ|X|Z A&SIA| 0t0| 120|860
A Z2to| =2 S3IE X[HeL|Ct

ONTAP S30{|A StorageGRIDZ 2QEHE J|Ht AEZ|X|S 21&s}tA| 0to|12{|0| M8}
AIE{Z2t0| =2 S3IE X[ HerL|Ct

97



§3 7| ofo|azf|ojd gLt

oro| 220 M| AL tHREE2 B2 thy JolM M Xt SHS WHSHA| g1 ALt XHE 32
Oto| 22{|0| MEfLICt. StorageGRID= AHEXIA| S3 7| S 7HHE o= A== APIE HMSELICH

B E 22| Xt UI7t Ol StorageGRID 22| UIG| 23215HH API 2X swagger H|O|X| 7} &IL|CL,

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

ALERTS @ s DaShboard API Documenlgtion

NODES
About
Health @ Available Storage @

TENANTS

o
[ v v Overall st

CONFIGURATION

MAINTENANCE

"accounts" MM & 2HESHT "POST/grid/account-enable-s3-key-import"S MESH S "try it out" H

—
M3 HES S2/shct

accounts Operations on accounts

: SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission 2
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters ‘ Cisical

No parameters

T |

O|A| "accounts" Of2HO{| A Of2H 2 A3 E3I0] "POST/grid/accounts/{id}/users/{user_id}/s3-access-keys"=
o|sgfL|Ct.

Of7| M O|Hof| %5t HIHE D2t AFEXL A/E IDE L BILICEH json AXI0| ONTAP AFEXI| HEQL 7|E
QIdstL|Ct 7|9 BtRE MHASI7L} " "Expires™:123456789"S H|7{stn MHiS S2IgHL|Ct.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
ld * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

“accessKey": "3TVPI142)GE3Y7FV2K(CO",
“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

DE MEXL 7| 7Y R7|E 2=26HH "accounts" "POST/grid/account-disable-s3-key-import"0f| Al 7| 7t 27|
7|s& Hlgdatstiof gL|ct.

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. ™
‘ Parameters Capgel

No parameters
‘ Responses Response content type [ application/json v ]

HIFE 22Xt UIIM AFEXL AIFEE 28 M 717t FItel AE = 5= ASLICH
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s > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD S Expirationtime $

--------------- 86TR None

................ m None

Opx|ef B LT

ONTAPO|| X StorageGRIDZ & SX|5t= H{ZI0] 2| =2tH K{7|M E& = UASLICH. ONTAP S301|A
StorageGRIDZ 0t0|2|0]d38t= Z0i|= HI0[E{E st 5’19H'|°* Lt

ONTAP A|AE! ZH2|X} LY S3 158 HZ5t1 "ReadOnlyAccess"2 MEBtL|Ct O|ZA| StH AF2XIJF 0|4
ONTAP S3 HZlof| MX| 25tA| ElL|Ct.
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Edit group

NAME

demo_s3_group

USERS
demo_s3 user x
POLICIES

ReadOnlyAccess x

O|X| ONTAP 22{AE{0]| A StorageGRID A=ZQIEE Jt2|7| =2 DNSE Aot
gholstn Tt AR AEY 80| HRot AL StorageGRIDO| 28 Z0[Ql 0|F

o ELICH 29 elE
=2
=

= A7t 282
xpst|Ct
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

Z20|AHETL TTLO| Btz E wf77tX| 7|Ct2| 7Lt DNSE E2{AI5H0] M A|ARICZ 2HolsHH ZE Zi0| M2
X =SH=X| HIAES 4= QELICE 7E 2 7|7} OfL|2} StorageGRID C|0|Ef HNAE HAESH= O AFR2EH £7] QA
S3 7|2 HM2|5t1, SnapMirror #A|E X712, ONTAP HIO|E{E H|Hst7 |2k 5tH ElL|CL,

SHItA AlH| 2, OF2 S2tel
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= YU OfZE2[AH[0|M 70| E
Sto rageGRIDQf SHl Cloudera Hadoop S3A 7H4HE
AF2BIAIA| Q@
orat d _ off 2l

Hadoop2 $H=Qt H|0|E| T&tRHS0| ME st 20FILICH HadoopS AFRSHH ZHohst T2 Jaal ma|e(3 =
AHE5t AFE SHAE MUt 24 72 HO[E MEE 24 Ma2|g + JUELICH Hadoop2 HH
el AABICZ A YUY = JULE HAE[UCH, 2 A AR 24 AFREHI AEZX|E i%ZH-IEL

Hadoop 3= Z R0 S3AE AIE%t= O0|f= FAULII?

AlZEO] X|LtH M Ci|OIE{ 2F0| Z7ketol| et IHHI FE HAEGXZ M LS FII0ts SA0| HREXR2
E|RAELCH MYHMO = et HotH 2| AAE REXOZ AL QIZEIE 22|5h= O 02 20| Lt

o|2{et tN|E S Zst7| ¢/ Hadoop S3A 20| E = S3 LEME AER[X|0f gt 1ds /08 MSELICt.
S3AE Ar25t0| Hadoop {IEZRE FEIH QEME AEZXS HO|H MEAZ 28 £ o0, AR
AECXE SEHEQR ¥ Y £+ %lt =olE ARE A 2E2 XS A8 4= JAFLIC Eot AR AESX|S

2eolsto] AFE Aol METH Yo 2|AAE °*“5LT'_ CIOIE ME 27|0] w2t 82 M3 & USLICEH w2ty
Hadoop Y12 EE 22| MA| TCOE E + JUSLIC

StorageGRIDE A5 E S3A AHYUEHE FL-&RLICt

»a 74 94
* StorageGRID S3 AIEZQIE URL, H|I'HE S3 HM|A 7| 9 Hadoop S3A HZE HIAEE 2/t &= 7|YLICE
* Java I§7|X|E HXIst7| Qo S AE Q| ZF SAE| Ci$t Cloudera 22{AH 9 R E E= sudo #HALICEH

20223 42 ¥xY, Cloudera 7

1.7 ¢t Java 11.0.14= StorageGRID 11.5 % 11,62 LHAICZ HAEES
O &LICE O2{Lt Java HEH H

A
Mz 2Xg of Ot =+ ASLICE

2

=
=
L=

Java Ii7|X| & EX[L|Ct

1. £ QIS AR "Cloudera A2 HEZIA" X|2IE|= JDK HHA.

2. ECIRECELCE "Java 11.x I{7| X" O] 2 M|H|= Cloudera 22{AE 29 MMt LX|EL|C} o] IHF|XIE
Se{AEH9| Zt SAE| ZAFELICE 0] of|ofl M= CentOSO| rpm IHF | X| 7 AFREIL|CY.

3. Zt SAEN RFEZ 2918t7{Lt sudo H¥H0| Y= A™S AFEELICH 2 SAENM CHS THAHIE $EEtL|C.

a. oi7|X| 2X|:

$ sudo rpm -Uvh jdk-11.0.14 linux-x64 bin.rpm

b. JavaZl EX|El 9IX|E eletL|Ct of2] HTO| HX|E 3 M= ZX|E WS 7|2z dFeLct

L MEHOIA] 2
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https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/
https://www.oracle.com/java/technologies/downloads/

alternatives —--config java

There are 2 programs which provide 'java'.

Selection Command
+1 /usr/java/jrel.8.0 291-amd64/bin/java
2 /usr/java/jdk-11.0.14/bin/Jjava

Enter to keep the current selection[+], or type selection number:

C. 0| EE 'etc/profile' 20l F7HEHLICH ZRE 99| MEf A= o Yk|cHoF FLCt

export JAVA HOME=/usr/java/jdk-11.0.14

d. ZRIUS M CfS B2

g S ddgLC

source /etc/profile

Cloudera HDFS S3A 3+ A

L

1. Cloudera Manager GUIN|A| 22{AE > HDFSE MEiSt I ConfigurationS MEi gt

=
n

We)S ASLICH
fs.s3a.access.key = <StorageGRIDQ| E|HE S3 UMA F|>

fs.s3a.secretkey = <StorageGRIDQ| E|HE S3 H|Y 7>

FS.s3a.CONNECT [true =& false] (0| &=20| 28l AL J7|2Z2 https)
ION.SSL.ENABLE

D
FS.s3a.endpoint _<StorageGRID S3 HEXIE: port>
FS.s3a.IMPL org.apache.%}&.fs.s3a.s3aFileSystem

104



FS.s3a.path.style.a [TRUE = FALSE](O| &

ccess
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Cluster-wide Advanced HOFS (Service-Wide) O Undo @
Configuration Snippet (Safety View as XML
Valve) for core-site.xml

MName [ fs.s3a.endpoint l E®

©f core_site_safety_valve

Value

sgdemo.netapp.com:10443 l

Description [ StorageGRID 53 load balancer endpoint l

Final

Mame [ fs.53a.access key l BE®

Value [ OM st & AN l

Description [ SG CDP 53 access key l

Final
Mame fs.53a.secret key l BE®
Value [ mapziimmhehitmiihhRetaReeEERNaE O fc I

Description [ SG CDP 53 secret key l

Final
Name fs.s3a.impl l HE®
Value org.apache hadoop fs.53a S3AFileSystem l
Description [ l

Final
Mame [ fs.s3a path.style access l E®
Value [ true l
Description [ l

Final

“luster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml ‘ Save Changes(CTRL+S)

1. HE L8 MF Et=E S2/eLICt HDFS i EAIE0IM 22HE 14 ofo|2S MEHSI THZ HO|X|of| A
Qe MH|A CEAl AR 2 MEISHTHS XIS THAL AJZH S MEfRlL|CY.
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CLOUDZRA . .
M Manager CDP Cluster

N @ HDFS - 1)[B

Stale Configuration: Client
Status  Instances  Configu configuration redeployment

Clusters

needed

Hosts

fjo

StorageGRIDO]| Ci$t S3A HZS HAETIL|C

7|2 9& HAEE sHSLC
Cloudera 22 AE9| SAE & tLI0| 21918t 'Hadoop fs-Is s3a://<bucket-name>/'S YU efL|Ct,

CHS Olloi M= Z2 syle2 7|& HDFS HIAE H3lat HAE 20K EH| AL ELICE.

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:24:37 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties,hadoop-
metrics2.properties

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:24:37 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

Found 1 items

—rW-rw-rw- 1 root root 1679 2022-02-14 16:03 s3a://hdfs-test/test
22/02/15 18:24:38 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

=M 82
AlLIE|2 1

StorageGRIDO]| Ciat HTTPS HZ 2 A3t 1582 A|Zt H|$t = "shake_failure” 257t LM BHL|C}.

HI

* 0| R: * StorageGRID HZZ 2[d Qe =|[AHLE XY =X b= TLS 2= MEFE AHE5H= 0|™ JRE/JDK HH.
* ME F HAIX] ¢
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[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:52:34 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:52:35 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/02/15 19:04:51 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

1ls: doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

Java 71 X|2 SXIELICHAME BESHIAIS.

AlLtE|R 2:

"QE A et Qs olE ZRE ¥2 4 USLICL'EHE 2F HIAIXISH #H StorageGRID| HZBHX|
Sl A |}

A AANH .

* 0|R: * StorageGRID S3 ELQIE M AS M7} Java T2 0| A AZ|E|X| L&L|CE

HE 2R HIAIX:
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[root@hdp6 ~]# hadoop fs -1s s3a://hdfs-test/

22/03/11 20:58:12 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/03/11 20:58:13 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/03/11 21:12:25 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target: Unable to execute HTTP
request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target

Z dhe: * e M ME 7|20l A gt MH QIS A E AHESHY 2l
A —
SLICH = A Q

E= MH QIBZME Java 22| KEA| F7HeL

-DOH

StorageGRID AFEXL X CAE= MH ASME Java L= ME A0 =716t LS HAIE +ASHHAIL.

1. 7|1& 7|2 Java cacerts I} S SHABHL|C}.

cp —ap $JAVA HOME/lib/security/cacerts
$JAVA HOME/lib/security/cacerts.orig

It

2. StorageGRID S3 £H QIBME Java MZ| HEAE T FL|CH

keytool -import -trustcacerts -keystore $JAVA HOME/lib/security/cacerts
-storepass changeit -noprompt -alias sg-1lb -file <StorageGRID CA or
server cert in pem format>
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M eE

HO

1. C|H A8} H Hadoop 21 $F2 =L},
export hadoop_root_logger=hadoop.root.logger=debug, console
2. HHg AMdlistn 23 HA|X|E error.log=2 M RIL|CE

'Hadoop fs-Is s3a://<bucket-name>/&> error.log'

ordizt & _ off ol

ffogm IlngR 50§ StorageGRIDO|| A 83 AN[A S H|AESH

of2 220l

S3cmd = S3 M2 2ot F2 HHE =1 5! S210|HEQJLICE s3cmdE AHESH0] StorageGRIDO||A] S3 AMAE
EHIAESID AAY = JELICE

S3cmdE AX|5t0 AATL|CE

IAE|0|MO|Lt M0l S3cmdE AX(SHHH oM CHR2EESL|CH "EEE S3 22[0[YHE". s3cmd = 22X HE2S
X|st7| et =72 2t StorageGRID =0 0|2 AX|&[0] Q&L|CE.

x7| 78 A

1. s3cmd — 74
2. access_key2t secret_key?t MSSHHAI2. LIHX|= 7|22f2 |XIELICE
3. MIZE XA BEOE HMAE HAESAZELIIN? [YIn:n(HISIEZ HAE 2k
4. BFE NMESAIZELITN? [y/N]yLICH
a. 7140| '/root/.s3cfg Ofl A AELICE.
5. s3cfg0llAl "="7|= CHS 0| host_base % host_bucket ZE7} H|0] QE=Z BHL|CE.
a. host_base=
b. host_bucket=

@ ATHA MM host_base X host_bucket2 X|™dt= S CLIOA -hostE AIE5H JIEXQIES
X He Lot g&LICt of:

host base = 192.168.1.91:8082
host bucket = bucketX.192.168.1.91:8082
s3cmd 1ls s3://bucketX --no-check-certificate
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https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd
https://s3tools.org/s3cmd

7|

M

o

ERY

*

° *

0x

S 3cmd MB S3://s3cmdbucket — host=<endpoint>:<port>— no-check-certificate
C v RE H3l L -

S 3cmd Is — host=<endpoint>:<port> — no-check-certificate
* *RE WA E e S LgeLct *

S 3cmd la—host=<endpoint>:<port>--no-check-certificate
* *EY HIQ QENE & *

's3cmd Is s3://<bucket>--host=<endpoint>:<port>--no-check-certificate'
* * 3] AP

S 3cmd rb s3://s3cmdbucket — host=<endpoint>:<port> — no-check-certificate
P [ P

S 3cmd put <file>S3:/<bucket>--host=<endpoint>:<port>--no-check-certificate
M P I VS K]

's3cmd get s3://<bucket>/<object><file>--host=<endpoint>:<port>--no-check-certificate'
* *HA| AR

S 3cmd del S3://<bucket>/<object>--host=<endpoint>:<port>--no-check-certificate
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715 HAEO AM8E 2FE2 L3t Z2&LIC

« StorageGRID 11.4.0.4

e Vertica 10.1.0
* Vertica . E CentOS 7.x OS7t U= 3702| 7t A|ARI(VM)O| 2B{AHE FMTLICL 0| AE2 7|S HIAE

HE0lH, Vertlca 2& C|O|E{Hf|o[ A ElEV‘HROI Ot LICt.

O Ml === SSH(Secure Shell) 7|2 20| 2 AE L2 & 7tof| 2= 210] SSHE A Y 4= UAELICH

NetApp StorageGRIDO|| Z 3t HEQIL|C}

StorageGRIDOIA 38 AER|X|E ALESt= AHLHO| Eon ZEE MX|stH CHS T4 HEIt U0{0f BL|Ct.

* StorageGRID S3 A=EXOIEQ| P =4 = FQDN(ERSHE EHQI 0|2) % ZTE HSQIL|CH HTTPSE
AH88t= B2 StorageGRID S3 AEZQIEN A E ALEXE X|H Q15 7| #(CA) EE= XNl MEE SSL IBSME
AHEgfL|CE.
* B2l O|Z. 0|2 EXHHOF 5t H|0f QLo L|Ct,
« B30l Tt 47| 2 M| HMAE Solf 7| ID X H[Y HM|A 7|0 BMABHLICE
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S3 2H0| AMATH| 2T Het Hof mAS MMst
1. 'admintools’E A &5t0] Eon Mode Hi|O|E{H|O|A S MM T Vertica = =0 2391
7|2 ArEXH= Vertica 22{AE MAX| S0f| MM El dbadmin®L|LCt.

2. HIAE HET|E A0 'home/dbadmin' L2 E2| Of2Hoj| Tt S PHSLICH It OF2 'sg_auth.conf'?t Z 0
#ot= 2E Aol E 4 ASLICH
3. S3AUCIZRIET} HE HTTP ZLE 80 = HTTPS ZE 4438 AF8%te 4R ZE HS S AU ELICL HTTPSE

AtEdta{H LhS S AEELCt

° "awsenablehttps=1"& MEHSIX| QO™ Zf2 "0"C = MY erL|Ct.

o “"awauth=<S3 access key ID>:<secret access key>'
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/InstallationGuide/EonOnPrem/InstallingEonOnPremiseWithMinio.htm?tocpath=Installing%20Vertica%7CInstalling%20Vertica%20For%20Eon%20Mode%20on-Premises%7C<em>_</em>2

o “"awsendpoint=<StorageGRID S3 endpoint>:<port>'
StorageGRID S3 HIEZQIE HTTPS HZAO| AHEXE X| ™ CA = ApA| MEE SS AUBME AHE5t2{H
B M| A oY Z=et ot 0|ES XIFEL|Ct o] mAU2 7+Vertica L E9o| s QX|0]| Ql0{0f SHH
DE A2Xto]| chst 247| H$to| QLo{OF BHL|C}. StorageGRID S3 A=ZEQIE SSL QIS M7t SIHHCZ
222l CAOf| 2|5 MEE Z2 O HHAIE AU EL|CH

“awscfile=<filepath/flename>'

OE =0, O3 HE TS =AML,

awsauth = MNVU40YFAY2xyz123:03vuO4M4KmdfwffT8ngnBmnMVTr78Gu9wANabcxyz

awsendpoint = s3.england.connectlab.io:10443
awsenablehttps = 1
awscafile = /etc/custom-cert/grid.pem

+

@ 23 2tF0M 0 M2 SHEO = ATl CAZt BTt MH QIF5ME StorageGRID S3 2E
2N SFHOf| &t of LTt

HE Vertica =0 A MH|A MIE| Z2E HEHBIL|CE

MH[A B AE2|X| 20 thol 2t =0l M LM ER[S MESHAHLE WA RLICH MH|A HE AE2|X] Z2 047K
H=0f ol ®MS¢t Cl2 E2|= ThSat Zotof LT

* 2HAES BE LEOM S AZ(0: Yhome/dbadmin/depot')
* dbadmin AFEXI7L {11 & 5= JASL|CH

s SEoHEE
72X O 2 Vertica= depot AEZ|X|0f| CHt CIHEZ|E Eot6t= T A|AH! 3710 60%E AHEELICE
create_db B 0| A --depot-size' QAL£E AFESH0] AH|A Al ‘| 37|E Hgte 4 JAELICH 2 HESHAL
"Eon 2 E H|O|E{H|O| A0 CH3t Vertica 22{AE 37| ZF" bt Vertica )\fo HXES &= 0f7‘|Lf Vertica
0712 E LI XA 225t AL,

admintools create_db" == MH|A ME 227} gl= 32 oY 225 ddstz{ 0 A|TSL(CE

Eon 2I3|0|A C|O|E{H|0| A AN
Eon 2IX2{|0|A H[O|E{H|0|AE THE2{H CIS EHAIE HSHUA L.
1. H|O|E{H|0| A S MMSI2{™H admintools create_db ES AF2ELILCE.

CIS S=0IM = of om0l AbS-El Ql==0f CHol ZHfotAH| AFRILICE Ea ot MEH Ql0f et XtA[et
MEHS Vertica 2ME A ESHUAIQ.

° Ofl M M E et RO A9l x <FZ2/M 0|F “S3 EF 0| UM 25| 2o Mot F0] I Wd” &
=& Lt
= .

115


https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/
https://www.vertica.com/blog/sizing-vertica-cluster-eon-mode-database/

ol
—

Hoz HdEl = Ho[EH

= jara
S oo ™=
LERX SRR Y 5 ASLICH

|O] A L{of| XMZHELICt. o] A S M7t S3 HIZ 7|7¢

o 28 AEZ|X| 9/X| <S3://StorageGrid HZ! 0|2>

° -5 <O| CI|O|E{H|O| A0 AFEE Vertica L EQ| HHE TEE =5

\%

° d <4dE CIo|E{H[0] A 0| F>
° O| A C[O|E{H[O] 201 CHB HFE -p <2f2> O|E S0, LIS ¥E TS HZA2.
admintools -t create db -x sg auth.conf --communal-storage

-location=s3://vertica --depot-path=/home/dbadmin/depot --shard

-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p

'<password>"'

M HIO|HH|0| A S W ddts = HOIEH|0| A9 == +0f e R 2 Y= £QELICE HIO[EH0|AE HZ
S o ArEE Aol Selotet= HIAXIZF EAIEL T

=2
i
fujn

of

gjo

AH
f=|

MiH

et H0| ThY Ol db AN HS

—_

[dbadmin@vertica-vml ~]$ cat sg auth.conf
MNVU40YFAY2CPKVXVxxxx:03vuO4M4Kmdfwf fT8ngnBmnMVTr78GuOwAN+xxxx

awsauth =
awsendpoi

awsenable

nt = s3.england.connectlab
https = 1

.10:10445

[dbadmin@vertica-vml ~]$ admintools -t create db -x sg auth.conf

--communal-storage-location=s3://vertica --depot-path=/home/dbadmin/depot

--shard-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p

' XXXXKXXXX
Default d
Distribut

Creat

1
epot size in use

ing changes to cluster.

ing database vmart

Starting bootstrap node v_vmart node0007 (10.45.74.19)

Start

ing nodes:

v_vmart node0007 (10.45.74.19)

Start

ing Vertica on all nodes. Please wait, databases with a large

catalog may take a while to initialize.

Node
Node
Node
Node
Creat
Creat
Creat

Status: v_vmart node0007:
Status: v_vmart node0007:
Status: v_vmart node0007:
Status: v_vmart node0007:
ing database nodes

ing node v _vmart node0008
ing node v_vmart node0009

(DOWN)
(DOWN)
(DOWN)
(UP)

(host 10.45.74.29)
(host 10.45.74.39)

Generating new configuration information

Stopping single node db before adding additional nodes.
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Database shutdown complete
Starting all nodes
Start hosts = ['10.45.74.19', '10.45.74.29', '10.45.74.39']
Starting nodes:
v_vmart node0007 (10.45.74.19)
v_vmart node0008 (10.45.74.29)
v_vmart node0009 (10.45.74.39)
Starting Vertica on all nodes. Please wait, databases with a large
catalog may take a while to initialize.
Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v _vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v _vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v_vmart node0007: (UP) v _vmart node0008: (UP)
v_vmart node0009: (UP)
Creating depot locations for 3 nodes
Communal storage detected: rebalancing shards

Waiting for rebalance shards. We will wait for at most 36000 seconds.
Installing AWS package

Success: package AWS installed
Installing ComplexTypes package

Success: package ComplexTypes installed
Installing Machinelearning package

Success: package MachinelLearning installed
Installing ParquetExport package

Success: package ParquetkExport installed
Installing VFunctions package

Success: package VFunctions installed
Installing approximate package

Success: package approximate installed
Installing flextable package

Success: package flextable installed
Installing kafka package

Success: package kafka installed
Installing logsearch package

Success: package logsearch installed
Installing place package

Success: package place installed
Installing txtindex package

Success: package txtindex installed
Installing voltagesecure package
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Success: package voltagesecure installed

Syncing catalog on vmart with 2000 attempts.

Database creation SQL tasks completed successfully. Database vmart created

successfully.

QHEHME F7J|(HIO|E)

61L|Ct

1454

146

40M|

1454

34M|

41 M|

61LCt

131L|Ct
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S3:/Ivertica/051/026d63a9d4a33237bf0e2c2a794a00
a000021a07/026d63a9d4a33237bf0e2cf2a794a00a0
00021a07_0 DFS

S
3:/Ivertica/2c4/026d63a9d4a33237bf0e2c2cf2a794a0
0a000021a3d/026d63ae9d4a33237bf0e2c2cf2a794a
00a000021a3d_0 DFS

S3://vertica/33c/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a1d/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a1d_0 DFS

S3:/Ivertica/382/026d63a9d4a33237bf0e2c2a794a00
a000021a31/026d63a9d4a33237bf0e2c2a794a00a00
0021a31_0 DFS

S
3:/Ivertica/42F/026d63a9d4a33237bf0e2c2a794a00a
000021a21/026d63ae9d4a33237bf0e2c2cf2a794a00
a000021a21_0 DFS

S3://vertical472/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a25/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a25_0 DFS

S
3:/Ivertical/476/026d63a9d4a33237bf0e2c2cf2a794a0
0a000021a2d/026d63ae9d4a33237bf0e2c2cf2a794a
00a000021a2d_0 DFS

S3:/Ivertica/52A/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a5d/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a5d_0 DFS

S3:/Ivertica/5d2/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a19/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a19_0 DFS



QHEHME F7J|(HIO|E)

91A|

118QIL|C}

115H

334

133 L|Ct

38A|

384

21521920

6865408

204217344

16109056
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S3:/Ivertica/5f7/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a11/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a11_0 DFS

S3://vertica/82d/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a15/026d63a9d4a33237bf0e2cf2a794a00
a0000000021a15_0 DFS

S3://vertica/9a2/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a61/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a61_0 DFS

S
3://vertica/ACD/026d63a9d4a33237bf0e2c2a794a00a
000021a29/026d63a9d4a33237bf0e2c2a794a00a000
021a29_0 DFS

S3://vertica/b98/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a4d/026d63a9d4a33237bf0e2c2cf2a794a
00a000021a4d_0 DFS

S
3://vertica/DB3/026d63a9d4a33237bf0e2c2cf2a794a0
0a000021a49/026d63ae9d4a33237bf0e2c2cf2a794a
00a000021a49 0 DFS

S3:/Ivertica/EBA/026d63a9d4a33237bf0e2c2a794a00
a000021a59/026d63ae9d4a33237bf0e2c2cf2a794a0
0a0000000021a59_0 DFS

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000215e2/026d63a3323
7bf0e2c2cf2a794a00a0000215e2

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2c2a794a00a000021602/026d63ae9d4a33
237bf0e2c2cf2a794a00a000021602

S3://vertica/metadata/VMart/Libraries/026d63a9d4a3
3237bf0e2c2a794a00a000021610/026d63ae9d4a332
37bf0e2c2cf2a794a00a000021610

S3://vertica/metadata/VVMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a0000217e0/026d63a9d4a33
237bf0e2c2a794a00a0000217e0
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12853248

8937984

56260608

53947904

44932608

256306688

8062464

20024832

10444

823266

254
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S3:/Ivertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a000021800/026d63ae9d4a3
3237bf0e2c2cf2a794a00a000021800 tar

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2c2cf2a794a00a00002187a/026d63a3323
7bf0e2c2cf2a794a00a00002187a.

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a0000218b2/026d63a9d4a33
237bf0e2c2a794a00a0000218b2

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000219ba/026d63a3323
7bf0e2c2cf2a794a00a0000219ba

S3://vertica/metadata/VVMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a0000219de/026d63a33237bf
Oe2c2cf2a794a00a0000219de

S3:/Ivertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a000021a6e/026d63a33237bf
0e2c2a794a00a000021a6e

S3://vertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a000021e34/026d63a9d4a33
237bf0e2c2cf2a794a00a000021e34

S3:/Ivertica/metadata/VMart/Libraries/026d63ae9d4a
33237bf0e2cf2a794a00a000021e70/026d63a9d4a33
237bf0e2c2cf2a794a00a000021e70

S 3:/Ivertica/metadata/VMart/cluster_config.json

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C13/chkpt_1.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C13/Completed



QHEHME F7J|(HIO|E)
2958

231

822521

231

746513

2596

821065

6440

8518

HIAH 7] TH B2

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C2_2/chkpt_1.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C2_2/Completed

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C4_chkpt_1.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C4/Completed

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_14_g14.cat’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_3_g3.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_4 _g4.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_5_g5.cat’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_8_g8.cat’
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0

822922

232%IL|Ct

822930

755033

822922

232YL|Ct

822930
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S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0016/
Catalog/859703b06a3456d95d0be28575a673/tiered_
catalog.cat’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0017/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C14_7/chkpt_1.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0017/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C14_7/Completed

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0017/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_14_g7.cat.gz’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0017/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_15_g8.cat’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0017/
Catalog/859703b06a3456d95d0be28575a67 3/tiered_
catalog.cat’

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0018/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C14_7/chkpt_1.cat.gz’

S
3://vertica/metadata/VMart/nodes/v_vmart_node0018/
Catalog/859703b06a3456d95d0be28575a673/Check
points/C14_7/Completed

S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0018/
Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_14_g7.cat.gz’



QEHE 37|(HI0|E) HIAH 7] TH B2

755033 S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0018/

Catalog/859703b06a3456d95d0be28575a673/Txnlog
s/txn_15_g8.cat’

0 S
3:/Ivertica/metadata/VMart/nodes/v_vmart_node0018/
Catalog/859703b06a3456d95d0be28575a67 3/tiered _
catalog.cat’

AE2|Y Mok H[Edst

O] xt= CtE 2o 20jA RENE AER|X|0f L3t Vertica 710|=8 7|2O 2 SHH StorageGRIDO| HE& 4~

— =

AO{0F LTt

1. H|O|E{H|0] A E THE S AWSStreamingConnectionPercentage 74 Of7i H4&E 09 2 MHSIK
H|ZASHEtLICt O] X e 28 AEZ|X|7} Q= Eon ZE 2-I30|A MX|of= Z Q3| g&L|Ct o] A o7y

— oo
== VerticaZt 2E2|Y 17|01 Ab235H= JHA| ME 201 cist AZE =5 HOelL|C. SR E SF oA 0]

0| 22 UF iU HSS LHE QEHME NFA MU0 AEE &= JAFLICH 2Z2|0|A QEME KE49| tf7]
AlZto] B 7| wj=20of| o] 40| ERSHX| gi&LCt.

HE2 LEHE NTL0M HIOIHE AER[YstE O A8 7ttt ZE Y HSES AHE0H| == EobEL(C

2. 07 tH= 242 OO ESIH "vsql' 22 A ELICH 2= “2-Z2|0|A H|O|EH[0]A BHET|"0l|l A HEHT
HIO|E{H|0] & S ALICE G| E S0, Ch3 ME EHE HZSHUAI2.

[dbadmin@vertica-vml ~]$ vsqgl

Password:
Welcome to vsgl, the Vertica Analytic Database interactive terminal.

Type: \h or \? for help with vsgl commands
\g or terminate with semicolon to execute query
\g to quit
dbadmin=> ALTER DATABASE DEFAULT SET PARAMETER
AWSStreamingConnectionPercentage = 0; ALTER DATABASE
dbadmin=> \qg

Vertica C|O[E{H|O| A 7|2 MH|A HIE] B2 17| 51 M| 20|l Chol 2detEL|Chzt = 1). 45 S 2l
O[2{¢h MH|A MIE 4F S RXIY AS X3 HTHLICH
vsgql -c¢ 'show current all;' | grep -i UseDepot

DATABASE | UseDepotForReads | 1
DATABASE | UseDepotForWrites | 1
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HE HIoOIH 2E(2H)

O| CIO|E{H|O| AT HIAEEO R H|H &= 2R EHIAEE /sl O] CO|E{H|o] A0 ME CIO|EE EEE = JSLICH
Vertica= 2} Vertica ' = 2| '/opt/vertica/examples/VMart_Schema/'0f| /= ME I11|0|E1 M E VMart2t gHH|
X1I-'-5'|—|Ef. O| MZ of|o|Ef Tgtol| chEt XbATt LHE S &old 4= USLICH 017",

CHS Aol w2t MZ CIo|HE 2Lt

1. Vertica == & o}IL}0f| dbadmin@ 2 ZIQIBIL|C}. cd /opt/vertica/examples/VMart_Schema/
2. M|o|E{H|o| A0] Oi|X| HIO|E{E 2E=6t1 5t9| THA| ¢ U dOll ZEXETJ EA|E|H HO|E{H[0|A AT E U=fBtL|Ct.
a. 'cd/opt/verticalexamples/VMart_Schema’'S MEHEIL|C}
b. "./vmart_gen'
C. "vsgl<vmart_define_schema.sql'S & ZsHMA|R
d. "vsql <vmart_load_data.sql"S ME4EIL|C}
3. 02| HolE sQL #Hz2[7t o] JH JYELICEH LR F2[E S HIAE H|0|E{7 C|O|E{H| 0] A0 HS3Ho=

2L E=X] 2old o~ UJESLICE off: “vsgl<vmart_queries1.sql'

A O]
™ M

X7 HEHE &

HJIO

FIK

rul
rr

Of EMofl @E & FE0fl CHall XtA[s| 2otEe{H thg EM SU/EE= B MO|ES AESHIAIL.

* "NetApp StorageGRID 11.7 HE 2A"
* "StorageGRID H|O|E{ A|E"

* "Vertica 10.1 M| E MEHAM"

HH 7|15
X =t =M HA JIE
H™ 1.0 20214 98 XX =HelA,

ordizt & _ off ol

m

LK AEHZ AIETt StorageGRID 21 &4

ordzh H _ of ofaH

4

StorageGRID syslog Z¥E 7|52 A235IH StorageGRID 21 HA|X|E &t EMSIEE 2 E syslog AIHE
e £ JQELICE °“:|(Elast|csearch Logstash, Kibana)= 7t& Q17| = 20 24 —’é“—-?- = StLt7L

E|ASLICH ME elk 7183 O] LS AFESHY Aot S3 NS AlHsH D sl HSH= %“?:1% Ha{H E "ELK H|C|RE
Ar23l StorageGRID 271 24" At xS A| Q2. StorageGRID 11.90| A= S8t 24 ZHX| AETOIE HHA ZOE
2|7 syslog AMHZ L{EH £ Q&LIct o AHE—:— 71501 CHall XEMIS| LOFEE{H 7|2 "YouTube S FAH
xrxaw)qg 0| 2M0|ME Logstash 74, Kibana # 2|, XtE 8! tHA|2 =9 of|x| It 2 X2t StorageGRID
271 22| U BMS WEA| AR A OlE 2 S|
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https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://www.vertica.com/docs/10.1.x/HTML/Content/Authoring/GettingStartedGuide/IntroducingVMart/IntroducingVMart.htm?zoom_highlight=VMart
https://docs.netapp.com/us-en/storagegrid-117/
https://docs.netapp.com/us-en/storagegrid-117/
https://docs.netapp.com/us-en/storagegrid-117/
https://docs.netapp.com/us-en/storagegrid-117/
https://docs.netapp.com/us-en/storagegrid-117/
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://youtu.be/hnnT0QqLSgA?si=tDMPc4bdbqumYzFz
https://youtu.be/hnnT0QqLSgA?si=tDMPc4bdbqumYzFz
https://youtu.be/hnnT0QqLSgA?si=tDMPc4bdbqumYzFz

Q7 At
* StorageGRID 11.6.0.2 0|4

* Q3 (Elasticsearch, Logstash % Kibana) 7.1x O| & MX| 8l & &

AH
(=]

Ml

o

* "Logstash 7.x MZ It I{7|X| E CH2E2ELICH + * MD5 M 34 * 148¢23d0021d9a4b4a6c0287464deab +

* SHA256 X34 * f51ec9e2e3f842d5a7861566ba561bbbb4373038b4e7b3b3b3d522adf2d6

* "Logstash 8.x #Z I I{7|X|E CI2EELLICH + * MD5 M3 4 * e11bae3a662f87c310ef363d0fe06835+ *

SHA256 |34 * 5c670755742cfdf5a723a596ba087e0153a65baef3934afdb682f61cd278d

* "StorageGRID 11.9& Logstash 8.x ¥Z I I{7|X|E CIREEFLICH" + * MD5 A3 4 *
41272857c4a54600f95995f6ed74800d + * SHA256 K| 34 *
67048e8661052719990851e1ad960d4902fe537a6e135e8600177188da677¢c9

7ty
EXt= StorageGRID & ELK £0{2t 20| CHolf & &1 QUELICE

INES

F M ME HE2 I23 {EHO = Fol& 0[F2| A0|2 I8l MISELIC. oS S0, Logstash 74 T2
SYSLOGBASE 123 I{H2 MX|El Logstash HZ0|| 2t HE O|FS CHEA| F Lot

match => {"message" => '<%{POSINT:syslog pri}>%{SYSLOGBASE}
% {GREEDYDATA:msg-details}'}

* Logstash 7.17 ME *
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https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip
https://docs.netapp.com/ko-kr/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip

* Logstash 8.23 MZE *

Field

#

Table

_id

_index

_sCore

_type

Atimestamp

host

logsource

msg-details

pid

program

syslog_pri

Timestamp

JSON

Q1 search field names

Actions  Field
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B _id
_:'Lndex[kle
# _score

0 @timestamp

t event.original

t  host.hostname

t msg-details

{ | process.name

t | syslog_pri

t  timestamp

Value

7C1MaYEBRHBUbTKNI1sE

sgrid2-2622 .86.15

doc

Jun 15, 26822 8 17:36:46.838

grid2-site2-si

SITE2-51

Reloading syslog service

628
update-sysl

37

Jupm 185 27 :36:46

Value
yUuhODiIEBVPSKX4EwWqeyU

sglog-2822.86.21

Jun 21, 2022 € 18:87:45.444

<28>Jun 21 22:87:45 SITE2-53 ADE:

SITE2-83

syslog messages being dropped
ADE

28

Jun 271 22:67:45

syslog messages being dropped



b

1.

MX|E A3 HHE 7|HIOR MZE MEC ¢%g ELICt + ME ZC{0= + * sglog-2-file.conf: * O] 714

It 2 H|o|E 2t ¢l0| Logstash| IH0]| StorageGRID 21 H|A|X|E Z2ELICE 0] SM S A3t
21 AE 7} StorageGRID HAIX|E $=415H=X| 2HR157{Lt StorageGRID 21 I{E 2 O[3l{st= Ol =22
£ £ UBLICH + * sglog-2-es.conf: * O] T MU CHsH IiE 1} TE{E AFR3SI0] StorageGRID 21
HIA|X| S HEFSILICH Of7|0f|= TSl tE= TE{E J7|HIO 2 HIA|X|S EEH= Drop 2 O|7F Z&HE|0f
UELICH QA Z 2[3lf ElasticsearchZ £210| MSEIL|CE + THY LHe| HHof| w2} MEisH 14 oIS
INE=ZNPNES I Su

AEXFAE 78 T HAE:

/usr/share/logstash/bin/logstash --config.test and exit -f <config-
file-path/file>

Opx|2to 2 gietEl 0] of2 o HIXEHH 71 Mo 718 77t gl AYLIC

[LogStash::Runner] runner - Using config.test and exit mode. Config
Validation Result: OK. Exiting Logstash

. letc/logstash/logstash.ymlOi|A] config.reload.automatic £ Z-A3I5HX| 942 AL Logstash AH2|

config:/etc/logstash/conf.d+0i| AFEXt X[ El conf IHYS SAFSLICE J-EX| 0™ M CHA| 2EE 7H0|
ZaHg w7tx| Z|CHE L)

grep reload /etc/logstash/logstash.yml
# Periodically check if the configuration has changed and reload the
pipeline
config.reload.automatic: true
config.reload.interval: b5s

Ivar/log/logstash/logstash-plain.log £ 2215t11 M 14 MU= LogstashE Al&St= Ol 2F 7t Si=X|
gtolgfL|Ct.

- TCP ZE7} AZE| 1 =41 SQUX| 2lgtL|Ct. + 0] of|ofl M= TCP ZE 50000] AHEELICEH.

netstat -ntpa | grep 5000
tcpb6 0 0 :::5000 388%
LISTEN 25744 /java

StorageGRID Z2|X} GUIOIA 21 HIA|X|Z LogstashZ ELHEZ 2|& syslog MHE FATL|Ct XEA|SH
82 & "H|Z HI|C|2" FESHYAL.

HO|=l TCP EEOf| i3t StorageGRID =& HEE 6| 852{™ Logstash A{H{Of| A oS 7 HEEALE
H| g atsioF grLlCh.

Kibana GUIOIA 22| — i =5 £ MEfRL|CE 2& H|O[X|0f| A O] 71 27| HE S A5t
ElasticsearchOf| Af Q1= A T} M| =X] 2elghL|Ct,
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https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack

GET / cat/indices/*?v=true&s=index

9. 7|HtLE GUIOIA QA=A THEI(RF 7.x) = CIO|E R(E3 8.x)S MHelLICH

10. Kibana GUI2| &tt S0l U= AM AXtol MEE JHA'E LHATLICE + KZE 7HA| T O|X|of|l A 7t 27
£ MEfSlLICL S2{27] M4 ofol| M 'S Al 2 &S MEfeL|Ct
. X
Import saved objects
Select a file to import
th
Import
Import options
O Check for existing objects ®
Automaltically overwrite conflicts
%ﬂequesr_ action on conflict !
Create new objects with random IDs @

= HIAIX[Z} LIEFLIEH

Mo

ELK <version> -query-chart-sample.ndjson2 7t SLICt + E=2 HZY Z2IX|
8LHA|0f| A Bh= Aol IHEO|L} G|O|E H7|E MEHSL|CE,
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Import saved objects

€ Data Views Conflicts

The following saved objects use data views that do not
exisl. Please select the dala views you'd like re-associated
with them. You can create a new data view if necessary.

D Count Sample of aff... New data view

594f91a0-
d1892-11ec-
b30i- 2 sglog
09f67aedd
ds

B0cf3620-
e5fa-11ec-
afvy1- 1 sglog W
Bi6e9B0dBe -
b0

CHS Kibana M| 7t tELICE + * Query * + * audit-msg-s3rg-orlm + * bycast log S3 2t H|A|X| + *
LogLevel Z11 O + * HOt OJHIE ATl + * nginx-GW A M|A = (elk8-sample-for-sg119.zipH A Bt AL
7ts) +* 83 *audit * * & 7|8 HTTP &EH * * * * * bycast.log * R 7|8t HTTP 22X Al

O|X| KibanaZ Ar235t0{ StorageGRID 21 M2 3t FH| 7t £[AESLICH

* "syslog101"

o A AEH

* "Grok I{H =&"

* "Logstash:Grok0i| CH$E ZEXIE 70| E"
* "Logstash: syslog &1& Ef71 A& 70| ="
* "Kibana 7}0|= — ZA{ ErA"

* "StorageGRID ZHAt 23 H|A[X] &x"
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https://coralogix.com/blog/syslog-101-everything-you-need-to-know-to-get-started/
https://www.elastic.co/what-is/elk-stack
https://www.elastic.co/what-is/elk-stack
https://www.elastic.co/what-is/elk-stack
https://www.elastic.co/what-is/elk-stack
https://www.elastic.co/what-is/elk-stack
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://logz.io/blog/logstash-grok/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html

Prometheus 2! GrafanaZs AIE260{ HEZ EZ 7|72
AZtStL|Ct

_ otz zatel _

2 7|2 231X = NetApp StorageGRID 2|2 Prometheus %! Grafana AH| A%t HESH= 0] it XhA[st X|AS
HSgfLct.

ATH

StorageGRID= PrometheusE AHE5H0] HE2IZ X &St L& E Grafana CHA|EEE Sdlf 0[2]{ot H|E2| 9|
AZtstE ®|ZTtL|Ct. Prometheus HIEZI2 Z2I0|HE UM A QS ME MGt X|™HEl 22t0|HE0f Clst
Prometheus WM|AE &4 31510 StorageGRIDOIA QHHSHA| M| AL 4~ JELICH 25H O HEZ! H|0|E 2
HEL2 22| LEo| AER|X| 80| 26 MSHEILICE 0|2{3t HER|o| AFEX} X[ ™ A|ZStE MMSH=0l 4 @
AlZto| AZ 20t ofL|2t AFEXL X[H AlZetE THE7| fI8H M| Prometheus 3! Grafana A|HE 15511,
StorageGRID QIAHANM HEZIS AW E M HHE FHst0, 22/0AH S2F HEZ0| ZEHE
CHAIEEE ot ARAL|CH oM =T E Prometheus T E20]| CHSE XpA|SE MEE 2holg = JQELICH "StorageGRID
MEA",

TZHH A At

Al
=

i}

M2 EE

O| Of|X|ofl M= StorageGRID 11.6 ‘= =2} Debian 11 A|HO|| 2= 7tAF A|ARIZ AFEBL|CEH StorageGRID 22|
QIEIO|A = SIHHOE ME|E & = CAUSME LA ELICE O] of|H[0f| A = StorageGRID A|AE! EE= Debian
Linux AX|2] MX| & LM AF2SIX| Q&LICE Prometheus X GrafanaOil A X|&38t7|E 216t= Linux2| Bt2
A2 4 USLICt Prometheus®t Grafanas= 25 Docker ZIE|O|LHZ MX|SHALE, AAO|M TLESHALE, A
MU= HIO|LH2| 2 5T 4 AELICE O] G0l A= Prometheus®t Grafana HEO|L{2|E S 3t Debian A{H 0|
™ MX|gHLICt of 7|2 MX| X|E 2 CHRZ 6K HELICH hitps://prometheus.io X https:/grafana.com/grafana/
2t7¢

i B |

Prometheus 220|HE HMHAE 2{3{ StorageGRIDE & &LICt

StorageGRIDO| X{ & &l Prometheus HIEZI0]| HM[ASIZ{H J1Ql 7|7} Q= SEI0|HE ASME M5t Lt
HZCotn S2t0|HEO| Cht HeES 23tslof BHLICt StorageGRID 22| QIE{H|0| A= SSL 21E A7t 40{0F
SLICE O] BN = A2E & U= CAOM E= KM MEE 32 322 AME[E = U= Prometheus A{H{ 01| 2/
ME|Z|O{OF BfL|Ct XpAM|TH LHE2 & TSI A|L "StorageGRID A A",

1. StorageGRID 22| 2IE{H[0|AQ| 1% Of2Ho|M "TL"S MEHS D "HOol of2fe| & M HolM ABEME
Saigct

[=]
3. A& [to] H0iEl F2f0[AEL] 0|2S RIBSHT O] ASAE AFZELICE "Het Of2Hel "Prometheus 58"
ool MRS 22Yot 74 HHES S2BLICH
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https://docs.netapp.com/us-en/storagegrid-116/monitor/commonly-used-prometheus-metrics.html
https://docs.netapp.com/us-en/storagegrid-116/monitor/commonly-used-prometheus-metrics.html
https://docs.netapp.com/us-en/storagegrid-116/monitor/commonly-used-prometheus-metrics.html
https://prometheus.io
https://grafana.com/grafana/
https://docs.netapp.com/us-en/storagegrid-116/admin/configuring-administrator-client-certificates.html
https://docs.netapp.com/us-en/storagegrid-116/admin/configuring-administrator-client-certificates.html
https://docs.netapp.com/us-en/storagegrid-116/admin/configuring-administrator-client-certificates.html

Add a client certificate

- i -“. - a 1
o Enterdetails ——— (2) Enterdetails

Certificate details
Certificate name @

prometheus

Permissions

Allow prometheus @

4. CA M QIBA7} Qi A "ABM YR B0 HES Metgt &
HEE Mgl StorageGRID7} 22H0[2IE ISHE MNBH=S 2
2210|1E AH 2| FQDN, AH{2| IP, A2 X Q53 L2 Q12|

AR, A7 M= "B M Hg" 2L

A
st Z4QlL|Ct B4 T Q3 5|0 FA|EIL|CH
I'- _’;Ej l:l_o uAHkhn H_IEO 5.EIo|'L_|[:|-

!
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Add a client certificate

Enter details o Enter details

Certificate type

Upload certificate @ Generate certificate

Domain name @

prometheus.grid.local
Add another domain

P

192.168.0.10
Add another IP address

Subject ©

,l'CN=F'mme!heu5i

Days valid @

730

Generate i

Previous

Be mindful of the certificate days valid entry as you will need
@ to renew this certificate in both StorageGRID and the Prometheus

server before it expires to maintain uninterrupted collection.

1. 21ZM PEM Ijat 7§21 7| PEM MU S CHR2 2 E8tL| LY.
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Generate

Certificate details i
Download certificate | Copy certificate PEM

Subject DN: JCH=Prometheus

Serial Number: T2DEEDT:04:CC4F 29 66:08:-CA:53:24: T9: 1B:09:45: 3B C:56

Issiner [¥N: {CH=Prometheus

Issued On: 2002-08-23T17:54:33. 0002

Enpires On: 2024-08-21T17:54:33.0002

SHA-1 Fingerprint: 1AT-6EF 06T D853 ET:6E:E5:DE:BADF: BO:A594:04:534T: 1E
SHA-256 Fingerprint:  T4:23:C2:0Q:3A DS 08 COEECL:FE59 BATCAE L BAB: BT D2 L3 LIPS EBAF BRAF 9E.CT.O0CHFAET
Alternative Names: DNS:prometheus.grid.local

IP Address:192.1668.0.10

Certificate private key @

A Youwill nat be able to view the certificate private key after you close this dialog. To save the keys for future reference, copy and paste
the values to another location.

Download private key | Copy private key

=———BEGIN RSA PRIVATE KEY
MITEpATBAAKCAQEAIbTCYIEpMWPKS ritVpMkmIDKLT jaTHIertq23VeAMLwxz Lall

e T Pl BT W P T FE Ll T F e B AR P AT e i Pl T T E R AS A -

(:) This is the only time you can download the private key, so make
sure you do not skip this step.

Prometheus 2X|E ?l3ll Linux A{HE ZH[EL|Ct

PrometheusE AX|5}7| F0l| Prometheus AFEXL, CIAEE| XX E AL &SHSE &=
IXlo| 282 FMSt2{ T Bt

T
ot
[
=
[m
L)
|>
Hn
i)
A

1. Prometheus AF2 XIS MM BtLICE

sudo useradd -M -r -s /bin/false Prometheus

2. Prometheus, 22I0|HE QIEM 3 HE2! H|0|H & CIAER| S MEBLICH

sudo mkdir /etc/Prometheus /etc/Prometheus/cert /var/lib/Prometheus

3. extd It A|ARIS ALESI0] HEER| EES Qo AHE 2 CIAIE ZUYSLICE

mkfs -t ext4d /dev/sdb
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4. O% C+3 Prometheus HE2! CIAE2|0f It A|ARIS OLREFESLICEH

sudo mount -t auto /dev/sdb /var/lib/prometheus/

S. MIE2| C|o|Efof] AHZ F¢! C|A39| uuidS 7 ZLICH

sudo 1ls -al /dev/disk/by-uuid/
lrwxrwxrwx 1 root root 9 Aug 18 17:02 9af2cba3-bfc2-4ecl-85d9-
ebab850bb4al -> ../../sdb

6. /etc/fstab/0ll &=2S £7181H /dev/sdb 2| uuuid £ AFRSHM XHEE! S| = O EJ} SX|ELICE

/etc/fstab
UUID=9af2c5a3-bfc2-4ecl-85d9-ebab850bbdal /var/lib/prometheus ext4d
defaults 0 0

PrometheusS & X5t M LTt
O|H| M7t ZH|E|A 2B Z Prometheus A X|E A|ZHS D MH|AS ME 4= Q&L|CE

1. Prometheus &%| Ij7|X|Q| =S ELICH

tar xzf prometheus-2.38.0.linux-amd64.tar.gz

2. HIO|LH 2|2 Jusr/local/bin0] 2AtSD AQHE 0|H0f| IHE Prometheus AF2XLE HASHL|C}

sudo cp prometheus-2.38.0.linux-amd64/{prometheus, promtool }
/usr/local/bin

sudo chown prometheus:prometheus /usr/local/bin/{prometheus, promtool}

3. 24 49l 2t0o|=€2{2| 2 /etc/PrometheusOl| S AFEHLIC}

sudo cp -r prometheus—Z.38.0.linux—amd64/{consoles,consoleilibraries}

/etc/prometheus/

4. StorageGRIDO|A O|H0f| CHREESH S2I0|AE QIS 2l 742l 7| PEM IS /etc/Prometheus/certs2
= AFSHL|C}

5. Prometheus 74 YAML It S MM BL|CH
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sudo nano /etc/prometheus/prometheus.yml

6. IS 43S MYUYLICL =Y 0|E2 Yot= ZE A0l E & JSLICE "targets:[1'E 22| =2 FQDNL=E
HASID 21FZ A U Il 7| I 0| E2| 0| F2 HATH B TLS_config MM0| LX[St=E A0 ESHAAI2.
3 O I g NMERLICE J2|= 22| QIETH 0| A|M Xt MHE QABSME A= R QUBSME
CHR2Est0] 1R3 0|52 22I0|HE QIS A QL EH E1 TLS_config MM A
ca_file:/etc/Prometheus/cert/UCERT.pemS Z7tgtL|Ct

a. 0| oflof| A= alertmanager, cassandra, node %! StorageGRIDZ A|%sH= 2 E HEEIS T EHLICE,
Prometheus HIE2I0i| CHSE XtAM|Tt LIE2 oA &tele = JUEL|CH "StorageGRID EE A",

# my global config
global:
scrape interval: 60s # Set the scrape interval to every 15 seconds.

Default is every 1 minute.

scrape configs:
- job name: 'StorageGRID'
honor labels: true
scheme: https
metrics path: /federate
scrape interval: 60s
scrape timeout: 30s
tls config:
cert file: /etc/prometheus/cert/certificate.pem
key file: /etc/prometheus/cert/private key.pem
params:
match[]:
'{ name =~"alertmanager .*|cassandra .*|node .*|storagegrid .*"}'
static configs:

- targets: ['sgdemo-rtp.netapp.com:9091"]

de|= 2ef AEHO| 20 M XM MEE ABME ArESHE 32 AEME CIH2ZE5H0 1iel 0|2
S2I0|AHE Q1B M2t e7H| HHX[SLICE TLS_config MM0j|A 20| E IFM 3L Il 7| = floi|
ASME FItefLict

®

ca file: /etc/prometheus/cert/Ulcert.pem

1. Jetc/Prometheus 3! /var/lib/Prometheus0f| Y= ZE It 5! C|AE2|9] AR HS Prometheus AFZXIE
WA SHL|C}

Lod
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sudo chown -R prometheus:prometheus /etc/prometheus/
sudo chown -R prometheus:prometheus /var/lib/prometheus/

2. /etc/systemd/systemOi| A Prometheus AH|A IS MM BHL|CH

sudo nano /etc/systemd/system/prometheus.service

3. Ct2 & Moty HIER! H|o|E{e HE 7|2t 1O 2 M= #- storage.tsdb.retention.time=1y#=
2OIBtL|C} EE= #- storage.sdb.retention.size=300GiB#= AI2ot0] AEZ|X| Hsto]| 2t 7|2 BZES 3%
AD OIALICH HES HES MATH A Q1= 9ol x| QlL|C},

[Unit]

Description=Prometheus Time Series Collection and Processing Server
Wants=network-online.target

After=network-online.target

[Service]

User=prometheus

Group=prometheus

Type=simple

ExecStart=/usr/local/bin/prometheus \
--config.file /etc/prometheus/prometheus.yml \
--storage.tsdb.path /var/lib/prometheus/ \
--storage.tsdb.retention.time=1y \
--web.console.templates=/etc/prometheus/consoles \

--web.console.libraries=/etc/prometheus/console libraries

[Install]
WantedBy=multi-user.target

4. M Prometheus MH|AE SE5t2{H A|AH MH|AE CHA| 2ESHMA|R. O3 CHS Prometheus AlH|A
UNES o =l e el B

sudo systemctl daemon-reload
sudo systemctl start prometheus
sudo systemctl enable prometheus

S. MH|AJ SHIZH| HE|=X| ZhelgiL|ct

sudo systemctl status prometheus
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® prometheus.service - Prometheus Time Series Collection and Processing
Server
Loaded: loaded (/etc/systemd/system/prometheus.service; enabled;
vendor preset: enabled)
Active: active (running) since Mon 2022-08-22 15:14:24 EDT; 2s ago
Main PID: 6498 (prometheus)
Tasks: 13 (limit: 28818)
Memory: 107.7M
CPU: 1.143s
CGroup: /system.slice/prometheus.service
L—ca98 /usr/local/bin/prometheus --config.file
/etc/prometheus/prometheus.yml --storage.tsdb.path /var/lib/prometheus/
--web.console.templates=/etc/prometheus/consoles --web.con>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.510Z caller=head.go:544 level=info component=tsdb
msg="Replaying WAL, this may take a while"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=0 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=1 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:621 level=info component=tsdb msg="WAL
replay completed" checkpoint replay duration=55.57us wal rep>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8317Z caller=main.go:997 level=info fs type=EXT4 SUPER MAGIC
Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.83172 caller=main.go:1000 level=info msg="TSDB started"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.831Z caller=main.go:1181 level=info msg="Loading
configuration file" filename=/etc/prometheus/prometheus.yml

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.832Z caller=main.go:1218 level=info msg="Completed loading
of configuration file" filename=/etc/prometheus/prometheus.y>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=main.go:961 level=info msg="Server is ready to
receive web requests."

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=manager.go:941 level=info component="rule

manager" msg="Starting rule manager..."

6. O|H| Prometheus M| UIZ O|SE 4= JELICt http://Prometheus-server:9090 UIE & XSHUAIL
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9 Prometheus Alerts Graph Status -

Help
B Use local time & Enable

e query history

® Enab

@& | Execute

Add Panel

Remove Pane

7. "AE" CHAL OF2HOl M Prometheus.ymlIO| A 2443t StorageGRID 279

(e]]

= MEfE = 5 JUSLICH
9 Prometheus Alerts Graph Status~ Help

Targets

Runtime & Build Information
All

TSDB Status
Unhealthy Collapse All

Command-Line Flags
Configuration
Rules
Targets
Endpoint

Service Discovery
9 Prometheus Alerts Graph Status~ Help

Targets

Al Unhealthy

Collapse All

show less

Endpoint

Last Scrape
State Labels

up
match[]="{__name__=~"alertmanager_*|cassandra_*|node_*|storagegrid_.*"}"

Scrape
instance="sgdemo-rtp.netapp.com:9081"
job="5torageGRID"

Duration  Error
43.396sa 280.876ms
8. J2iZ Ho|X[of| M HIAE FHE|E HES

T CIO|E{7} AT E|U =X
HA|ZE0]| "StorageGrid_node_cpu_Utilization_percentage"S 215}




9 Prometheus

B Use local time &
Q  storagegrid_node_cpu_utilization_percentage Execute
Table

< >
storagegrid_node_cpu_utilization_percentage{instance="TD-SG-Adm01", job="node", node_id="fc1f00fc-d148-42b6-b9c4-72b34c2cd0c3", site_id="a3d223fd- 3.4062500000005547
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-GW01", job="node" node_id="97b62a35-c5f0-4ccd-alf8-24e6ddfc770b" site_id="a3d223fd- 3.264583333336901
cc25-4255-8987-771e724B8ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN01", job="node", y_id="17ba14f4-59fc-44{d-alcc-96d2525
cc25-4255-89¢ 71e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN02", job="node", node_jd="b4343{55-16fd-4471-993c-1cd749867718", site_id="a3d223fd- 14.618749999999494
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-SN03", job="node", node_id="77313bb8-0300-45af-b748-98cd128dd39d", site_id="a3d223fd- 10.620833333423812
cc25-4255-8987 p7246ad35", site_name="Tera01"}

Add Panel

Grafana &X| & 1M

Prometheus?t AX|E| 1 RS E[QOEZ Grafana AX| I CHA|EE FTHOZ 0|5E 4= QU&LICt

Grafana QIAEM

1. Grafana2| %| Al Enterprise Edition2 A X|&L|C}

sudo apt-get install -y apt-transport-https

sudo apt-get install -y software-properties-common wget
sudo wget -g -0 /usr/share/keyrings/grafana.key
https://packages.grafana.com/gpg.key

2. obE ol 2| A S 93l o] 2|ZX|E2|E FIfeiLCt.

echo "deb [signed-by=/usr/share/keyrings/grafana.key]

https://packages.grafana.com/enterprise/deb stable main" sudo tee -a

/etc/apt/sources.list.d/grafana.list

ot

3. 2| EXIER|E FIbet &

sudo apt-get update

sudo apt-get install grafana-enterprise

JH
b

Fal

4. N\ O|AT™ MH|AZE SE6I2{H A|AE MH|AZE CHA| 2ESHAA|Q. 121 CF2 Grafana AH|AZE A

gdstetict.
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sudo systemctl daemon-reload
sudo systemctl start grafana-server

sudo systemctl enable grafana-server.service

5. GrafanaZf O[X| AX| & Ml ZQIL|Ct. H2tRXHE €10 HTTP://Prometheus-server:30002 €™ Grafana
2791 H|o|X|7} EAI%"—IEF.

6. 712 232 XA ZY2 admin/adminO|H, HAIX| 7t EA|Z|H A 22 E HFsHOF LTt

StorageGRIDO|| CH$ Grafana CHA|2EE MM EHL|C}

Grafana2t Prometheus?} AX| 5! AHERO D= O[X| C|O|E| 225 Md5t0 HAIEES =510 F 7HX[E
HEZ AlZHL|Ct

1. 2% Ho|lM "7 4"S 2EStn "HI0|E AA"S MENSHCHS "C|O[E] &

=74 H
2. Prometheus= X| 19| HIO|E| AA F oLtz & ZAQULICH OHX| k2 AL HM HEA
"Prometheus"S At&LICt

3. Prometheus QIAEIA S| URLZ} Prometheus ZHE 0| SHA| A38|™ 2tAS 121610] Prometheus &2AE
TABILICE PrometheusO|A] 21 Zt2|XHE FASHK] AA7| M F0] L& MM H[Z MBS LT

rim
o

A
o
oot

FL|CE
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tit Settings

Prometheus Default [ ]

HTTP

URL htip:/flocalhost:9090
Access Server (default)
Allowed cookles

Timeout

Auth

Basic auth With Credentiats
TLS Client Auth With CA Cert
Skip TLE Verlly

Forward DAuth ldemity

Custom HTTP Headers

+ Add header

Alerting
Manage slerts via Alerting Ul

Alsrimanager dats source

Scrape interval
Query timeout

HTTP Mathod

St

PrometheusE "StorageGrid_node_cpu_Utilization_percentage"Z HIAE$H 71 S5t
g5t "FHe| A" oxE S = JGLICH




- Dperatism

T Cuery Wwey L

6. O|H| CllOJE] AAT} LHEE[JCEZ CHAIZES Mdet

a.

b.
. HEZ S MEisto] M Ifd S F+ A ELICE ChA| "StorageGrid_node_cpu_Utilization percentage

QI AHOf| M "CHA|EE"S SHEFSED "+ A CHA| R E"

L-71 O

"Add a new panel(M IH'E F7})"S ME{LICE.

n=2

Zot{H

A8, IiE HFS Y2, SHEO U= "Options"E & &5, HAIE AHEXE X|H

"{{instance}"E St LEZ &0 "Standard options"0l| A "Unit"S “Misc/Percent(O-100)"§

dFguct O3 kg "HE"2 2850 2 S UAIE =0 MERLICH

.{_ MNew dashboard F Edr Panat

Beuph aiylen

Slandurd options

T T T




7. Yot 2 HIE2]of Chelf of2{gt CHAIZES A% RE 5 AKX 2 LHHS| StorageGRIDOI= AFE R X|H

CHAI2 E0| SAF 4= U= I 20| ZehEl tHA|2 =7} 0]0] /AELICE

a. StorageGRID 22| QIE{T|0[A 0] 21X FHO|M "X|{"S MEfS D "= 31" B Of2{Z0f| M "H EE"S S2IRfLICH.

b. HIERIA LHoA S7F Lol M [0 Qe "Grid" YIS MESIZIELICE.

DASHBGAED

Metrics

Aooess. Charts Snd metncs b Help troubilehaol s
0 Per ol avm i o= S g v Evieded Fue use By i Srecad suppors. Som lestuses sl s A wibon il insh are vl esneadly non fusclisnal

Fromatheus

Fromethoudin an apea-souris ootk for collecting mietricy. The Promstiseus ivipiace allows you to query the current value of maebrics el bs viow charts of the values over tere
Mgy ther Mromet e UT waisg tha link below. You mand B vignad inio the Grid Msnage:

N1 57 fraptrien gt

Gralana

Gratung i open wuets sofwirs fof metie viuallastion. The Grales istelsce providen pre-conmiructed debbes iy ek conbsn graghs of mgartant melrs valied gy thne

e the Grafana dashboands usng 1he links baiow. You mant be sgned m iothe Grid Manager

AD " n
i ™ ¥ ——
ar e 1oy S 3 b
gt =rtadats lociup
U Ty —
COMFIGURETION Lot C bt Dhvr LI =
TR Sa— - .
WA HAMCE & T — oy =+
. E by
SUPPOAT "

C. Grid CHAIE2 0| A "Storage Used - Object Metadata" IN'2 2 MEHBIL|Ct =2 Of2fZ st E 9 IHE H|IS
22 226t0] HwE SECH2YLICE o] ORI "HAM X "If'E JSON"S ’.‘JEﬁ”%“—ltf.
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Inspect: Storage Used - Object Metadata

Panel JSON

"aliasColor

“"datasource"
"decimals™:
"fil": 1,
"fillGradient™:
“gridPos": {

"values™:
b
"lines™: true,
*linewidth": 1,
“links": []
"aullPointMode": "nu
“options™: {

“"alertThreshold": tr

e. M CHAIEZ 0] A Ot0| 23 S2I5t0 M IiE S 7HEfLICt.
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Add panel

g. StorageGRI
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8. B= m{'20| MXt2[o AL t= iE FHEH LEZ 2of A= CIA3 0to| 22 22I5t0] HA|EREE XEsH
CHAIE =0 O|§ S 7(I’S‘.;.”—IEL

X

=

O[X| Prometheus A0l &t= HIO|E EZE 5l AEE|X| 82 712 = ASLICE 0|2 Soff 2F &H HE
HLOE XA CHAIEEE XEHOE RE 4 ASLICH 0l =T E Prometheus HIEZ0]| CHet XtAet HEE

golst 4 JAELIC} "StorageGRID HEHA|".

b

F5 DNSE A25}10] StorageGRID X< 2& HH A Z AHSIHN| Q.

E|2 TH(F5) &4

| >

0| 7|&= B A= NetApp StorageGRID F5 DNS AMH| A2} S| 714510 S E2EH 2E WA A S F2oI6H= BiHof| cHt
XEMISE XAl MIZEHLICt 0|5 E8l 0oJ2] AIO|E L/EE= HA O 20| EAHEl AER|X| O2|E &AM H|0|E 7t2 M
SHA Cl|O|E Y2t 23t S3 ESHIM 2t & X M3}t JHs L CY.

|_OO

A
O|H0fl= BIG-IP GTM(Global Traffic Manager) &= GSLB(Global Server Load Balancmg)i =% F5BIG-IP
DNS £ M2 0of{ HE|E-HE|E HA I F 1 HE[L-ME[H HE|AIO|E StorageGRID £F 4 7r2| YEct HMAE
RNOoz g & JULE X2 L(C

F5 BIG-IP ZE|ALO|E StorageGRID 14

K| ¥ StorageGRID AtO|E =2 2tA|§10| XA 27H2| BIG-IP O{Z2t0|AA(ZE|H L= 7H4)0l BIG-IP DNS

=(
250| 2ot 5l 2 E|0f A0{OF FLICH DNS H{Z2t0|AATL S5 7|YU2 HS 52 +F2| 0|5HE A= +
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g one

General Properties
ﬂ,j DNS Name f5demo.net_dns_profile
Delivery Pariiion / Path Commaon
s Parent Profile
Zones Denial of Service Protection
Caches Rapid Response Mode .“Disahled =
Satlings Rapid Response Last Action [Drop~ w|
15 Local Traffic erchass Arcamuton
Protocol Validation | Disabled v
I_?l‘l Acceleration Response Cache Dizabled v
—| Device Management DNS Features
DNSSEC | Deabed~
‘ Shared Objects can T —_—
U Security DNS Express | Disabled v |
| DNS Cache :
2 Network DNS Cache Name
[£%] System DNS IPv6 to IPv4 Disabled |

Unhandled Query Aclions
Use BIND Server on BIG-IP Disabled

Subet Optign o0 et [Disabled v
DNS Traffic

Zone Transfer Disabled v

L Disabled v

DMNS Securty Profile Mame

Process Recursion Desired ‘Enabled v

Logging and Reporting

~ Logging Enabled w
Logging Profile [f5demeo_dns_logging_profie |
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{ Update || Delete... |
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C:\Users\gorman>nslookup www.wip.engineering.f5demo.
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo.nek
Address: Lu4.250.237.176

C:\Users\gorman>nslookup www.wip.engineering.f5demo.
Server: dns.google
Address: B8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo gt
Address: 3.145.176.2U6
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Load Balancing
Preferred: | Round Trip Time v |
Load Balancing Method Alternate: | Ratio w |
Fallback: |Fallback IP |
Fallback IP 47456
[Update
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https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://techdocs.f5.com/kb/en-us/products/big-ip-dns/manuals/product/bigip-dns-concepts-12-0-0.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html
https://clouddocs.f5.com/training/community/dns/html/class1/class1.html

Olole =2 #+-gL|ct

Datadoge HIEZ], AlZfe A 222 MS5h= ELEHE £FMUL|CH O 742 Ubuntu 22.04.1 SAEO||A Linux
Ofl0|ME H7F 7.43.12 AE5}0] StorageGRID A|ARI0| 22 WY EE[JASLICH.

StorageGRID MIB It20j| A 414 El Datadog ZZ1} 8l E3 mAQIL|CH

Datadog= H|E MIB IHY S SNMP HIA|X| £ 0§ H 5= O 227t datadog X MM 2 HeSH= WHE HIeL|CH

YAHE X|Hof| w2t - E Ho|e =1 EY i Z 0fLol| Chet StorageGRID YAML THUQILIC} "0 7", +0| IS
letc/datadog-agent/conf.d/snmp.d/trap_db/+0i| ‘E&L|C}
* "TRAP YAML I & CIRECESILICH E S5L|C}
° * MD5 H|2M * 42e27e4210719945a46172b98¢c379517+
o * SHA256 checksum * d0f5¢c8e6¢3c902d054f854b70a85f928cba8b7¢76391d356f05d2¢cf73b6887+

0| StorageGRID ZZ & YAML It 2 HAE X|Eof| w2} -4 El ool =1 HIE=] ofEof| chsl H-dELCh"c7]".
+0| Y2 /etc/datadog-agent/conf.d/snmp.d/profiles/+0| ‘& &L|C}
* "YAML Z2¥ O S OHREEYL|CH E SELC
° *MD5 M3 * 72bb7784f4801addad4e0c3ea77df19aa+
° * SHA256 K|=2 4 * b6b7fadd33063422a8b8e39b3ead8ab38349ee0229926eadc8585f0087b8cee+

HE2/2| SNMP H|0|E Z0| L& ELICt
D1|EE401| CHot SNMP 1M 2 & 74X thHo = a2 4 QUELICt StorageGRID A|ARIO| ZEHE HEYT FA

E HMSStALE 7HE EK[Q| IPE MO|5t0] Atz HAMS AT £ ASLICH A X= 2Ho| w2t ErEI—IEL
Xf% 7.:1*#8 GOl 21 o|0|ME YAML It o[ A] Ho|EIL|Ct HAIXN &K Hol= SNMP 74 YAML It of

THE QJELICE CH22 SUst StorageGRID A|AEIOf| Cist 2t of of| L},
s AM

142 /etc/datadog-agent/datadog. YAMLO| L& LICH
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https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.datadoghq.com/network_monitoring/devices/snmp_traps/?tab=yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/NETAPP-STORAGEGRID-MIB.yml
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://datadoghq.dev/integrations-core/tutorials/snmp/introduction/
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml
https://docs.netapp.com/ko-kr/storagegrid-enable/media/datadog/netapp-storagegrid.yaml

listeners:
- name: snmp
snmp listener:
workers: 100 # number of workers used to discover devices concurrently
discovery interval: 3600 # interval between each autodiscovery in
seconds
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
configs:
- network address: 10.0.0.0/24 # CIDR subnet
snmp version: 2
port: 161
community string: 'stOr@gegrid' # enclose with single quote
profile: netapp-storagegrid

HE ZA

/etc/datadog-agent/conf.d/snmp.d/conf.yaML

init config:
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
instances:
- ip address: '10.0.0.1'
profile: netapp-storagegrid
community string: 'stOr@gegrid' # enclose with single quote
- ip address: '10.0.0.2'
profile: netapp-storagegrid
community string: 'stOr@gegrid'
- ip address: '10.0.0.3"
profile: netapp-storagegrid
community string: 'stOrlgegrid'
- ip address: '10.0.0.4"'
profile: netapp-storagegrid
community string: 'stOr@gegrid'

2ofl et SNMP 74

SNMP E#0j| CH$t 7142 datadog 714 YAML I} /etc/datadog-agent/datadog. YAMLO|| Al A 2| EIL|C}
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network devices:
namespace: # optional, defaults to “default”.
snmp traps:
enabled: true
port: 9162 # on which ports to listen for traps
community strings: # which community strings to allow for v2 traps
- stOrQgegrid

StorageGRID SNMP LA 9| o
StorageGRID A|AEIS] SNMP O[0|ME = 74 B, HL|EZ & of2{of| AELICE. SNMPE &-4%}st §lst= HEE
A

LHYLICH EYME oI H "EY tiY"S MEistn EYM S ZeS= OI0|H S of0|HME =
)LHA'l'c'il‘L_l |:|.
ocood -

SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPyl, SNMPv2c, SNMP3 are supported. For SNMPY3, only User Security Model {LISM)
authentication is supported. All nodes in the grid share the same SNMP configuration,

Enable SNMP @

System Contact @
System Location @ lab

Enable SNMP Agent Notifications @
Enable Authentication Traps @ [
Community Strings

Default Trap Community @ stlr@gegrid

Read-Only Community @

String 1 stir@gegrid +

Other Configurations

Agent Addresses (0) USM Users (0} Trap Destinations (1)

= 1

4 CreauJ
Version Type Huost Port Protocol fl:q::mnllﬁusn
SHMPVIE inform 10,193,592 241 8162 une efaul Community:

stin@gegrid
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rclone= AI235}0{ StorageGRIDMIAM ZHM|E 010 12|0|M, K& 8l
AbR[ghLCH

Kama|= smet of2 Z2t9l KA

—

rclone2 S3 HUS ¢let F5 BHE T+ I 220U ERL|CE rcloneS AHE510] StorageGRIDOIA QEXME
I11|0|E1E aoto| 20| M 4, A h A = UAELICE relonedl= OF2H of|eF 20| "I X|" 7|52 AFESH0 H|O] UX| @b2
PO HA S AXE + A= 7150] EHE|0] JAELICH

rcloneS AX[St0 1Bt

Y IAH|O|M EE= MO rcloneS A X|SH{H Of| A CHR2EESHYA|L "rclone.org".

x7| 8 BHA

1. config AFZEE HASIIL £ 502 MAZ MY rclone 74 IAS MAMBILICH
2. 0] oflofl M= rclone A0l 21 StorageGRID S3 AEZEQIE 0|20 sgdemoS AR EHLICE.

a. 314 I ~/ config/rclone/rclone.confS A AL CH

[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com

b. rclone M S MAlSHL|C}
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https://rclone.org/downloads/

rclone config

2023/04/13 14:22:45 NOTICE: Config file
"/root/.config/rclone/rclone.conf" not found - using defaults
No remotes found - make a new one

n) New remote

s) Set configuration password

g) Quit config

n/s/g> n

name> sgdemo

Option Storage.

Type of storage to configure.

Enter a string value. Press Enter for the default ("").

Choose a number from below, or type in your own value.
1 / 1Fichier

\ "fichier"

2 / Alias for an existing remote
\ "alias"

3 / Amazon Drive
\

"amazon cloud drive"

4 / Amazon S3 Compliant Storage Providers including AWS,
Alibaba, Ceph, Digital Ocean, Dreamhost, IBM COS, Minio,
SeaweedFS, and Tencent COS

\ "s3"

5 / Backblaze B2
\ "b2"

6 / Better checksums for other remotes
\ "hasher"

7 / Box
\ "box"

8 / Cache a remote
\ "cache"

9 / Citrix Sharefile
\ "sharefile"

10 / Compress a remote
\ "compress"

11 / Dropbox
\ "dropbox"

12 / Encrypt/Decrypt a remote
\ "crypt"

13 / Enterprise File Fabric
\ "filefabric"

14 / FTP Connection
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15

16

17

18

19

20

21

22

23

24

25

26

27

28

31

32

33

34

35

36

PN N N N U N N N O N N N N N N N - N N N

" ftp"

Google Cloud Storage (this is not Google Drive)

"google cloud storage"
Google Drive

"drive"

Google Photos

"google photos"

Hadoop distributed file system
"hdfs"

Hubic

"hubic"

In memory object storage system.
"memory"

Jottacloud

"jottacloud"

Koofr

"koofr"

Local Disk

"local"

Mail.ru Cloud

"mailru"

Mega

"mega"

Microsoft Azure Blob Storage
"azureblob"

Microsoft OneDrive
"onedrive"

OpenDrive

"opendrive"

OpenStack Swift (Rackspace Cloud Files,

"swift"

Pcloud

"pcloud"

Put.io

"putio"

QingCloud Object Storage
"gingstor"

SSH/SFTP Connection
"sftp"

Sia Decentralized Cloud
"sia"

Sugarsync

"sugarsync"

Tardigrade Decentralized Cloud Storage
"tardigrade"

Memset Memstore,
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37

38

39

40

41

42

43

44

45

PN N N N N N N

Transparently chunk/split
"chunker"

Union merges the contents
"union"

Uptobox

"uptobox"

Webdav

"webdav"

Yandex Disk

"yandex"

Zoho

"zoho"

http Connection

i e ™

premiumize.me
"premiumizeme"

seafile

"seafile"

Storage> 4

large files

of several upstream fs



Option provider.

Choose your S3 provider.

Enter a string value.

1

10

11

12

13

14

/

N 7N N N N N N N N N N N N o

~

Amazon Web Services (AWS) S3
"AWS"

Alibaba Cloud Object Storage System
"Alibaba"

Ceph Object Storage

"Ceph"

Digital Ocean Spaces
"DigitalOcean"

Dreamhost DreamObjects
"Dreamhost"

IBM COS S3

"IBMCOS"

Minio Object Storage

"Minio"

Netease Object Storage (NOS)
"Netease"

Scaleway Object Storage
"Scaleway"

SeaweedFS S3

"SeaweedFS"

StackPath Object Storage
"StackPath"

Tencent Cloud Object Storage (COS)
"TencentCOS"

Wasabi Object Storage

"Wasabi"

Any other S3 compatible provider
"Other"

provider> 14

(0SS)

Press Enter for the default ("").

Choose a number from below, or type in your own value.

formerly Aliyun
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Option env_auth.

Get AWS credentials from runtime (environment variables or

EC2/ECS meta data if no env vars).

Only applies if access_key id and secret access_ key is blank.

Enter a boolean value (true or false). Press Enter for the

default ("false").

Choose a number from below, or type in your own value.

1 / Enter AWS credentials in the next step.

\ "false"

2 / Get AWS credentials from the environment (env vars or IAM).
\ "true"

env_auth> 1

Option access key id.

AWS Access Key ID.

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
access key id> ABCDEFGH123456789JKL

Option secret access key.

AWS Secret Access Key (password).

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
secret access key> 123456789ABCDEFGHIJKLMN0123456789PQRST+V

Option region.

Region to connect to.

Leave blank if you are using an S3 clone and you don't have a
region.

Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Use this if unsure.

1 | Will use v4 signatures and an empty region.
\ mwn
/ Use this only if v4 signatures don't work.
2 | E.g. pre Jewel/v10 CEPH.

\ "other-v2-signature"
region> 1
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Option endpoint.

Endpoint for S3 API.

Required when using an S3 clone.

Enter a string value. Press Enter for the default ("").
endpoint> sgdemo.netapp.com

Option location constraint.

Location constraint - must be set to match the Region.

Leave blank if not sure. Used when creating buckets only.

Enter a string value. Press Enter for the default ("").

location constraint>

171



Option acl.
Canned ACL used when creating buckets and storing or copying
objects.
This ACL is used for creating objects and if bucket acl isn't
set, for creating buckets too.
For more info wvisit
https://docs.aws.amazon.com/AmazonS3/latest/dev/acl-
overview.html#canned-acl
Note that this ACL is applied when server-side copying objects as
S3
doesn't copy the ACL from the source but rather writes a fresh
one.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Owner gets FULL CONTROL.

1 | No one else has access rights (default).
\ "private"
/ Owner gets FULL CONTROL.
2 | The AllUsers group gets READ access.
\ "public-read"
/ Owner gets FULL CONTROL.
3 | The AllUsers group gets READ and WRITE access.
| Granting this on a bucket is generally not recommended.
\ "public-read-write"
/ Owner gets FULL CONTROL.
4 | The AuthenticatedUsers group gets READ access.
\ "authenticated-read"
/ Object owner gets FULL CONTROL.
5 | Bucket owner gets READ access.
|

If you specify this canned ACL when creating a bucket,
Amazon S3 ignores it.

\ "bucket-owner-read"

/ Both the object owner and the bucket owner get FULL CONTROL
over the object.

6 | If you specify this canned ACL when creating a bucket,

Amazon S3 ignores it.

\ "bucket-owner-full-control"
acl>

Edit advanced config?

y) Yes
n) No (default)
y/n> n
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[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com:443

y) Yes this is OK (default)
e) Edit this remote

d) Delete this remote
y/e/d>

Current remotes:

e) Edit existing remote

n) New remote

d) Delete remote

r) Rename remote

c) Copy remote

s) Set configuration password

g) Quit config
e/n/d/r/c/s/a> g

7|

rhT

Y of

o

-

S CURVICEE

rclone mkdir remote:bucket

rclone mkdir sgdemo:test01

(i)  sSLoEME SAlsHo} st 29 —stol of 3t - AIFME AFGBLICY,

L BE B3 L
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rclone 1lsd remote:

rclone LSD sgdemo =:

« * EX HIlo| QHHE 22 *

(=) =— =

rclone ls remote:bucket

rclone Is sgdemo: test01

65536 TestObject.O
65536 TestObject.1l
65536 TestObject.10
65536 TestObject.12
65536 TestObject.13
65536 TestObject.1l4
65536 TestObject.15
65536 TestObject.16
65536 TestObject.1l7
65536 TestObject.18
65536 TestObject.2
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
33554432 bigob]
102 key.Jjson
47 lockedOl.txt
4294967296 sequential-read.0.0
15 test.txt
116 version.txt

©O© 0 J o U1 W

M EARS PN [

rclone rmdir remote:bucket

rclone rmdir sgdemo:test02

V- P

rclone copy filename remote:bucket
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rclone copy~/test/testfile.txt sgdemo:test01

* *HA FEH 7]

rclone copy remote:bucket/objectname filename

rclone copy sgdemo:test01/testfile.txt~/test/testfileS3.txt

* *OHA| A

rclone delete remote:bucket/objectname

rclone delete sgdemo:testO1/testfile.txt

* *HZ0|M QEHE Oto|aa|o|M *
rclone sync source:bucket destination:bucket --progress

rclone sync source directory destination:bucket --progress

rclone sync sgdemo: test01 sgdemo: clone01 — Xl E

Transferred: 4.032 GiB / 4.032 GiB, 100%, 95.484 KiB/s, ETA
Os
Transferred: 22 / 22, 100%
FElapsed time: 1lm4.2s
@ progress(ZId) = -PE AHE5I0] 22| X1l A2hs FAIL|CH X gfo™ =20|
gtaLict
HA H .

* BT DE QUEE I8 AN -

rclone purge remote:bucket --progress
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A
ost
L

rclone purge sgdemo: test01 — %l

Transferred: OB/ 0B, -, 0B/s, ETA -
Checks: 46 / 46, 100%

Deleted: 23 (files), 1 (dirs)

Elapsed time: 10.2s

rclone Is sgdemo: test01

2023/04/14 09:40:51 Failed to 1ls: directory not found
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https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
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Response body

"responseTime”: "2025-09-19T7T15:01:28.142Z",
"status": "success",
"apiVersion": "4.2",
"data": {
"deletes": {

"synchronous”: null,

"deleteQueueWorkers"' null,
"asynchronousQueueRatio”: null,
"synchronousTimeout": null,

"asyncILMDeletes": null,

"maxConcurrentUnlinkTruncateOps": null

},
"scanner": {

"ignoreTimeSinceLastClientOp": null,

"ignoreTimeSinceLastILMOp": null,

"scanRate": null,

"leakedUUIDCheckRatio”: null,
"leakedUUIDMaxConcurrentWorkers™: null,
"leakedUUIDIgnoreTimeSincelLastEvent": null,
"bucketDeleteObjectsMaxConcurrentWorkers™: null
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"deletes": {
“synchronous": false|,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": 10,
"synchronousTimeout": 30,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null

},

"scanner": {
"“ignoreTimeSinceLastClientOp": 3600,
"ignoreTimeSincelLastILMOp": 10800,
"scanRate": null,
"leakedUUIDCheckRatio": 10,
"leakedUUIDMaxConcurrentWorkers": 64,
"leakedUUIDIgnoreTimeSincelLastEvent": 3600,
"bucketDeleteObjectsMaxConcurrentWorkers": 64
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Configura

" > S3 Object Lock

S3 Object Lock

o 53 Object Lock has been enabled for the grid and cannot be disabled.

Enable $3 Object Lock for your entire StorageGRID system if S3 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled, it cannot be
disabled.

Before enabling 53 Object Lock, you must ensure that the default rule in the active LM policy is compliant. A compliant rule satisfies the requirements of buckets with 53 Object Lock enabled.
It must create at least two replicated object copies or one erasure-coded copy.
These copies must exist on Storage Nodes for the entire duration of each line in the placement instructions.
Object copies cannot be saved in a Cloud Storage Pool.
Object copies cannot be saved on Archive Nodes.
At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
At least one line of the placement instructions must be "forever".
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Manage object settings optional

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an
object as needed.

ﬂ Object versioning has been enabled automatically because this bucket has 53 Object Lock enabled.

53 Object Lock

53 Object Lock allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53
Object Lock, you must enable this setting when you create the bucket. You cannot add or disable 3 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention @

Automatically protect new objects put into this bucket from being deleted or overwritten.

@) Dbisable

Enable
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Buckets = veeam12

veeam12

Region: us-east-1

53 Object Lock: Enabled

Date created: 2023-09-2108:01:38 GMT
Object count: 0

View bucket contents in Experimental 53 Console [4]

Delete objects in bucket | | Delete bucket
Bucket options Bucket access Platform services
Consistency level Read-after-new-write (default) [V
Last access time updates Disabled v
Object versioning Enabled v
S3 Object Lock Enabled v

Veeam= AME3I2{H S3 H{Zl0f| CH3l 2ot L 2tdo| RBILICE W2t VeeamS S3ll 02 9I1X[2] Ci|O[Efof|
(=5
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Bucket options Bucket access Platform services

Consistency level Read-after-new-write (default) A

Change the consistency control for operations performed on the objects in the bucket. Consistency levels provide a balance between the availability of objects and the consistency of those objects across different
Storage Nodes and sites.

In general, use the Read-after-new-write consistency level for your buckets. Then, if objects do not meet availability or consistency requirements, change the client application's behavior, or set the Consistency-
Control header for an individual API request, which overrides the bucket setting.

All
Pravides the highest guarantee of consistency. All nodes receive the data immediately, or the request will fail

@ Strong-global

Guarantees read-after-write consistency for all client requests across all sites.

Strong-site

Guarantees read-afier-write consistency for all client requests within a site.

Read-after-new-write (default)

Provides read-after-write consistency for new objects and eventual consistency for object updates. Offers high availability and data protection guarantees. Recommended for most cases.
Available

Provides eventual consistency for both new objects and object updates. For 53 buckets, use anly as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or GET
operations on keys that do not exist). Not supported for FabricPool buckets.

Savec|

Last access time updates Disabled W
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Create a traffic classification policy

You can create traffic classification policies to monitor the network traffic for specific buckets, tenants, IP
addresses, subnets, or load balancer endpoints. You can optionally limit this traffic based on bandwidth,
number of concurrent requests, or the request rate.

Review the policy

Policy Veeam
name:

Description:Policy to monitor
Veeam bucket
traffic

Matching rules

Type Inverse
4 Matchvalue @

(7] match @

Bucket test No

@ Enter policy name —— @ Add matching rules —— @ Set limits —— o Review the policy

StorageGRID {E2{0[A A0 B 5l ~2kof| el MM SA| &Y 2| HetS M=ot - d8oF & = ASLICH.

183




Veeam 29|
2| EZX|ER|

1]

.

St Veeam

M
=

HME Ufat OHIALS AIRHEILICH VM 0t

184



Edit Backup Job vm baciup 4rmb

Storage

- Specify processng proxy server to be used for source data refrieval, backup repositony to store the backup files produced by
m this joir and customize advanced job settings if required,

Backup peown
| Buiomatc selection

Marms=
Choose..

Yirmual Machines
Backup repositony:

m | bar=metal 4mb [Created by MUCCBC chaense! ot 14.03.2023 1521 -

Guest Processing = ha Map backup
Retention policy: | 30 5 | | da -
Schedule et L | bd 2 :ys
! Keep certain full backups longer for archival purpozes Configure...
Surnmary

G weekly, 3 monthly

[} Configure secandary destinations for this job
Capy backups produced by this job to another batkup repository, or lape. We recommend to make
at least one copy of your backups to & different storage device that is located ofi-site.

Advanced job settings inchide backup mode, comprassion and deduplication, block [, ;
size, notificsbion cettngs, autcmated post-ob actvity and other sefings, | i

g Y = 226t ML £[Hst 4YS 4MB 0|22 HEYLILE = 3 5=
Atgtof| [EfEf HALE SFYS HESHD MY 2 dY S FEYLIC
o

Adhvanced Settings

Backup | Mainterance | Stotage | Notifieations | vphere | Imtegration | Soripts

Data reduction
[¥] Exclude swap file blocks (recommended)
|| Exclude deleted file hlacks frecommended)
C-:-mprﬁnu:-n Ie'vel-
| Optirmat [rewnmendedr \'.-l
Provides for the best -:cmpue-ssmﬂ to p-:rl’mr"lance ratio, lowest backup pr,.m-
CPU usage end fastest restore.

'Sh:mgr aptimiration:

T -
Rexguired for processing machines with disks larger than 1007T8. Reduces
dedupe rato and increases the size of mcremental backups
Encryption
[7] Enable backup file encrypbon
Save da Default| DK, Cancel

M7t &g et=(0f0F BLCE 27

185



StorageGRID ZL|E{E

Veeam} StorageGRID7} &H| Z&Sst= WAIS XHAM|S| H2{H X H s ol HE A[ZHo| BtE2E wi7tX| 7|Cta2qof
ZLIC XI27HK|= Veeam YIZETH FE PUT ZHUCE FME|H AMK| 7t LMSHX] b&L|CH B H[O]E{ 7}
DFRE[T HE2|7t A REH QENE HEAA MA| L2E AHRES 2elstn Bt 2R VeeamOflA MES ZHY
A olAL|C}

T Mg .

e

StorageGRIDE X|2 & O IEEI Ho[X|of A= A|AH 2SS PLIEZSHE HE|ot KAIEE MSELICH =2
CHAIRE = HAg MAHst A2 S3 708, ILM % E2f 23 MMIL|Ct S3 /e tHAIEE0|M S3 &Y &=, XIH
AzZtS! @F SEo it M2 E stolg ~ JSLICH

S3 4% Ul HA QNS BYl 2 Lot Hal E01 20| o RYHR HA| 98 45 Hold 4 AL

Summarized Rates
600 ops/s 2.50K ops/s

400 ops/s L

1.50K ops

200 ops/s 50K op!
1K ops/s

0 ops/s

12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00 500 ops/s
== $595712-tme-13 delete_object == s5g5712-tme-13 get_object == s95712-tme-13 get_usage
== $g5712-tme-13 put_object $g5712-tme-14 delete_object $g5712-tme-14 get_object
$95712-tme-14 put_object §95712-tme-15 delete_object $g5712-tme-15 get_object
== 505712-tme-15 put_object $a5712-tme-16 delete_obiect $a5712-tme-16 qet_object == Sitel delete_object == Site1 get_object == Sitel get_usage == Site1 put_object

0ops/s | .
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00

Active Requests Summarized Active Requests

0
12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 06:00
- $505712tme-13 delete_object == $5712-tme-13 put_object == $g5712-tme-14 delete_object
== $05712-tme-14 put_object $95712-tme-15 delete_object $g5712-tme-15 put_object
$g5712-tme-16 delete_object $g5712-tme-16 put_object == Site1 delete_object == Site1 put_object

12:00 14:.00 16:00 18:00 2 . 02:00

Average Duration("# 7|7 XtEO|= 2 =271 2t @K 0| Cish 2= B AlZHo] EAIE Ol=
I o7 *|7f0|51 Z7t §40| Q37 L} StorageGRID A|AEIO| O B2 EE% K2|gt £ Q= 27to| %%%
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Average Duration

{

Oms

11:30 12:00 12:30 13:.00 13:30 14:00 14:30 15:00 15:30 16:.00 16:30 17:00 17:30 18:00 18:30

== 5g6060-tme-09 delete_object == $g6060-tme-09 put_object == sg6060-tme-10 delete_object == sg6060-tme-10 put_object == sg6060-tme-11 delete_object == sg6060-tme-11 put_object == sg6060-tme-14 delete_object
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Total Completed Requests

300 Mmil

200 Mil

e

100 Mil /

0

09/20 09/23

== 200 delete_bucket == 200 delete_object ==
200 other 200 put_bucket

500 delete_object 503 delete_object

=
= Z2gs

HIS7| MRS

Average Delete Times

15:00 1510 15:20 15:30 15:40 1550 16:00 16:10 1620 16:30 16:40 16:50

$g6060-tme-09 delete metadata == sg6060-tme-10 delete metadata == sg6060-tme-11 delete metadata

$g6060-tme-14 delete metadata
$g6060-tme-11 cloc remove
$q6060-tme-11 total

$96060-tme-09 cloc remove
$g6060-tme-14 cloc remove
$q6060-tme-14 total

$g6060-tme-10 cloc remove

Rate of Client Driven Deletes
400 ops/s
300 ops/s
200 ops/s

100 ops/s

0 ops/s L

1500 1510 1520 1530 1540 1550 16:00 1610 16220 16:30 16:40 16:50

== $g6060-tme-09 sync == $g6060-tme-10 Sync == $g6060-tme-11 Sync == sg6060-tme-14 sync
$96060-tme-09 async $96060-tme-10 async $g6060-tme-11 async $g6060-tme-14 async
$g6060-tme-09 sync timed out == sg6060-tme-10 sync timed out $g6060-tme-11 sync timed out
$q6060-tme-14 sync timed out

200 put_object
503 head_bucket

$g6060-tme-09 total == sg6060-tme-10 total

09/26 09/29

200 get_object == 200 head_bucket
404 other == 404 put_object
503 put_object

10/02

200 list_buckets
405 put_object

g DLIEZE & ASLICH StorageGRIDE 2t =E0|A 57| &
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Active Deletes

17:00
A

16:50

15:10

15:20 1530 1540 1550 16:00 16:10 16:20 16:30 16:40 17:00

== $g6060-tme-09 common == $g6060-tme-10 common == $g6060-tme-11 common
== $g6060-tme-14 common

Rate of ILM Driven Deletes
500 ops/s

400 ops/s
300 ops/s

M

16:50

17:00

1500 1510 1520 1530 1540 1550 1600 16:10 16220 16:30 16:40 17:00

== $506060-tme-09 queue == sg6060-tme-10 queue == sg6060-tme-11 queue == sg6060-tme-14 queue
$g6060-tme-09 MD purge $g6060-tme-10 MD purge 5g6060-tme-11 MD purge
$g6060-tme-14 MD purge
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Load Balancer Request Traffic Load Balancer Request Completion Rate
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== Received == Sent == Total == PUT

Error Response Rate Average Request Duration (Non-Error)

No data
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Write Request Rate by Object Size Read Request Rate by Object Size

No data points
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Advanced Options

Name
Reflection Refresh
Metadata
Privileges Authentication
O AWS Access Key EC2 Metadata AWS Profile No Authentication

All or allowlisted (if specified} buckets associated with this access key or IAM role to assume (if specified) will be available

AWS Access Key

b

AWS Access Secret

IAM Role to Assume

Encrypt connection

Public Buckets

Buckets

(® Add bucket

=
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FS.s3a.endpoint _<StorageGRID S3 AEXQIE: port>
FS.s3a.path.style.access &t
FS.s3a.connection.maximum@ L|Ct _<100=CHZ 2t > _

General Enable asynchronous access when possibla

ibilitw -3
Apply requaster-pays to 53 requasts
Reflection Refresh
= Enable file status check

Metadata Enable partition column inference

Privileges Root Path

!

Server side encryption key ARN

Default CTAS Format

PARQUET

Connection Properties

Name Walua
fs.53a.path.style.accass true

MName Walua
fs.s53a.endpoint sgdemo.natapp.com

Mame Value
fs.53a.connection.maximum 1000

(® Add property

Allowlisted buckets

& Add bucket

Cache Options

Enable local caching when possible

Max percent of total available cache space to use whan possible
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Datasets StorageGRID
(A hdp-user wame 4
v Spaces (0) @ [ apache-hive
[ cdp-cluster
[ cdp-tera
No spaces yet [ databrick-tpcds
Add space
[ delta-lake
] dicluster-tpeds
Sources E") - g

@ StorageGRID 0 [ dremio-csv

GitLab2 AL272t NetApp StorageGRID
ordizt M o 2fa

NetApp2 GitLabOllX| StorageGRIDE H|IAE}ELICE Ol2H2| GitLab #& MES HESHAR. S ERSHHAL
"GitLab 2K AE2|X| 74 7I0| =" & HERSHIAIL.

M ML HE of

Linux IHZ|X| AX|2] Z2, O] Of|xl= 2| MIJLICt connection S LAl AEULICH HE
/etc/gitlab/gitlab.rb ¥ot= Q2 CHE &2 FIHeiLICL
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# Consolidated object storage configuration

gitlab rails['object store']['enabled'] = true
gitlab rails['object store']['proxy download'] = true
gitlab rails['object store']['connection'] = {

'provider' => 'AWS',
'region' => 'us-east-1',
'endpoint' => 'https://<storagegrid-s3-endpoint:port>',
'path stype' => 'true',
'aws access key id' => '<AWS ACCESS KEY ID>',
'aws secret access key' => '<AWS SECRET ACCESS KEY>'
}
# OPTIONAL: The following lines are only needed if server side encryption
is required
gitlab rails['object store']['storage options'] = {
'server side encryption' => 'AES256'

}

gitlab rails['object store']['objects']['artifacts']['bucket'] = 'gitlab-
artifacts'

gitlab rails['object store']['objects']['external diffs']['bucket'] =
'gitlab-mr-diffs'

gitlab rails['object store']['objects']['lfs']['bucket'] = 'gitlab-1fs'
gitlab rails['object store']['objects']['uploads']['bucket'] = 'gitlab-
uploads'

gitlab rails['object store']['objects']['packages']['bucket'] = 'gitlab-
packages'

gitlab rails['object store']['objects']['dependency proxy']['bucket'] =
'gitlab-dependency-proxy'

gitlab rails['object store']['objects']['terraform state']['bucket'] =
'gitlab-terraform-state'

gitlab rails['object store']['objects']['pages']['bucket'] = 'gitlab-
pages'
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aws s3api put-object --bucket <bucket>
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--key <file> --body

= ASLICH ZtMet HE2 2

"<file>"

--server-side-encryption AES256 --endpoint-url https://s3.example.com

aws s3api head-object --bucket <bucket>
https://s3.example.com

"AcceptRanges": "bytes",
"LastModified": "2022-05-02T19:03:0
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6
"ContentType": "text/plain",
"ServerSideEncryption": "AES256",
"Metadata": {}

* M E TP FLIt

aws s3api get-object --bucket <bucket>
-url https://s3.example.com

--key <file> --endpoint-url

3+00:00",

c0b36bclI\"",

--key <file> <file>

--endpoint

A LICH 7HH|7F
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openssl enc -aes-128-cbc -pass pass:secret -P°

salt=ESDBB6603C7B3D2A
key=23832BAC16516152E560F933F261BF03
iv =71E87COF6EC3C45921C2754BA131A315

aws s3api put-object --bucket <bucket> --key <file> --body "file" --sse
-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

aws s3apli head-object --bucket <bucket> --key <file> --sse-customer
-algorithm AES256 --sse-customer-key 23832BACl16516152E560F933F261BF03
--endpoint-url https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:20:02+00:00",
"ContentLength": 47,

"ETag": "\"f92ef20ab87e0e13951d9%bee862e9f9%a\"",
"ContentType": "binary/octet-stream",
"Metadata": {},

"SSECustomerAlgorithm": "AES256",
"SSECustomerKeyMD5": "rjGuMdjLpPVleRuotNaPMQ=="

194



® o153t 7|15 RIBOHK| 21OH "HeadObject XAUS SE I F LM(404): &S £ 3" 277}
HEAMSHL|CF,

= o

* S TP SLIct

aws s3apl get-object --bucket <bucket> --key <file> <file> --sse

-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

A%t 7| E MSSHA| ROH "GetObject HE S == I LF7H UMM SL|CHInvalidRequest). &,
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aws s3apil create-bucket --bucket <bucket> --region us-east-1

--endpoint-url https://s3.example.com

aws s3apil put-bucket-encryption --bucket <bucket> --server-side

-encryption-configuration '{"Rules":
[{"ApplyServerSideEncryptionByDefault": {"SSEAlgorithm":
"AES256"}}]}' --endpoint-url https://s3.example.com

aws s3api put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com
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aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

{

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T20:16:23+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",
"ContentType": "binary/octet-stream",
"ServerSideEncryption": "AES256",

"Metadata": {}

}
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aws s3api get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com
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aws s3apli put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0ON --endpoint-url https://s3.company.com

* It 7| ZHo =2 stlgtL|Ct

=

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com
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"LegalHold": {
"Status": "ON"

—

* 57 XIE B3 7|52 B

aws s3apl put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0FF --endpoint-url https://s3.company.com

* Q7| AP = solgtL|t.

=

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com

"LegalHold": {
"Status": "OFE"

4 @E
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aws s3api put-object-retention --bucket <bucket> --key <file>
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2025-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

aws s3apil get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com
+
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"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2025-06-10T16:00:00+00:00"
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aws s3api put-object-lock-configuration --bucket <bucket> --object-lock
-configuration '{"ObjectLockEnabled":

"DefaultRetention": { "Mode":
-url https://s3.company.com

"Enabled", "Rule": {

"COMPLIANCE", "Days": 10 }}}' --endpoint
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I
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aws s3apl get-object-lock-configuration --bucket <bucket> --endpoint-url
https://s3.company.com

"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {

"DefaultRetention”: {

"Mode": "COMPLIANCE",
"Days": 10

aws s3apil put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com
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aws s3api get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"
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aws s3apil delete-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com
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aws s3apili list-objects —--bucket <bucket> --endpoint-url
https://s3.example.com
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aws s3api list-object-versions --bucket <bucket> --prefix <file>
--endpoint-url https://s3.example.com
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"Versions": [

{
"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",

"Size": 47,

"StorageClass": "STANDARD",
"Key": "file.txt",
"VersionId":

"RDVDM] YWMTQtQkNDQSOxMUVDLThGOEUtNJQ3NTAWQzAXQTk1",
"IsLatest": false,
"LastModified": "2022-04-15T14:46:29.7340004+00:00",

"Owner": {
"DisplayName": "TenantOl",
"ID": "56622399308951294926"
}
}
1,
"DeleteMarkers": [
{
"Owner": {
"DisplayName": "TenantOl",

"ID": "56622399308951294926"

by

"Key": "fileOl.txt",

"VersionId":
"QjVDQzgzOTAtQOFGNiOxMUVDLThFMzgtQORGMJAWQjkOMjML",

"IsLatest": true,

"LastModified": "2022-05-03T15:35:50.248000+00:00"

*© A2 T2l HHE ARELCE

aws s3apl delete-object --bucket <bucket> --key <file> --version-id
"<VersionId>" --endpoint-url https://s3.example.com

An error occurred (AccessDenied) when calling the DeleteObject
operation: Access Denied
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"Principal":"*"

"Principal" : {"AWS":"*"}

° HIAEQ| B E AtEXt0|| st HIAE ID(AWS A/H 1} 5Y)

"Principal": { "AWS": "27233906934684427525" }

° AEXHH 20| 3ot HIHE WOl 22 = HE0[ ¥ E = J2[EQ| LHE HIHE)

"Principal": { "AWS":
"arn:aws:iam::76233906934699427431 :user/tenantluserl" }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-
user/tenant2userl" }
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"Principal": { "AWS":

"arn:aws:iam::76233906934699427431 :group/DevOps"™  }

"AWS": "arn:aws:iam::27233906934684427525:federated-

group/Managers" }

"Principal": {
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"Statement": [
{
"Sid": "Custom name for this permission",
"Effect": "Allow or Deny",
"Principal": {
"AWS": [
"arn:aws:iam::tenant ID::user/User Name"
"arn:aws:ilam::tenant ID::federated-user/User Name",
"arn:aws:iam::tenant ID:group/Group Name",
"arn:aws:iam::tenant ID:federated-group/Group Name",
"tenant ID"
]
by
"Action": [

"s3:ListBucket",
"s3:0ther Action"
1,
"Resource": |
"arn:aws:s3:::Example Bucket",
"arn:aws:s3::

1,

:Example Bucket/*"
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"arn:AWS:S3:::example_bucket"
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AWS Policy Generator

The AWS Policy Generatar is a toal that enables you to create policies that control access to Amazon Web Services [AWS) products and resources. For more information about
creating policies, see key concepts in Using AWS ldentity and Access Management. Here are sample policies.

Step 1: Select Policy Type
A Policy Is a container for permissions. The different types of palicies you can create are an 1AM Policy, an 53 Bucket Policy, an SNS Topic Policy, a VPC Endpoint Policy, and an 505
Queue Policy.

Select Type of Policy | 1aM Policy w| d——— For qroun policy.choose 1AM Policy

Step 2: Add Statement(s)
A statament is the formal description of a single permission. Sed a description of elements that you can use in Statements

Effect ) Allow i Deny

AWS Service |__‘_"'!"_U!-!_P_"_$§ N ":AII Services (')
Lsge Mltiphe SEBtEMants 10 800 PerTilsasos for MmOre than one servic T Chipose Amazon 53 service
Actions - Select Actions -- s | 1A Actions (') o Selsct the 53 actions lo allow or diny

Amazon Resource Name (ARN) ": < A

JBuckel Mame

Add Conditions (Optional)

Add Staternent No Action selected. You must select at least one Action

Step 3: Generate Policy
A poficy is a document (written in the Access Policy Language) that acts as a container for one or more statements,

Add one or more statements above to generate a policy.

H 2] HAHof| CHSE Hehe MAMote{™H * M2 Q3 of CHsl S3 3l ™A S MEfSHL|CE * /lSt= g tof| st HES
MEHSHLICt- 3| = HE, HE HSIOZE HMS A&t OIS 518 HTt* S Principal?| AF2XL s 15 HE|

F7t6h= 40| AL-| Ch * &t EZCH20|A o] #gtof] ket S3 E A & W2 d= Foll /= 4XE S5t
"RE MY MRS SELICE ¢ OfOFE 2|4 O|F(ARN) &Xt0f| M2l A2 E =L 519' 0|& 2ol
"arn:AWS:S3:::::"8 FI7IEILICE ex. "arn:AWS:S3:::example_bucket"
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products and resources, For more information about
creating palicies, see key concepts in Using AWS Identity and Access Management, Here are sample policies,

Step 1: Select Policy Type

A Policy |s a container for permissions, The different types of policles you can create are an TAM Policy, an 53 Bucket Policy, an SNS Topic Policy, a WPC Endpoint Policy, and an 5QS
Queue Policy.

Select Type of Policy 4—— Eor buckst policy choose S3 Buckel Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission. See a deseription of elements that you can use [n statements.

Effact @& Allow O Deny
Principal | | Y riiaws:iam:  Tenan! \Duser/User Name
Ll i COTTNR TSSOt Miiltiphe vidlies
AWS Service  pmaron 53 . All Services ('*'}
Lise muliipie staternents to add permbssions far more than cne service
Actions .. Select Actions -- o [ All Actions (') s Suloct the 53 sctions to allow or dany

Amazon Resource Name (ARN) | | — arniaws:sd:Bucket Name

ARN should follow the following formaty arn:aws:s3: 1 §{Buckotama )/ §{ KayName }

Liss a comma to separaty muitiple vales

Add Conditions (Optianal)

Step 3: Generate Policy
A policy s & document (written In the Access Policy Language) that acts as a contalner for one or more statements,

Add one or more statements above to generate a policy.

£ 50|, 2E MEXVt HZlQl ZE QEHNE s GetObject S A = YL E H3l HMS MHstH=
B2 XHEE AHQ "Marketing” 1E0i| &8t AFEXHRE HA| MM A HotS 51T

* MM @ OZ S3 Bucket Policy S AME{EIL|CY
* 75 S MENSLICE
* Ot 38 ™ME - arn:AWS:IAM::95390887230002558202:Federated-group/MarketingS /2 gtL|Ct

* 7l M -arn:AWS:S3::example_bucket, arn:AWS:S3::example_bucket/ * & I23gtL|C}
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management. Here are sample policies.
Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an IAM Policy, an S3 Bucket Policy, an SNS To
Queue Policy.

Select Type of Policy |53 BucketPolicy |

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements.

Effect @ Allow ) Deny

Principal |amn:aws:iam::95390887; €— arn:aws:iam::95390887230002558202:federated-group/Marketing

Use a comma to separate multiple values.

AWS Service Amazon 53 ~ All Services (I*I)

Use multiple statements to add permissions for more than one service,

Actions - All Actions ('*')

Amazon Resource Name (ARN) |am:aws:s3::examplebu| #— arn:aws:s3:;:.examplebucket arn:aws:s3: :examplebucket/*

ARN should follow the following format: am:aws:s3:::${BucketName}/s{KeyName}.
Use a comma to separate multiple values.

Add Conditions (Optional)

F7bHES SBLIC

Ho

You added the following statements. Click the button below to Generate a policy.
Principal(s) Effect Action Resource Conditions

+ arniaws:lam::95390887230002558202: federated-group/Marketing Allow 53:% = arniaws:s3::examplebucket Norne
= arniaws:s3iexamplebucket/*

. §__T'_I' '5.'9. % IA;iEH'é'l-Ll[_l-

o =}
© DE ALEHOl| CHl HE ++* + E YELCH
* GetObject X ListBucket 2] Hof| A= AXHE S=ISLICE"
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1 Action(s) Selected
(] GetMultiRegionAccessPointRoutes

L L

GetObject
[ GetObjectAcl %
() GetObjectAttributes

/ (] GetObjectLegalHold
(] GetObjectRetention ali
(] GetObjectTagging
[] GetObjectTorrent

L L]

2 Action(s) Selected

() ListAccessPointsForObjectLambda
(] ListAllMyBuckets
ListBucket

/ [ ListBucketMultipartUploads
(] ListBucketVersions X
() ListCallerAccessGrants

C] ListJobs

* 7l M -arn:AWS:S3::example_bucket, arn:AWS:S3::example_bucket/ * & I23gtL|C}
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management, Here are sample palicies.

Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an 1AM Policy, an S3 Bucket Policy, an SNS Tt
Queue Policy.

Select Type of Policy [53 Bucket Palicy V]

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements,

Effect @ Allow () Deny

Principal [ ]

Use a comma to separate multiple values.

AWS Service Amazon 53 ! All Services (.*.)

Use multiple statements to add permissions for more than ane service.

Actions 2 Action(s) Selected ¢ [ All Actions ("*')

Amazon Resource Name (ARN) [arn:aws:sa'_::examplebu] 4—— arn:aws:s3:examplebuckel, arn:aws:s3:examplebucket/*

ARN should follow the following format: arm:aws:s3: 18 {BucketName}/${KeyMame}.
Use a comma to separate multiple values.

Add Conditions (Optional)

FHES S=ELH

MO

You added the following statements. Click the button below to Generate a policy,

Principal(s) Effoect Action Resource Conditions
= arm:aws:iam::95320887230002558202 federated-group/ Marketing Allow s3:" = arn:aws:s3:examplebucket None
« arniawsisdiexamplebucket/™
- Allow = 3 GatDbject - am:aws‘.sa:::eumplwu:kﬂ Nowmne
& 53:ListBuckst « arn:aws:s3:iexamplebucket/*

<M AY HES SEotH W E YO oH Y Ho| LIEHE LT
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Policy JSON Document

Click below to edit. To save the policy, copy the text below to a text editor.
Changes made below will not be reflected in the policy generator tool,

{
“Id": "Policyl744399292233",
“"Version": "2812-10-17",
"Statement": [
{
"Sid": "Stmt1744399152838",
“Action": “s3:%",
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::examplebucket”,
“arn:aws:s3:::examplebucket/*"

1
"Principal": {
"Aws": [

"Sid": "Stmt1744399288838",
"Action": [




"Id": "Policyl1744399292233",
"Version": "2012-10-17",
"Statement": [

{

"Sid": "Stmt1744399152830",

"Action": "s3:*",

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": {

"AWS": [
"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "Stmtl1744399280838",
"Action": [
"s3:GetObject",
"s3:ListBucket"

1,

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

0| json2 U= JLHE AF8E =& U1 "Statement" = ¢/ ID X HHE 2 HAHLY == 20 2t AMotof| Chs ZCt
Q|0 A= H=S AH83HH SIDE *fgﬂ XEg = A1 0f 16,_+ =2 ALY = JASLC

nl

of

il
ujn
2

Ct

BN

ZELCt

0jo
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"Statement": |
{

"Sid": "MarketingAllowFull",

"Action": "s3:*",

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": ({

"AWS": [
"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "EveryoneReadOnly",
"Action": [
"s3:GetObject",
"s3:ListBucket"
1y
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

—

JF ZBH(1AM)
= Cl2EE| AEFY B! AAA

te A2 s{E LIt

Of

O] 2F YM2 AEXI7E ALE X} 0| 50| 21 E{ZIf ZA|Off M| A

210



{

"Statement": |

{

HME2 ALEXZ 20 T E=Z0l BEE HAS

"Sid": "AllowListBucketOfASpecificUserPrefix",
"Effect": "Allow",
"Action": "s3:ListBucket",
"Resource": "arn:aws:s3:::home",
"Condition": {
"StringLike": {

"s3:prefix": "S${aws:username}/*"

"Sid": "AllowUserSpecificActionsOnlyInTheSpecificUserPrefix",

"Effect": "Allow",
"Action": "s3:*Object",
"Resource": "arn:aws:s3:::home/?/?/S${aws:username}/*"

0=

Meh 2 =S FMstefLICE

O] YM2 StorageGRID UIOIA] MEE|X| 42 S3 APIOf| A2 M EELICt.
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"Statement": |

{

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"
by
{
"Action": [

"s3:PutBucketObjectLockConfiguration",
"s3:PutBucketVersioning"

1,

"Effect": "Deny",

"Resource": "arn:aws:s3:::*"

O] HZl HM2 AN Tz 2Z 7(2HS 102 O[st= M|erfL(ct
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"Version":"2012-10-17",
"Id":"CustSetRetentionLimits",
"Statement": |

{

"Sid":"CustSetRetentionPeriod",

"Effect":"Deny",

"Principal"™:"*",

"Action": [

"s3:PutObjectRetention"
I

"Resource":"arn:aws:s3:::testlock-01/*",
"Condition": {
"NumericGreaterThan": {
"s3:0bject-lock-remaining-retention-days":"10"



HM IDE 7|E22 JHKHE AHSHA| Rot== MSHefLICt
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion"
I
"Effect": "Deny",
"Resource": "arn:aws:s3:::*"
by
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"
}
]
}
dES Y7 HE A2 T ot CIMELS|(HFANZ HMietefL T
O] YM= ArEstH D F2| 70| K2l LiQ| 5tef CIME 2| (- T AN 7] TE HMA Hets THE £ JASLIC
2l O|F2 "study"0| 1! 5t¢| LI E2|= "study01"LICE.

"Statement": [
{
"Sid": "AllowUserToSeeBucketListInTheConsole",
"Action": [
"s3:ListAl1MyBuckets"
1,
"Effect": "Allow",
"Resource": |

"arn:aws:s3:::*"

"Sid": "AllowRootAndstudyListingOfBucket",
"Action": [
"s3:ListBucket"
I
"Effect": "Allow",

"Resource": [
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"arn:aws:s3::: study"
I
"Condition": {
"StringEquals": {
"s3:prefix": [
"study0l/"
I
"s3:delimiter": [

n/n

"Sid": "AllowListingOfstudyO1l",

"Action": [
"s3:ListBucket"

I

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::study"

I

"Condition": {
"StringLike": {

"s3:prefix": [

"study01l/*"
]
}
}
"Sid": "AllowAllS3ActionsInstudyOlFolder",
"Effect": "Allow",

"Action": [
"s3:Getobject"

I

"Resource": |

"arn:aws:s3:::study/study01/*"



"Statement": [
{
"Sid": "Deny non userl",
"Effect": "Deny",
"NotPrincipal": {
"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [
Vg3 gl
I
"Resource": |
"arn:aws:s3:::bucketl",

"arn:aws:s3:::bucketl/*"

"Sid": "Allow userl read access to bucket bucketl",
"Effect": "Allow",
"Principal": {
"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [
"s3:GetObject",
"s3:ListBucket"
I
"Resource": |
"arn:aws:s3:::bucketl",
"arn:aws:s3:::bucketl/*"

I HE MM A Ht0] U= 240 AFEALZ HIIS HMSHRILIC
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"Statement": [
{
"Sid": "Deny all S3 actions to employees 002-005",
"Effect": "deny",
"Principal": {

"AWS": [
"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"

]

b

"Action": "*x",

"Resource": [
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"

"Sid": "Allow read-only access for employees 002-005",

"Effect": "Allow",
"Principal": {
"AWS": [

"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"
]
by
"Action": [
"s3:GetObject",
"s3:GetObjectTagging",
"s3:GetObjectVersion"
I

"Resource": |
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"
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"Statement": [
{
"Action": [
"s3:DeleteObjectVersion”

1,

"Effect": "Deny",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": ({
"AWS": [
"5662239930895129492¢6"
]
}
by
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": {
"AWS": [
"56622399308951294926"
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* NoncurrentVersionExpiration: X|& &l & 0 &g m 74| 7t HIMF It E|JIS HEE JHHIE AxIgL|Ct

* ZE(EFAL EID)

* &Ef *ID

StorageGRID= Lt HZl ZIYS ALE5H0] 2t0| ZALO|Z Y2 22| Tt

» DeleteBucketLifecycle
* GetBuckLifecycleConfiguration 2 & Xt A|

* PutBucketLifecycleConfigurationS & ZXsHA|2

23 77 HMe| 25

2tO|ZALO|Z TS TtE= A M THAO| A= StLt o] &b2] #&l0] EotEl JSON IS ZHELILE ol S0 0]
JSON I+oj|= Ch2at 22 Ml 7kX| #2[0] Zetk|o] RJASLICE
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UX|SH= K| 7} 2020 8 222 X}H0f| RtRE| T2 X|MEL|C
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H{TIO| H| 3T} MO 2 F3HEl = 502 S0 BHRE| T2 X|HEHLICH
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"Rules": [
{
"ID": "rulel",
"Filter": {
"And": |
"Prefix": "categoryl/",
"Tags": [
{
"Key": "key2",

"Value": "tag2"
}
]
}
by
"Expiration": {
"Date": "2020-08-22T00:00:002"
by
"Status": "Enabled"
}y
{
"ID": "rule2",
"Filter": {

"Prefix": "category2/"
bo
"Expiration™: {
"Days": 100
b
"Status": "Enabled"

"ID": "rule3",

"Filter": {
"Prefix": "category3/"

by

"NoncurrentVersionExpiration": {
"NoncurrentDays": 50

by

"Status": "Enabled"
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aws s3api --endpoint-url <StorageGRID endpoint> put-bucket-lifecycle-
configuration
--bucket testbucket --lifecycle-configuration file://bktjson.json

S+ 37| 40| H2lo| HSHo 2 HEIE|J=X] &l5tH GetBucketLifecycleConfiguration 28 Al gfL|Ct.
O£ =H Cr3at Z2&LICH

aws s3api --endpoint-url <StorageGRID endpoint> get-bucket-lifecycle-
configuration
—--bucket testbucket
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"Rules": [
{
"ID": "Delete after 90 day rule",
"Filter": {},
"Status": "Enabled",
"Expiration": {
"Days": 90
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"Rules": [

{

"ID": "NoncurrentVersionExpiration 10 day rule",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 10

5709f HIHM HEE 7RISt R

"Rules": [
{
"ID": "NewerNoncurrentVersions 5 version rule",
"Filter": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": ({

"NewerNoncurrentVersions": 5

CHE MOl gl 82 AtH| OHHE RIA gLt

AL AbEl|: Of HM2 A|ZHO| X|'of| 2t +=HE 4= A= 2= HIoIXH HTS ®MAH st = =2 AMK| 0t E 2t2[sh= o
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"Rules": [

{

"ID": "Delete marker cleanup rule",
"Filtexr": {1},

"Status": "Enabled",

"Expiration": {
"ExpiredObjectDeleteMarker": true

}
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"Rules": [

{

"ID": "Delete current version",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"Days": 30
}
by
{
"ID": "noncurrent version retention",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 60
}
by
{
"ID": "Markers",
"Filter": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

CHE HFO| l= AMH| Ot E H|7{st1, "accounts_ prefix"7t U= JHH|Q AL 4709| B A HF o} %A 0L
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"Rules": [
{
"ID": "Markers",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker":

"ID": "accounts version retention",

"Filter": {"Prefix":"account "},

"Status": "Enabled",

"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 4,

"NoncurrentDays": 30

true

"ID": "noncurrent version retention",

"Filtexr": {1},

"Status": "Enabled",

"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 2,

"NoncurrentDays": 10
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Option

Meaning

Default (Hadoop 3.3.5)

Committer to create for output to S3A, one of: "file",

ksuccessfuljobs

of the job.

fs.s3a.committer.name - g von o file
directory”, "parfitioned", "magic".

fs.s3a.buffer.dir Local filesystem directory for data being written and/or |${env.LOCAL_DIRS:-
staged. ${hadoop.tmp.dir}}/s3a

fs.s3a.committer.magic.enabled Enable “magic committer” support in the filesystem. true

fs.s3a.committer.abort.pending.uplo (list and abort all pending uploads under the destination

ads path when the job is committed or aborted. true

fs.s3a.committer.threads Number of threads in committers for parallel operations 8
on files.

fs.s3a.committer.generate.uuid Generate a Job UUID if none is passed down from fake
Spark

fs.s3a.committer.require.uuid Require the Job UUID to be passed down from Spark false

mapreduce.fileoutputcommitter.mar [Write a _SUCCESS file on the successful completion true

scheme.s3a

mapreduce.outputcommitter_factory.

The committer factory to use when writing data to S3A
filesystems. If

mapreduce.outputcommitter factory.class is set, it will
override this property.

(This property is set in mapred-default.xml)

org.apache.hadoop.fs.s3a.commit.S3A
CommitterFactory
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Option

Meaning

Default (Hadoop 3.3.5)

fs.s3a.threads.max

The total number of threads available in the filesystem for data
uploads *or any other queued flesystem operation™.

64

fs.s3a.connection.maximum

Controls the maximum number of simultaneous connections to
S3. This must be bigger than the value of fs.s3a.threads.max so
as to stop threads being blocked waiting for new HTTPS
connections. Why not equal? The AWS SDK transfer manager
also uses these connections.

fs.s3a.max. total tasks

The number of operations which can be queued for execution.
This is in addition to the number of active threads in
fs.s3a.threads.max.

32

fs.s3a.committer.threads

Number of threads in committers for parallel operations on files
(upload, commit, abort, delete...)

fs.s3a.executor.capacity

The maximum number of submitted tasks which is a single
operation (e.g. rename(), delete()) may submit simultaneously for
execution -excluding the 10-heavy block uploads, whose capacity
is set in "fs.s3a.fast.upload.active.blocks" All tasks are submitted
to the shared thread pool whose size is set in
"fs.s3a.threads.max"; the value of capacity should be less than
that of the thread pool itself, as the goal is to stop a single
operation from overloading that thread pool.

16

fs.s3a.fast.upload.active blocks
(see also related fs.s3a.fast.upload.buffer
option)

Maximum Number of blocks a single output stream can have
active (uploading, or queued to the central FileSystem instance's
pool of queued operations. This stops a single stream overloading
the shared thread pool.

fs.s3a.block. size

Block size to use when reading files using s3a: file system. A
suffix from the set {K,M,G,T,P} may be used to scale the numeric
value.

32MB (tested 1TB data set with
256MB and 512MB block size
shows significant improvement
in both read and write)
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Option

Meaning

Default

(Hadoop 3.3.5)

fs.s3a.multipart.size

How big (n bytes) to split upload or copy
operations up mto. A suffix from the set
{K.M,G,T.P} may be used to scale the numeric
value.

64M

fs.s3a.multipart.threshold

How big (in bytes) to split upload or copy
operations up into. This also controls the partition
size in renamed files, as rename() mvolves copying
the source file(s). A suffix from the set
{K,M,G,T,P} may be used to scale the numeric
value.

128M

fs.s3a.multipart.purge

True if you want to purge existing multipart
uploads that may not have been completed/aborted
correctly. The corresponding purge age is defined
m fs.s3a.multipart.purge.age. If set, when the
filesystem is instantiated then all outstanding
uploads older than the purge age will be terminated
-across the entire bucket. This will impact
multipart uploads by other applications and users.
so should be used sparingly, with an age value
chosen to stop failed uploads, without breaking
ongoing operations.

false

fs.s3a.multipart.purge.age

Minimum age in seconds of multipart uploads to
purge on startup if "fs.s3a.multipart. purge" is true

86400
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Meaning

Default

(Hadoop
3.3.5)

fs.s3a.fast.upload.buffer

The buffering mechanism to for data being written. Values: disk,
array, bytebuffer. "disk" will use the directories listed in
fs.s3a.buffer.dir as the location(s) to save data prior to being
uploaded. "array" uses arrays in the JVM heap "bytebuffer" uses
off-heap memory within the JVM. Both "array" and "bytebuffer" will
consume memory in a single stream up to the number of blocks
set by: fs.s3a.multipart.size * fs.s3a.fast.upload.active.blocks. If
using either of these mechanisms, keep this value low The total
number of threads performing work across all threads is set by
fs.s3a.threads.max, with fs.s3a.max.total.tasks values setting the
number of queued work items.
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Add cloud

Name
Type
MediaAgent

Server host

Bucket

Credentials

‘Use saved credentials

Name

‘ Use deduplication

Deduplication DB location

NetApp StorageGRID -

Select MediaAgent R

<ip-address-or-host-name=:<port=

<Name-of-the-bucket-in-SG=>

Select credentials v =

Cancel
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Create server backup plan e

Plan name

Backup destinations Add copy
Name Storage Retention period +

Primary storageGRID final test 30

RPO

Backup frequency Runsevery 4 [ Hours =

B Add full backup

Backup window Monday through Sunday : All day
Full backup window Monday through Sunday : All day
Folders to backup v
Snapshot options v
Database options v
Override restrictions v
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Add VM group e

Name

Browse and select VMs Hosts and clusters -
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[
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ect all

1]
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ghsG

1 @ 10.193.92.169

] @ 10.193.92.170

] @ 1019392171

] [ 10.193.92.203

] @ 10.193.92.227

[ | 10.193.92.97

] @ 10.193.92.98

] [ 10.193.92.99

@ Ahmad

| & Arpita

[7] & Ask Ahmad before screwing around :)
] @ Baremetal-VM-hosts
| @ CVLT HCI POD

| & DO-NOT-TOUCH

| & Felix

| & Jonathan

1 @ JosephK]

| & NAS Bridge Migration Test
| @ steve

| @Yahoo Japan Test

| & Cloned-GW

] &) GroupA-GW1

| $1john

Backup configuration

‘ Use backup plan

Plan to SG- No dedup v
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& adminv
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Command Center

COMMVAULT &)

VM groups

[
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S
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@

g

B2

v
&

Configuration

Overview

Content

VMs

@ DNS-server-Bootcamp

Summary

Not set

—]
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Select backup level

@ Full

Incremental

Synthetic full

When the job completes, notify me via email
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S$3 and Swift Objects vs Time
2020-03-26 14 5458 EDT to 2020.03-27 14 5458 EDT

/

2,500,000

2.000.000':-'4/?‘_

1.500,0004

1,000,000

T

53 and Swift Objects A

500,0001

._
v

0 - . . .
15:00 20:00 01:00 06:00 11:00
Time (hours)

T2l 2: 3A|7H O|LHO|| 80TB2| AEZ|X| 22F &t
1 hour 1 day

Storage Used - Object Data
100.00%

75.00%
50.00%
25.00%

0%

16:00 18:00 20:00 22:00 00:00 0200 04:00 06:00 08:00 10:00 12:00 14:00

= Uised (%)

HZl 22ty =& T A

= AE25HH XS A2 X7t S3(Simple Storage Service) H219|
QHHNEO| CHel +2St= 20| CHSE L2t 3 MEish o~ QIGLICH

Ho

CommVault MediaAgent= Commvault Z2| Data MoverIL|Ct. CHEE S| AL MediaAgent= 2%
StorageGRID AIO|EO| 2HE 7|ESIEE M EILICE M2t 2H 2F AO|E LU &2 &2 Hed H&
£Z2 MEoHE 20| ZELICH StorageGRIDO|A MM El Commvault H'I5"°| Yo =S MY 0 oS KRS
ArggtL|ct.

@ Commvault HZF0| 11.0.0 - A{H|A T 16 O| ™ K ._| 2 CommvaultE XA HEoZ
A O|ESH= WS n2{s EMA|L. SM0| ot AL Af% SOl HZFof| CHet XA S MEMAL.

* CommVault 11.0.0 O™ HZH - MH|A T 16.* 11.0.0 O|™ HTO|A Commvaults S % H2| ZZMAQ]
UL Z ZXSHX| b= JHA| ol Cisl S3 = B GET &g SAELICH M3l Yatd 52 Lot AIO|ER
MHt0 Commvault2 StorageGRID #1S 2ot 2| Mol YoM £F2 HMBILICEH

* CommVault & 11.0.0 - A{H|A T 16 0| &h.* H{T 11.0.0 - AH|A T 16 O| &0l M= EXHSIK| b=

7H%
+AHE= S3 6= S GET &l 7t £|ASHELICE Commvault ! StorageGRID 2tZ0A =2 °E'J'.-'_*
E’c‘! 7] 23 712 H2 Bt HE +FS M M7 2 7| 2 AFgLCt

oz 2
o
i =
njo =

251



TR-4626: == 22 A]

StorageGRIDZf 217H| EfAF 2E YHME AESHHAR

StorageGRID Z2 QEHME AEEZ|X| A|ARIO|A EFAL Bl 2 2H 25 M A 2| ol CHS
AUOIEAMA| L.

EtAL 2E 221X 2} 8HH| NetApp ® StorageGRID ® S F$517| 9|8t Lt XA ]L|Ct,

QEHE AEZ[X[E 224RE AEL(X|2tE 802t SIotH, 2EtRE AEE|X|E &&= 0HE2(AH[0] 42 URLSE
Sl sl 2E2|X|E M2 LTt Bhavt URL FIE0| A= StorageGRIDE= THY AIO|E K= X(2[HQ 2 FAHE
MOIEOM 8, d5 ¥ UTFHS &HY + ASLICE O3St Had S 7t55H 8t 718 4= 2E

WM YLICE

O] 2M2l 5H2 StorageGRID 1 A0i|A| 2= WA FM0f| CHH AFSt EfA 2= WM 90| chish LHHE el
I |S5t= AL

2L WA= StorageGRID2 22 AEI2I0|Xg QEHME AER|X| A|ARIS| T 2N QARILICE
StorageGRIDE 0f2{ AEZ|X| cEZ PMEH, 2t AEE|X| ==& EH StorageGRID QIAE A0 CHSH T A|
S3(Simple Storage Service) 0| 372 M3 = JASLICL 2= WM = StorageGRID LEE HiX[E 4= =
1IN AEEQIES MMBILICE StorageGRID= XA 25 WHAME MSTHCH= HOlM S3 8 QENE
AEZ|X| A|AH] ZHj|= T1Q38HX|2t F5, Citrix NetScaler, HA Proxy, NGINX St Z2 EfAl E= #HE 25
X| gL ct.

HH
=

r
Rl
|.|'|

CtS J2l0M = old URL/FQDN(E3tel =021 0] F) “s3.company.com” AF2EILICtH 2E WA= DNSE S
FQDNLE 2Rlk|= 7t IP(VIP)E M d$t CH3, O Z2|AHI0|M2| R E StorageGRID LE £ HHLICE EE
WHME 2 CE0|A AE) HAS 2EstD A& =0 cist HZATH YT CE

Pool of Storage Nodes

-------------------------------------------------------------

S3\HTTP
Endpoint

Applications

Load Balancer

https://s3.company.com,

HA Group

. .
------------------------------------------------------------

O] 2 0ll= StorageGRIDZt HMSdt= 2= WM It LioF AUX|ZE ERAL 2E B MO| JE2 ZELICH.
OHEZIAO|M2 ZE B M| VIPE AHE5I0] HTTP M[MS AFst EfT0| 2 WHME Sl 2E2[X = E2
HEEUCL 7|2Ho =2 o SEA0[F0M 2= BHMNK|, 2= HRAMOM 2EE|X| LENX| 2= E2{L2

HTTPSE S8 2= stelLich HTTPS Agisls ML

27 9 22Y 2 Wik

252



* *=EYH MH[A 2EE WA AM(GSLB) *. 2] AIO|E0f| HZE S 241510 LTM 2E HHME SUMOoE EE
WH ABIL|CE GSLB= Xlsd DNS A2t M2tstH EL|Ct 22t0|H E Tt StorageGRID HEXEQIE URLE
LHSIH GSLB= 724 = 7|Et QOI(0]: ofE (70| M2 X|H A|Zt2 EL & U= AIO|E)2 7|HIC 2 LTMS|
VIPZ 0| &QIgtL|C} LTM2 &4t ZQ38tX| Dt StorageGRID AFO|EQ| £t 0HZ2|7|0|M Q7 Argtof| 2t
GSLB= MEH AtEIL|CE

ol

ES/% T 9

i
plas
o

S

rr

Of Mol @B & F=0f cHall XiA[s| 2ot=Ee{H Chg EM SY/EE= B MO|ES AESHYAIL.

* NetApp StorageGRID £ A HIE{https://docs.netapp.com/us-en/storagegrid/[]
* NetApp StorageGRID X|# https://docs.netapp.com/us-en/storagegrid-enable/

* StorageGRID F5 2E ¥ A A 112{ Atg hitps://www.netapp.com/blog/storagegrid-f5-load-balancer-
design-considerations/

* Loadbalancer.org—Load NetApp StorageGRID & Al hitps://www.loadbalancer.org/applications/load-
balancing-netapp-storagegrid/

* Kemp - EE #&H 4 NetApp StorageGRID https://support.kemptechnologies.com/hc/en-us/articles/
360045186451-NetApp-StorageGRID

StorageGRID 2 #ZH M Al

StorageGRID Gateway Node 2= i A|o| HEh0]| CHol LOtEAM L.

NetApp® StorageGRID® H|O|ER|O] .LLEE F¢i517| 2ot Lot X|&L|C,

StorageGRID A[O|EQ0| .= EE WA Cf EfAI 2EE "N

StorageGRID= S3 28t QENE AEZ|X| 3ZEM M= EE MEHE ({E2I0|HA, VM EE= AHIO|HE

MSEkl= UOJEIE 2E WM E N STtCH= MO|A XHEStHE L|cr StorageGRIDO|A| X S6t= 2E WHME
HOIEQIO| EBIDE o+|_||:}.

F5, Citrix S1t 22 25 MM E OF ARt UX| b2 NHO| AR Bt 2E MHME 7295H= 20| i
ST = ASLICH StorageGRID EE 4y EJME 2L W 2F2 3 A chashstl|ct

i

AOIERI0] =E£ 1718Y U DS 2E WRHNYLICE, DX A O|EL0| £E, BN 2E RN EE 5 O}
St J2|S0f R 4+ YALICH AO|ERI0] =EE GSLBSH 22 ET H2(xpYLICh

StorageGRID 2E HEH M= C21 22 0[S M3 ELCt.

AL
e *ChaM 1 2|lA

[>
o
-1
0x
0x
m
oA
o
§'=
ﬁ
>+E
=)
A
e
m
N
olr
o
H

& StorageGRIDO||A{ 2t2|EL|LCt.

X

ELE BHAM= StorageGRID HELE, 185 S MS5HH, iHF= = HHE
A
=)

E
* 4&. StorageGRID
MoK of

OHE2|7|0] 41}

8 .
* *H|E* FIHH|IE (VM) 8¢ HEf|o[L BT o[ S ELICt.

20| 7t Ml
—1
=

+ BT 28 13 E2fY 27 758 ALSOIH YIRE 243 $ StorageGRID 2 QoS FAS ASY
A OlALIC}
T Mg -

* * 0|22| StorageGRID M & 7|& *. StorageGRID= &2 ZE|A0 A 2EE MW Aof| HAHQ 7|52
[EHMoZ A ™ztst =74e o A L|Ct.

>

253


https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/blog/storagegrid-f5-load-balancer-design-considerations/
https://www.netapp.com/blog/storagegrid-f5-load-balancer-design-considerations/
https://www.loadbalancer.org/applications/load-balancing-netapp-storagegrid/
https://www.loadbalancer.org/applications/load-balancing-netapp-storagegrid/
https://support.kemptechnologies.com/hc/en-us/articles/360045186451-NetApp-StorageGRID
https://support.kemptechnologies.com/hc/en-us/articles/360045186451-NetApp-StorageGRID

StorageGRID 2| £8 LEZ AN 22 EfT] 22|Xt= 15 MEf AAE A2 AEZ|X| LE MEl, 8261 U 2[AA
71240 ezt QS BArE £ QEL|CH 5t StorageGRID 213 H| 0| AFO|E 7t "0"O 2 MHE AL o2
AIO|EOf| HEIE 246t 7|sk JAELICH AEZ|X| LEE ALEY & X|TH HO|EY0] =EE AO|EN|M AEE
2= AL HIJI AHSOF O2|=9| CHE AMO|EZ MItEIL|CE

AOIESIO] =9 2E #RiM JHd 7|52 H|O|E X2[2| Y= H|O|Ef MIES of2] ¥ ChA| 8l= 53 XY 25t
(Oll: Al 'oF5)0f| CHaH &Eet 45 S MSsto| fleh ALt JHd A[0|EH0] LE= O2|Eo| LIHA| =21t
=

oMoz HO{T 2of HiX|Sto] LR 2 Hotof M O L2 452 M35t WAN HER I HEEE HE =
USFLICE FHAl= M7|7F FHA | K] 20 FHA] HEHE +FSHK| b= 17| ZEO0IM ZtSTLICE 2} 7 AO|ES0]
LEE= LHE Y AO|ESIO] =EoF SEIFOZ AS Lt

StorageGRID Gateway ‘== H{ZZOf| CHSt XpA|SH LIE 2 CI28 EESHMR. "StorageGRID AE A" .

StorageGRIDO||A| HTTPS& SSL IS ME F#oidh= Wl CHsl fot=L|Ct
StorageGRIDO||AM SSL QIZME Foidh= A2l 41t THAIE ofsi gL Ct.

HTTPSE AH&%t= 22 SSL(Secure Sockets Layer) @15 A7t L0{0f BfL|Ct, SSL ZZEZ 2 S2I0|HEL}
AEZQIEES AHSI0] ME[E 4= e HOE HBELICL SSL2 T3t Eflo| o5 olE M3 ELICH SSLISME
Z2t0[AHE|A AMZ|T 2~ Qlojof BtL|CE 0|E fIsll SSL 21Z M= DigiCert, QIZ2t0f| A M= AFE CA EE
SAEO|N MM XA MHE QIS At 22 MY AzZ| Hh= CARIS 7|2hoA Latts & JASLIC

Z2I0[AUE & F71 20| HRSHX| gfen 2 MYMOoZ M| £~ = CAABME AF8St= 20| Z&LICL
QIZM7I 2E WM &= StorageGRIDO| 2EE| 1 S20|HEJ BHE A2t HZESL|CH

M2l CAE AMES}E
T2 MA= S2t0|A

1Z£ 22t0|AHE| Z=7tsHoF EL|Ct. 7HQl CA RIS ME ME|SH=
Mo 2k CHE &~ JUELICE o|E S0 ONTAP for FabricPoolOf| A
X o

Helol Z QB M(FE B AM, ol 1B A, 2ISM)E ONTAP 22{AE0| JHEX 2 Y2 =5H{0F gL
XA MEE QIS ME ArE5t2{H 22t0|HUETF CA BI0| MSE ASME LE[5I0] 2153 2lohof BfLICt YR &

—
Z2OM M= XA MEE ASME 5185HK] il 2ol FAIE &= YlsLITt.

Z2I0|AHE Bt 24 ZHK| StorageGRID ZZ20| SSL Q1S A HiX|= SSL S= 7t LRt | X|of 2t S2fEiL|Ct,
2C HHME S20|HES 2 BXOZ 1M LIS 2E WM st StorageGRID HZES 2|8t M SSL
RIBME AHESIH0] CHA| 2 2t5t AL St zatet 4= JELICH s EfE S S15t0 StorageGRIDZt SSL =
AEHOIET B8 o 4 QEL|CH 2E WA I SSL & AELQIEQI AL AS M7t 2E WMo HX|=|H
DNS O|E/URL2| FA| O|Ezt 220|HEI} 2= WM E Sl StorageGRID CHAN| HESIEE A=l CHA|
URL/DNS O|E8 Z&stL|Ct AUCTIIE 0|2 S EEEIL|CH 2E WHMII IHAAZZE TMEl AR SSLOAISME
StorageGRIDO]| A X[s{{0f BFL|C}. L8t 2AIZ A 0fl= DNS O|S/URLS| F4| 0|21t A EFIE 0|ES Z &SI 2=
WHAME Sl StorageGRID CHAN| HASHE=Z Z2H0|AET}F 714 =l CHA| URL/DNS 0| 0| ZE2t=|0{0F ghL|Ct,
QIS M| 7HE AEE|X| LE O|EE Zee TQE= ¢loM BF URLEE Eeeh 4 Ql&LLCE.

gl
I\

Subject DN: /C=US/postalCode=94089/ST=California/L=Sunnyvale/street=495 East Java Dr/O=NetApp, Inc./OU=IT1/0OU=Unified Communication
s/CN=webscaledemo.netapp.com
Serial Number: 37:4C:6B:51:61:84:50:F8:7A:29:09:83:24:12:36:2C
Issuer DN: /C=GB/ST=Greater Manchester/L=Salford/O=Sectigo Limited/CN=Sectigo RSA Organization Validation Secure Server CA
Issued On: 2019-05-23T00:00:00.000Z
Expires On: 2021-05-22T723:59:59.000Z
Alternative Names: DNS:webscaledemo.netapp.com
DNS:*.webscaledemo-rip.netapp.com
DNS:* . webscaledemo.netapp.com
DNS:webscaledemo-rtp.netapp.com
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure
* Rebuilt URL to: https://10.63.174.75:18082/

% Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS ECDHE RSA WITH AES 256 GCM SHA384
* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

OPTIONS / HTTP/1.1

Host: 10.63.174.75:18082

User-Agent: curl/7.51.0

Accept: /

HTTP/1.1 200 OK

Date: Mon, 22 May 2017 15:17:30 GMT
Connection: KEEP-ALIVE

Server: StorageGRID/10.4.0
x—amz-request-id: 3023514741
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server dcl-sl 10.63.174.71:18082 ssl verify none check inter 3000
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server dcl-s3 10.63.174.73:18082 ssl verify none check inter 3000
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* NetApp StorageGRID X| @ hitps://docs.netapp.com/us-en/storagegrid-enable/
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S3 Object Lock

Allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use S3 Object

Lock, you must enable this setting when you create the bucket. You cannot add or disable $3 Object Lock after a bucket is
created,

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention

Disable

O New objects added to the bucket will not be protected from being deleted or overwritten. Does not apply to objects already in the bucket
or to objects that have their own retain-until-dates.

Enable

@' New objects added to the bucket will be protected from being deleted or overwritten based on the default retention mode and period
you specify below. Does not apply to objects already inthe bucket or to objects that have their own retain-until-dates.

Default retention mode

Governance

Users with special permissions can change an object’s retention settings or they can override these settings to delete the object.

@ Compliance

No users can overwrite or delete protected object versions during the retention period.

Default retention period @

90 Days v

Maximum retention period on this tenant: 100 years
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—

aws s3apl put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=ON --endpoint-url https://s3.company.com

LS ——

HE B Xtm 2 JEIE ST JSoHH ofiH g HIEtEX| o8z JINRT| AUo = el = ELCt

aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "ON"

-~

HE HRE oMot 17| HEiE HELLIC.

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=0FF --endpoint-url https://s3.company.com
aws s3apl get-object-legal-hold --bucket mybucket --key myfile.txt
—-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "OFE"

-

i EZ M™E Retain until timestamp2 M ElL|Ct.

aws s3api put-object-retention --bucket mybucket --key myfile.txt
-—-retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-
10T16:00:00"}"'" —--endpoint-url https://s3.company.com

CHA| of H 22 ER|X[0F 43 Al BHetEl 20| I B2 GET =&t ORMIIX| 2 HE MBS 2ol o~ AUSLICE
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aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetalinUntilDate": "2022-06-10T16:00:004+00:00"

A HZ0l ZdstE HIlof 7|2 BEE

o

28o1H 2

I

7|ztol & 5l EHe[Z AEELICH

aws s3api put-object-lock-configuration --bucket mybucket --object-lock
-configuration '{ "ObjectLockEnabled": "Enabled",

"Rule": {
"DefaultRetention": { "Mode":

"COMPLIANCE", "Days": 1 }}}' —--endpoint-url
https://s3.company.com

CHE 22| ZHeiat OO 2 43 Al SE 0| Bt K] ¢to 0 2 2ol -dof tioh GETE +AY + ASLICE

aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url
https://s3.company.com

{
"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {
"DefaultRetention": {

"Mode": "COMPLIANCE",
"Days": 1

CH2o R, HE 70| MEE HEfZ MU0 K E EE + ASLICE

1]

aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com

Put 20| SES HretgfLict.

upload: ./myfile.txt to s3://mybucket/myfile.txt

EZE JHA0 M O] of®ofl M HZlol BEE 2F 7|2E2 JHA|S] EE EtP AT = HBtEL|CE

[
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aws s3api get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"
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Create endpoint

o Enter details

: (E) Select authentication type
Optional

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

MyGrid

URI ©

https://s3.company.com

URN @

arn:aws:s3:::mybucket

2. 22 WM FHE AEZQIES MESITE =HE LI

<ReplicationConfiguration>
<Role></Role>
<Rule>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Bucket>arn:aws:s3:::mybucket</Bucket>
<StorageClass>STANDARD</StorageClass>
</Destination>
</Rule>
</ReplicationConfiguration>

3. AEE|X| HiX| B! T AE2[X| 7|2t 22| S B2|St= ILM 7ES W ELICE of KoM= A

HZ 0] OF ! 0| Y &|0] ASLIL.
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Create ILM Rule Step 1 of 3: Define Basics

Mama | WyTenamt - verslsn petantian

Descngptinn rwinin non-current versions for 30 days

eriytarnirl [PERELA SIR00 BEY 150471)
Tenart Aot ourits [opticonad] @

Buckel Mame conining mrytsckoed

Configure placement instructions to specily how you want elfects matched by this rule to be stored

yTanam - vertion retention
ST ABA-CatPen weridtes for 30 iy

A rube that uses Noncurrent Time only applies to noncuerrent versions of 53 alyects.

You cannot use this rule as the default rale in an ILM policy because it does nat apply to current object versions.

Reference Tims D Monsurfenl Time
Placements D 11 Son by start day
Framday 0 store  or Sl - days m
Type | replicated = Location || siel Coples 2 = Temporary location | - Optianal - - +
Retention Diagram @ L delresh
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20| ZEELICE 0] 2R SI8LX| HELX| HEE MO{E = USLICH NetApp. 0| EF M| 22 HE =E0= AFEXL
= D20y WA HAOZRE| K3l 8l JHA| X T 228 HZ517| 2/l DeIeteObJectVerS|on,
PutBucketPolicy, DeleteBucketPolicy, PutLifecycleConfiguration 2 PutBucketVersioning0| ZEgtk[0{0F gFL|C}.

StorageGRID Ol A S3 J1F YX Z4Ql "2 0] 2toP"S AESHH 0| ERMS O elH 7Y = ASLICE
HEEOM AFEXI 252 W&Y | OF #eots HEsH of MEi™ YMS = 4 ASLIC

— ) i . -
{+) Choose agroup type IL } Manage parmissions o Set 53 group policy
ol —

Set 53 group policy @

An 53 group palicy controls user acceds permissions to specific specific 53 resources, including buckets. Mon.root users have no access
by default.

No 53 Access

Read Only Access "Statermont”; [
|
Full Access “ERect™: "Allow”®,
“Action™; |
@ Ransomware Mitigation @ "s3:CroateBucket”,
13 Depl et Bprkel”,
Custom "si:DeletefeplicationConfiguration”,
Wit b walid JSON barmatted string ) “sd:DeleteBucketMetadataMotification”,
"81-Get Buckethzl™,

“siGetBucketCompliance”,

CHE22 BAELZ 5185 = R 22 A8 7hstt &t Bt 2|4 HE 2ol XotEl OF Mo LHEYLICE

"Statement": |
{

"Effect": "Allow",

"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:DeleteReplicationConfiguration",

"s3:DeleteBucketMetadataNotification",

"s3:GetBucketAcl",
"s3:GetBucketCompliance",
"s3:GetBucketConsistency",
"s3:GetBucketLastAccessTime",
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"s3:
"s3:

GetBucketLocation",
GetBucketNotification"

"s3:GetBucketObjectLockConfiguration",

"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

"S3

GetBucketPolicy",
GetBucketMetadataNotification",
GetReplicationConfiguration",
GetBucketCORS",
GetBucketVersioning",
GetBucketTagging",
GetEncryptionConfiguration",
GetLifecycleConfiguration",
ListBucket",
ListBucketVersions",
ListAllMyBuckets",
ListBucketMultipartUploads",

:PutBucketConsistency",
"s3:
"s3:

PutBucketLastAccessTime",
PutBucketNotification",

"s3:PutBucketObjectLockConfiguration",

"s3:
"s3:
"s3:
"s3:
"s3:
:AbortMultipartUpload",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

"S3

"S3
"S3

"S3
"S3

PutReplicationConfiguration",
PutBucketCORS",
PutBucketMetadataNotification",
PutBucketTagging",
PutEncryptionConfiguration",

DeleteObject",
DeleteObjectTagging",
DeleteObjectVersionTagging",
GetObject",

GetObjectAcl",
GetObjectLegalHold",
GetObjectRetention",

:GetObjectTagging",
:GetObjectVersion",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetObjectVersionAcl",
GetObjectVersionTagging",
ListMultipartUploadParts",
PutObject",

PutObjectAcl",
PutObjectLegalHold",
PutObjectRetention",
PutObjectTagging",
PutObjectVersionTagging",

:RestoreObject",
:ValidateObject",
"s3:

PutBucketCompliance",
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"s3:PutObjectVersionAcl"
1,

"Resource": "arn:aws:s3:::*"
b
{

"Effect": "Deny",

"Action": [

"s3:DeleteObjectVersion",
"s3:DeleteBucketPolicy",
"s3:PutBucketPolicy",
"s3:PutlLifecycleConfiguration",
"s3:PutBucketVersioning"

1,

"Resource": "arn:aws:s3:::*"
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Tenant Manager

OASHBOARD

STOIAGE (811
My [

Buchuis

ACCESS
MANAGEMENT

antity |

Buchets = e bucket
base-bucket

Regeon: wus-east-1

Space uzed: 0 bytes
Chale Created 2025-06-25 MORAS 5T Capacity limit —
Cilsject cownt; a Citpect count lim: -
Dhebéte chijecss in dusiet St B
53 Console Ducket optiars Buckei access

Branch buckeis for base-bucket

A branch bucket provides access 1o objects in s buckat as they sxsted ot o certain teme, A b

buchet provides acoess 1o protected data. but doesn'tUserve a5 4 backup, To continue 1o

arotect dats sk thege {egbres on base buckote 53 Object Lock, cross-grid repicatian for base buckets, or bucket palicies for versioned budoots to clean up old object versons

m &
a

lranch tnscieet name 3 Branch bucket ype (71 2 Before time (31 2 Dwiw orested . 3

brandh backet- 1 Rend-write 2005-06-25 1deD52 IST I05-06-25 140607 IST
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Create branch bucket of base-bucket

Manage settings
o Enter details 9 9
Optional

Enter branch bucket details

Branch bucket name ()

Required

Region @)

Before time (3)

6/25/2025 = 03 :| o4 PM | IST

Branch bucket type
@ Read-write

In the branch bucket, you can add or delete objects or object versions,

O Read-only

in the branch bucket, you can't modify objects. In the user interface, bucket settings related to the modification of objects
will be disabled.

Cancel

TR-4765: StorageGRID ZL|E{Z!
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Metrics

Access charts and metrics to help troubleshoot issues.

@ The toals available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Premetheus Ul using the link below. You must be signed in to the Grid Manager

» hitps/lwebscalegmi netapp.com/metrics/graph

Grafana

Grafana is open-source software for matrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of important metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview LM S3 - Node

Alertmanager Identity Service Overview 53 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overvisw Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Overview Platform Services Commits Support

Cloud Storage Pool Overview Platform Services Overview Traces

EC Read (11.3) - Node Platform Services Processing Traffic Classification Policy

EC Read (11.3) - Overview Renamed Metrics Virtual Memory (vmstat)

CC
—_

Prometheus -

100 Evaiie cuery istoy,

Y32 XY 0|5 4 Y&kt

FIF

O 2715 A830 Prometheus 2E{T|O[ 201 UM AT 2= AELICE Of7|0M AL 7HsSt HIERIS HMSt 2|E
gl 2 = ASLICH

Prometheus URL #2|E 2tS2{H CI3 THAIE 3 etL|CH
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metrics Operations on metrics

7_ /grid/metric-labels/{label}/values Lists the values for a metric label

/grid/metric-names Lists all available mefric names

/grid/metric-query Performs an instant mefric query at a single point in time

The format of metric queries is controlied by Prometheus. See https//prometheus io/docs/querying/basics

Parameters
Name Description
query = =i
string Prometheus query string
(query)

storagegrid_http_sessions_incoming_current
time .
string($date- query start, default current time (date-time)
time)
imn time - query start, default current time (date-t/
timeout :
string timeout (duration)
(query)

120s

)

SHl= Prometheus URL #H2|E Edll ¥2 = Y= A St 2T IEILICH 2 AE2[X| =E0f SxY
MHEHEI HTTP MM £E CHA| & 4= USLICEH 27| 2= JSON Ao Z SEHS CIREEY £ JUSLICE CHS
JMA = Prometheus 2| SHo 02 B &

content type pplication/json v

Responses

Curl
" -H "X-Csrf-Token:

curl -X GET "https://10.193.92.238/api/v3/grid/metric-queryXquery=storagegrid_http_sessions_incoming currently_established&timeout=128s" -H "accept: application/json
©b94910621b19c128b4488d2e537€374"

Request URL
ns_incoming_currently_established&timeout-128s

Server response

Code Details.

200 Response body

T21:26:36.0082",

5 resu]tType "vector”
“result®: [

‘toragegrid_http_sessions_incoming currently_established",
5- tnrage w,

geg!
68((5d25 b52a-4d78-95ec-8f21e76c61bd™,

"1dr",
"Fc56d838-cd56-423b-af67 -edeBa3a288s5d”
"site_name": "us-east-fuse"

APIE ALE5IH QIS E #{2|E AT o= ACH= O|-HO| ASLILE
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1. GMIOIA =22 [API Documentation] H|wS ME{StL|CH

2. QBN of2iz A3ESH] SQl0f CHet 2P S FELICH ChHE 232N POST HIMEQ| Oi7f M5 Ho
ELIC}.

auth Operations on authorization R

m fauthorize Getauthorization token »

Mame Description

body *
object
(body)

Example Value  Model

{
“username”: “Hylserbame™,
“password”: “MyPassword”,

“cookie®: true,
“csrfToken™: false

}

Farameter content type

[ application/jsen w

Responses Response content type | application/jsen v

3. Adelie7| E 2

JE

o. curl MH0f| MSE curl BES FALSH] EO|E Boj| 20 E&LICt. B2 Ch3 1t Z5LICh

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:
dc30b080elca9%c05ddb81104381d8c8" -d "{ \"username\": \"MyUsername\",

\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

@ GMI 20| E4= EXIL ZEE HR E4 EXE 0[AH 0| X2|stH{H \ £ AL sHOf gfL|Ct.
oE S04, r eplace! ZShI

6. 99| curl HHES HASHH O3 ofix|et 22 ¢1E EZ0| £2{0 MISE LICH
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{"responseTime" :"2020-06-

03T00:12:17.0312z","status":"success", "apiVersion":"3.2","data":"8ale528d
-18a7-4283-9%9a5e-b2e6d731e0b2"}

—= T AMAd
CHAl2F SAFRLICH "StorageGRIDS| 15 ZL|EE 7|5". J2{Lt H2 SXoE 0| E2| 30| Get/grid/metric-
labels/{label}/ 242 MEHSH Of| 2 20 FL|Ct

O[H| AF EZ ZXIEE AEDIY curlg St HIERIO| HMAT = ASLICH HER! HMA T2 M|A= MM

7. O|E S0{, %2 215 EF S AFB3I0] L3 curl BHES HASHH StorageGRID2| AtO|E 0| 50| LI EL|CE

curl -X GET "https://10.193.92.230/api/v3/grid/metric-
labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-9a5e-b2e6d731e0b2"

{"responseTime":"2020-06-

03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-
east-fuse","us-west-fuse"]}

StorageGRIDO||A| Grafana CHA|EEE AHESI0] HIERIE FL|Ct
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Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that centain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview
Account Service Overview ILM 53 - Node

Alertmanager Identity Service Qverview $3 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overview Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Ove Platform Services Commits Support

Cloud Storage Pool Overview ces Overview Traffic Classification Palicy
EC Read - Node ces Processing
EC Read - Overview Renamed Metrics

3. GrafanaOi|Af IHI 2E B L E2 o AES HHEYLILE 0| 3R AEE|X| LEJF MEHEL|CE T2 AT
AXMELHH B2 2ot MSELCH

88 Node -

cPU Uniization

Memory Usage
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Create Matching Rule

Matching Rules

Type @ Tenant v

Tenant Jonathan Wong (22497137670163214190) Change Account

Inverse Match @ [

[coes | o

— =

. Mgts SESLITHME AL

Create Limit

Limits (Optional)

Type @ — Choose One —

— Choose One —
Agaregate Bandwidth In

Value

© Aggregate Bandwidth Out

Concurrent Read Requests

Concurrent Write Requests

Per-Request Bandwidth In

Per-Request Bandwidth Out
Read Request Rate
Write Request Rate
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Create Traffic Classification Policy

Policy

Name Match a Tenant

Description {optional)

Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Match Value

Inverse Match
Jonathan Wong (22497137670163214190)

Type

® Tenant
Displaying 1 matching rule.

Limits (Optional)

=+ Create

Type Value Units

fm Jimmibe Emps
No limits found.

Egfm 22 M #HE HERIS He{H HME MEfst T HEZIZ 2218
QX 7|12t 59| HEE HA|SH= Grafana CHA|EE7F MM EILICE

Write Request Rate by Dbject Size
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Load Balancar Requast

Read Request Rate by Object Size
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StorageGRID2| £7| 4X|E FH|5l2{H HAX RHEL HH 9.2 HX|5t1 SSHE S35 A|2. 2 At2f|of et
HE®{Z 2IE{H[0]A, NTP(Network Time Protocol), DNS 3! ZAE 0|52 MHELICE J2|E HELIo= Moz
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/etc/sysconfig/network-scripts/ .

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520
# The actual device that will be used by the storage node file
DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

of ofoll M= 22| HER/ZAS S2|X UIEHI ZX|7t enp67s00|2t11 7FFEILICE Bond0dt 22 HZE X[
=k ASLICH 2ES MESIE EE HIER 3 AUEH0[ASE MESHE HIERZ ZE 7|2 VLANO| §iALt 7|2
VLANO| 22[E HEH I HAZE|N UX| g2 E2 == 7 DHAMM VLAN B2t X|F &l AAE{ 0| AS ALESHOF
2fLICt. StorageGRID ZiH[O|L] XHA|= O[H4l T2 o] Ef 1S SHiA|SHA| 222 249 OSOf| A X 2[sHof L ICt.

iSCSIE AE% M&A 4% (8M
iISCSI AEZ|X|E AHESHK| 2= E 2 host1, host2 3! host30]| 7 At S SF6H7[0| S22 I7(Q E5
CIHFO| AT} ZEEHE|O] U=X| IS OF BHLICE host1, host2 & host3 AEZ|X| 27 At & "ZIH[0|H |
ClAT 37| CH XA,

iISCSIE AF8ot AEZ|X|E HHEHSHH LS TS 225 AIL.

|

1. NetApp E-Series EE= NetApp ONTAP ® H|O|E{ 22| AZEL0{et Z2 2|7 iSCSI AEZ|X|E A8SH= E?
CHS IH7|XIE AXIZL|CE

sudo yum install iscsi-initiator-utils
sudo yum install device-mapper-multipath
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2.

2} 2 AE0|M O|L|A|0fO]Ef IDE HELICE.

# cat /etc/iscsi/initiatorname.iscsi

InitiatorName=ign.2006-04.com.example.nodel

3. 2CHA|] O|L|A|O|[O|E] 0|28 ARSI AER|X| C|HIO]AS| LUN(EO EA|E! £Xt 9 37| "1E5H=
Z0|RELICH )2 24 AER|X| =20 OjZ gL Ct.

4. 2 A

5. Ct& Z 2 C|Ho|A
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# iscsiadm
# iscsiadm

Logging in

portal: 10.

2510 M=E MMEl LUNS iscsiadm AMstD 23215 |C}

-m discovery -t st -p target-ip-address

-m node -T ign.2006-04.com.example:3260 -1

to [iface: default, target: iqn.2006-04.com.example:3260,
64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:3260, portal:
10.64.24.179,3260] successful.

(D XtM|st LH2 2 "iSCS| £ 7| At 4M" Red Hat 12 T & 2 A ZXSHAAIL.

X 2H LUN WWIDE EA|SI2{H CHE S HATLICE

# multipath -11

CHS B2 FKI2t &H iISCSIE AHE0HA| = B2 A HE S ME-0| SZoH fAlE= LAzt 3=
0|2 = TX|E D2 ESH |2 5HH EL|C},

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

ZH| O|Z2t AFE3HH /dev/sdx Lfsoﬂ ’“HIE HMAHSIALE ot 2R 2 M7t LlE =

=2 o2
USLIC + CHE Z2 BA|S ALR3HE H2 eto/multipath.conf CHETH 20| HAS ABSEE
Tpelg AHBHLICE +

==

OREEE:

fX|= 2llojotzof mat L& =20 AS = AL S += ASLICE
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multipaths {
multipath {
wwid 36d039ea00005f06a000003c45fa8f3dc
alias Docker-Store
}
multipath {
wwid 36d039ea00006891b000004025fa8£597
alias Adm-Audit
}
multipath {
wwid 36d039ea00005f06a000003c65fa8£f3£f0
alias Adm-MySQL
}
multipath {
wwid 36d039ea00006891b000004015fa8f58¢c
alias Adm-0S
}
multipath {
wwid 36d039ea00005f06a000003c55fa8f3e4
alias SN-0S
}
multipath {
wwid 36d039ea00006891b000004035fa8f5a2
alias SN-Db0O
}
multipath {
wwid 36d039ea00005£06a000003c75fa8f3fc
alias SN-Db01
}
multipath {
wwid 36d039ea00006891b000004045fa8fbaf
alias SN-Db02
}
multipath {
wwid 36d039ea00005f06a000003c85fa8f40a
alias GW-0S
}
}

2 AE OSO| Dockers AX|5H7| TOf| LUN = C|A3 MAS ZOHSHD OF2ERILICL /var/1ib/docker CHE
LUNE E 7 mof| He|=|0f A2, StorageGRID ZAE0|L{0|AM 217 AFEELICH &, S AE OSOf| EA|E|X]
010 Ef| O XpA|Of LIEFLIT] SHE Thd A[ARI2 HX] 2E2|Xt7 K2 RfL(Ct.

iSCSI A|# LUNS AFE3t= B2 fstab IHAOf| LtZ S0t FAISH LHES HHX|RILICH B2, CHE LUN2 2AE
OsSoj| Ot2Eg It X2t A8 7t58t 25 C|HIO|AZ HA|=|0{0F LT}
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/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4
defaults 0 O

Docker £X|E &H|st= SYLICH

Docker 2X|E ZFH|5I2{H L2 HHAIS A=sHUAL.
|
1. Ml ZAE Z2E0l|M Docker AE2|X| EE0]| THY A|AHIS WAetL|C}.

# sudo mkfs.ext4 /dev/sd?

o
Of
rir
ox
ufn
jo)
D
<
3
QO
©
©
@
]
o
o
Q
D
N
4
]
D
>
o
o
i
Iul

CtE =22t o7H iSCSI ZX|E At

2. Docker AEE2|X| 2& OH2E X|IHS MMBLICt
# sudo mkdir -p /var/lib/docker
3. docker-storage-volume-device0l| CHot FAMSE =S o FIHHLICH /etc/fstab.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker extd
defaults 0 0O

L2 netdev M iSCSI ¥X[E A5tz 20T HEELICH 2Z S5 CIHIO|AE AEdH= 3R0=
_netdev BROIX| %OMH defaults AH&dH= A0| EELCH

/dev/mapper/Docker-Store /var/lib/docker ext4 netdev 0 0

4. M OHY A|ARMS D2 ESID CIAS AFEYE lelLnt

# sudo mount /var/lib/docker
[root@hostl]# df -h | grep docker
/dev/sdb 200G 33M 200G 1% /var/lib/docker

5. A2t

NN Y542 O|RE AR A E SFelLIC),

o

$ sudo swapoff --all

6. MM S QX[5t2{H /etc/fstabOl|M CI2at Z2 A2 S22 D& XM HSHUAIL.
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/dev/mapper/rhel-swap swap defaults 0 O

() 2ers el AlgehN $EE MHsHE 50| 20| Mot 4 UL
7. wEO| HIAE MEES 2801 /var/1ib/docker 2BO| K&H0|T BE C|AZ Clufo| A7} vhte| =]
ol C},
= |_

StorageGRID& DockerS A X|gfL|C}
StorageGRID& Dockerg HX[Sh= YRS LOIEMAL.
DockerE AX|SIHH L3 A E 2t25HUAI2.

A

1. Docker& yum repoS A gfL|C}

sudo yum install -y yum-utils
sudo yum-config-manager —--add-repo \
https://download.docker.com/linux/rhel/docker-ce.repo

2. st oj7|X|E MX|gL|C}.
sudo yum install docker-ce docker-ce-cli containerd.io
3. DockerE A|&gLICE.
sudo systemctl start docker
4. Dockerg HIAEBL|C}
sudo docker run hello-world
5. DockerZt A|AH! A|ZE A| AHE[=X| ZlSfL|Ct
sudo systemctl enable docker

StorageGRIDO]| CHot .- E - TS F=H|SLICt

StorageGRID& E 4 IS ZH|ot= L0l CHolf Kot LICt.
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2l RN = 74 Z2AN20= ChS AP ZetE L CH
':._f71l

. “letc/storagegrid/nodes’ 2= SAEQ| CIAEZ|E MMBL|CE

sudo [root@hostl

2. ZAH[0|L/=E R 20|0t2 T YA|GHES 22|
NAEOIM 22|N SAEY £ 72 WY

(D O = =
L7t dc1-adm1 ElLICE.
—SAE1:
dcl-adml.conf
dcl-snl.conf

—SAED:
dcl-gwl.conf
dcl-sn2.conf

— T AES:

dcl-gw2.conf
dcl-sn3.conf

= A I |

CtS WMOIME /dev/disk/by-path HAIS AI2EtL|CE OIS &
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~]1# mkdir -p /etc/storagegrid/nodes

HGBLICE O] ool M= 2t 2 AE

, 2 dcl-adml.conf O|2t=



[root@hostl ~]# 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 90G 0 disk

F—sdal 8:1 0 1G 0 part /boot

L—sda2 8:2 0 89G 0 part

—rhel-root 253:0 0 50G 0 lvm /
F—rhel—swap 253:1 0 9G 0 lvm
lL—rhel-home 253:2 0 30G 0 lvm /home

sdb 8:16 0 200G 0 disk /var/lib/docker
sdc 8:32 0 90G 0 disk

sdd 8:48 0 200G 0 disk

sde 8:64 0 200G 0 disk

sdf 8:80 0 4T 0 disk

sdg 8:96 0 4T 0 disk

sdh 8:112 0 4T 0 disk

sdi 8:128 0 90G 0 disk

sr0 11:0 1 1024M 0 rom

oj2{st FF2 L3t Z5LCt.
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[root@hostl ~]# 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->
./../sx0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->
./../sda

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:1:0 ->

./../sdb

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:2:0 ->
./../sdc

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:3:0 ->
./../sdd

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:4:0 ->
./../sde

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:5:0 ->
./../sdf

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:6:0 ->
./../sdg

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:8:0 ->
./../sdh

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:9:0 ->
./../sdi

7|2 22Xt =9 of

ot O F ofl:
/etc/storagegrid/nodes/dcl-adml.conf

ope LHESf o

| X=]

ClA3 ZE2E= of2f of|E WEAHLE AELY O|E2 MEY & /dev/mapper/alias YELICH 22
() == =zrolse MY Al HHE0 D220 2 242 5 4 ACDR MBS /dev/sdb
OFHAI2.
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NODE_TYPE = VM Admin Node

ADMIN ROLE = Primary

MAXIMUM RAM = 24g

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0
BLOCK DEVICE AUDIT LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0
BLOCK DEVICE TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.43

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK IP = 10.193.205.43

CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

AEE|X| 29| o

I} 0| F ofl:
/etc/storagegrid/nodes/dcl-snl.conf
o LHE2| o

NODE TYPE = VM Storage Node

MAXIMUM RAM = 24g

ADMIN IP = 10.193.174.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0
BLOCK DEVICE RANGEDB 00 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:5:
BLOCK DEVICE RANGEDB 01 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:6:
BLOCK DEVICE RANGEDB 02 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:8:
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.44

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

o O O

HOIEHO] =E9f of

ot Ol ofl:

/etc/storagegrid/nodes/dcl-gwl.conf
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o g9l off:

NODE TYPE = VM API Gateway
MAXTMUM RAM = 24g
ADMIN IP = 10.193.204.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

GRID NETWORK TARGET = ensl192

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.47

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1
CLIENT NETWORK IP = 10.193.205.47
CLIENT NETWORK MASK = 255.255.255.0
CLIENT NETWORK GATEWAY = 10.193.205.1

StorageGRID 344 2 Ii7|X|E HX|gfL|Ct
StorageGRID 344 2 I7|X|& dX|5t= L0l Chslf Zot=LICt.

StorageGRID 344 8! I{7|X|E &X|512{H Lt BES A SL(Ct

[root@hostl rpms]# yum install -y python-netaddr
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

StorageGRID 74 IS RS HAAELICH

StorageGRIDO]| Ciiet 74 mHo| LHE S =reldtH= 2] Chal otz LICt.

o

StorageGRID = =0] cHslf of| A 724 OIS PHE S0|= /etc/storagegrid/nodes S THU L

2t
stol8fiof BHLict,

T8 oo S efelsta{H 2t S AENM CHZ B S gLt
sudo storagegrid node validate all

mjlo| SHI=E™ E30| 2 7 IHUof| CHdl Passed(S1) 2 EAIELICH
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-

Checking for misnamed node configuration files.. PASSED
Checking configuration file for node dcl-adml..
Checking configuration file for node dcl-gwl..
Checking configuraticon file for node dcl-snl..
Checking configuration file for node dcl-sn2..
Checking configuration file for node dcl-sni.
Checking for duplication of unigue valuss between nodes.. FLI

T4 Thl0| SH2X| O 2R AT U QFE EAIFLICH 7Y QF I WAH HAS Aoty Ho| 252
27ofor LIk,

Checking for misnamed node configuration files..
] ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
. ignoring /etc/storagegrid/nodes/my-file.txt
Checking configuration file for node dcl-adml..
ERRCR: NODE TYPE = VM Foo Node
VM Foo Node is not a valid node type. See *.conf.sample
ERROR: ADMIN ROLE = Foo
Foo is not a valid admin role. See *.conf.sample
ERROR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var—-local
Jdev/mapper/sgws—gwl—-var-local is not a valid block device
Checking configuration file for node dcl-gwl..
ERRCOER: GRID NETWOEK. TARGET = bond0.1001
bond0.1001 is not a valid interface. See “ip link show’
ERROR: GRID NETWORK TP = ERudag
10.1.3 i=s not a valid IPv4 address
ERROR: GRID NETWORK MASK = 255.248.255.0
255.248.255.0 is not a wvalid IPv4 subnet mask
Checking configuration file for node dcl-snl..
ERRCE: GRID NETWOEK GATEWAY = G [} § 0 8 N
10.2.0.1 is not on the local subnet
ERRCE: RDMIN NETWORK ESL = 152.168.100.0/21,172.16.0fco
Could not parse subnet list
Checking configuration file for node dcl-sni..
Checking configuration file for node docl-sn3.. PASS
Checking for duplication of unique wvalues between nodes.
ERROE: GRID NETWOEK IF = 10.1.0.4
dcl-sn2 and dcl-sn3 have the same GRID NETWCRK IP
ERRCR: BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws—sn2-var—local
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
ERRCR: BLOCK DEVICE RANGEDE 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-snZ and dcl-sn3 have the same BLOCE DEVICE RANGEDB 00
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StorageGRID A E AH|AE A|ZfEL|CE
StorageGRID SAE MH|AE A|ZSH= ghHO|| CHo] Lot LICE.

StorageGRID =EE A|&I5t10 SAEE THEEISH 2 CHA| A[EE| £ 5 5t2{™ StorageGRID SAE MH|AE
AEst AlEfslof Lct.

StorageGRID ZAE MH|AE A[ZSIE{H LS A E 2t=5HHA2.

A
1. 2 SAEOM LIS BES AL}

sudo systemctl enable storagegrid

sudo systemctl start storagegrid

() AmmEaAs 7] 4% Al Alzio] 22 4 YaLitt
2. OtZ BES HASt 1=0| T 0 J=X| =elet|Ct,

sudo storagegrid node start node-name
€ S0, L2 8 22 il L EE AHE £ del-adml JASFLIC

[user@hostl]# sudo storagegrid node status
Name Config-State Run-State

dcl-adml Configured Not-Running

dcl-snl Configured Running

4. 0|M0i| StorageGRID ZAE MH|AZ ALSIEE MASIT AZISH AQ(EEE MH|AT} AL 9 AIZHE|Q =X
HEEH EEE Z?) 03 BET ALt

sudo systemctl reload-or-restart storagegrid

StorageGRIDO|A J2|E 2E|XIE FdeL|Ct

7|2 #e2| =0 StorageGRID2| O2|E 2E2|XME 74 SH= 2iHoy| CHs fot=LILC.
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712 22|xt =2 O2[E ZE|Xf AL Xt QIE{H[0] 201 M StorageGRID A|ARS 43t 24

1. Grid Manager(22|= &2|XHZ o|S&L|Ct
"StorageGRID 20| A HEE X|HgfL|Ct
"StorageGRIDO|| AlO|EE FTtetL|C}"

"J2|E HESRIZ MEHIE X

)al

L CH
"HE F0l O2|E L EE SQlgh ot

"NTP Mt{ HEE X|-HELICH

"2l O|§ AlAR MH MEE K™ e Ct
"StorageGRID A|AH! QS E X|HELICH

"THS dESt AXE A=ELIC

© © N o o > w0 D

Grid Manager(22|= Z2|X})Z 0| SgfL|Ct

J2|= 22|XHE AFSH StorageGRID A|ARIS FAHSHE O LRt HE MEE

AlZfso] Hof| 7|12 22|kt =EE FESH 7| AR & ME =2 3H0F L

12| = ZHE|XHE AFESHH HEE FolotaE L2 HAIE =5 AIL.

EHA|
1. Ot FA0IM Grid Manager0il 2N ASHL|CE.

https://primary admin node grid ip

CE= I E 84430 A Grid Managerd| HM|AE 4= QU&L|CE

https://primary admin node ip:8443

2. StorageGRID A|AH! MX| £ Z2/3tL|C}. StorageGRID 12|EE A= O AFRE[= H|O|X|7F EA|E/LICE
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License Sites Grid Metwork Grid Modes MTP DMNS Fasswords Summary

License

Enter a grid name and upload the license file provided by Metipp for your StorageGRID system.

Grid Mame

License File Browse
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Help ~

NetApp® StorageGRID®
Install
License Sites Grid Network Grid Nodes NTP DMNS Passwords
Summary
Sites

In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and

erasure coding for increased availability and resiliency.

Site Name 1 MNew York
oo e

3. r}

S 2pHct.

dlo

StorageGRIDO|| AIO|EE F=7tgfLICt

F715He ot dat AE2|X| 2F2 £0[= o CHaH

i

StorageGRIDO]| AO|E
AOLE A2,

o
22

StorageGRIDE M A[& Ui ALO|EE StLt 0|4 BHS0{0F ELICt StorageGRID A|AEIS| OHE Mt AEZ|X]|

=

=
S2[7| 218 AIO|EE 7tz dde 5= ASLIT.
MO|EE 7tote{H LhE TS 2tZ LT
EHA|

1. AIO|E H[O|X|0f| A ALO|E 0|55 Y elLICt.
HXtof| OIES

(=] =
2. AO|EE F7I5l2{H OFX|2 ALO|E o= Fofl QU= Cl6h7| 7|=E 2216t M AO|E 0| EIAE
YL J2|= EZZX|0f| 2R3 2HF AIO|EE FItetLICE £[Ci 167H2] AFO|ES =7te = AUSLILE

321



NetApp® StorageGRID® Help ~

Install

070 3 4 5 6 7

Lmense Grid Network Grid Nodes NTP DMNS Passwords
Summary
Sites

In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.
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Ligense Sitse
B

Grid Netwark Grid Mosdes NTE ONE Faggwarnds

Summary

Grid Network

fou mist specity tha subnets that are used on the Grid Metwand. These enimes fypicaly include the subnets for the Grd MNebwon: for
each 5% N your SloragedRID system. Select Discovar Sdd Networks fo aulomalicaly add subnets Lased on the nebwork.
configuration of all registered nodes,

Hole: You must manualy add any subneds Sor NTP, DNS. LDAP. or glher extornal sarvers accessed through the Gnd Network gatesay,

Subnat 1 10,193,204 024 ®

Sabne 2 0.0 + X
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Llcensa Sites Grid Network Grid Nodes NTP DMNS Passwords
Summary
Grid Nodes
Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.
Pending Nodes
Grid nodes are listed as pending until they are assigned to a site, configured, and approved.
| e Appm| | ® Remove Search Q

Name It

Grid Network MAC Address 1! Type I Platform 11 Grid Network IPv4 Address ~
© 6:8a:36:44:04:80 del-admi  Admin Node CentOS Container 10.193.204.43/24
46:5a:b6:7a:6d:97 dc1-sn1 Storage Node CentOS Container | 10.193.204.44/24
ba:e5:f7:6e:ec:0b dct-snd  Storage Node CentOS Container  10.193.204.46/24
c6:89:e5:bf:Ba:47 del-gwi APl Gateway Node CentOS Container  10.193.204.47/24
fe:91:ad:e1:46:c0 dcl-gw2 APl Gateway Node CentOS Container  10.193.204.98/24
1 L4
3. &2l 2=t
4. b AFolM 2R0j w2t g S99 BFE LT
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Admin Node Configuration
General Settings

Site MNew York :i
Name dci-adm1

NTPRole | Automatic B

Grid Network

Configuration STATIC
IPv4 Address (CIDR) 10.193.204 .43/24

Gateway 10.193.204.1

Admin Network

Configuration  DISABLED

This network interface is not present. Add the network interface before configuring network settings.

IPv4 Address (CIDR)
Gateway

Subnets (CIDR)

Client Network

Configuration  STATIC
IPv4 Address (CIDR} | 10.193.205.43/24

Gateway 10.193.205.1

--* Site*: 0| J2| = L =0f| CHSE AfO|EQ| A|AH] O] S RILICE.

—*Name *: =0 &= SAE 0|5 5! Grid Manager0®ll EA|Z! O|SQIL|Ct 0|22 = E HIE F0f| X|™st
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f. Pending Nodes H|O|E0{|A ==& H|AHEL|CE.
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C. 0|5 Configure Networking [IP Configuration]({IE¥Z 74 [IP 7+ 4])2 ME{st1 2A3}E
HEIE FeLict

d. E HO|X|Z SOt7tM HX| A[Z} & SISt

€. Grid Manager(22|= 22|Xhofl M = =7} Approved Nodes(52! =E) H|O| 20| LIEEH = EE
™ C

f. Pending Nodes HIO|20|A =EE H|HELICE,
g 7| 2 L= 220 =7} ChA| LEERE mi7hR| Z|CHL|Ct.

h. HHEst HEYIE 74 = S?i"xl SfQIBtLICt. IP 7 H|O|X[of| M ®S¢et HE = 0]0] XX OF LTt

XMt LHE2 MEZC X & RXIES XS HESHIAIL.
8. X% 2 22ABILICL J2|C =C g20| 018 E 2202 0|SBHLCL
NetApp® StorageGRID® Help ~
Install
O 0 ©0© 0 - 0 7
Llcense Sites Grid Network Grid Nodes NTP DNS Passwords
Summary
Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

(R | % Remove Searcn Q

Grid Network MAC Address !l Name Il Type I Platform {1 Grid Network IPv4 Address ~
D f6:8a:36:44:c4:80 del-adm1  Admin Node CentOS Container  10.193.204.43/24
46:5a:b6:7a:6d:97 dc1-sn1 Storage Node CentOS Container  10.193.204.44/24
ba:e5:f7:6eec:0b dct-sn3 Storage Node CentOS Container  10.193.204.46/24
c6:89:e5:bf:8a:47 del-gw1 AP| Gateway Node  CentOS Container  10.193.204.47/24
fe:91:ad:e1:46:c0 dcl-gw2 APl Gateway Node CentOS Container  10.193.204.98/24
4 | 4
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TZEM £ StorageGRID A%|0f| 25 NTP 2AE X|™E i Windows Server 2016 0| HZF Q|
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NetApp® StorageGRID® Help ~

Install

0O—0 0 O =« @ G

License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Network Time Protocol

Enter the |P addresses for at least four Network Time Protocol (NTP) servers, so that operations performed on separate servers are kept in
sync.

Server 1 10.193.204.1

Server 2 10.193.204.1

Server 3 10.193.174.249

Server 4 _ 10.193.174.250 o

oo I
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3. r}

dlo

g =28t

StorageGRIDO|| CH3F DNS A{H M2 HEE X|™efL|Ct
StorageGRID& DNS MHE 45t= WHof| CHol 2ot=L|Ct.

IP 32 il SAE 0|§3 AL8310] 2| AH0f| HA AT = Q== StorageGRID AIAE 2| DNS HEE X|FsH o
SLCh

DNS M HEE X|™stH o|HY 22! 8! NetApp AutoSupport ® HIA|X|Of| IP =4 CHAl FQDN(™ #3HEl =02l
0|8) TAE 0|2 ME8E = USLICE NetAppOllA= DNS MHE = 7H 0| & X1 e g #ETLCt

(D UEY= A Al 2 MOl 2 ANAS £ 9l DNS AHE Heishof st
DNS M FEE X|Fot2{H L2 HAIS 225 AIL.
£
1. Mt 1 HIAE AX0j A DNS AE{Q| IP FAE X|HEL|CE
2. Qo A OpX| 2 &= Fofl U= Est7| 7|2 S 22I6H0] MHE O FIHELICt
NetApp® StorageGRID® Help =
Install
O © ©0 O D>—O0 7 :
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary
Domain Name Service
Enter the IP address for at least one Domain Name System (DNS) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and NetApp
AutoSupport.
Server 1 10.193.204.101 »®
Server 2 10.193.204.102 + X
covs | IS
3. Ctg 2 St

StorageGRIDO]| CHSH A| AR S E X|HotL|Ct

OD2H|ME = 8 2= 2| RE ALEX}F =S 2H0H0] StorageGRID A|AHS ES5h=
Lol CHal ZotELICt.
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1. Provisioning Passphrase0l| StorageGRID A|AEIQ| J2|E EZZX|E HASH= O ZQst IZH|NHY A5 E
UBILICE o] == QHETt 3ol 7| Seljof giL|Ct.

—_ = A

2. Provisioning Passphrase 2Q! 0 Provisioning &S & CHA| QI24IL|C

—_

3. Grid Management Root User Password(Z2|E 22| RE AEXt &4Z)0l[A O2|E 2E|XIof] RE ALEXIE

HMABH= O AFEE Y= E Y=L

4. Confirm Root User Password(R E AI2Xt &= 24010l Grid Manager S & CHA| 2 BfL|C}

NetApp® StorageGRID®

Install

OO0 ©6 0 ©

License Sites Grid Metwork Grid Modes NTP

Passwords Summary

Passwords

Enter secure passwords that meet your organization’s securify policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning sessEmem
Passphrase

Confirm [ ITTTTTT]
Provisioning
Passphrase

Grid Management sssseEEE
Root User
Password

Confirm Root User ssssssss
Passwaord

W Create random command line passwords.
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DTEEM HIZO| 2R Hots Qo &t A9 A E AEol{0f BLICH RE = 22[X} AE S AHESH0]
FIASO0|M J2[E 20| HMASH| 2[8l] 7|2 d=E AtE5t2{H G2 J2|=0f| CHSHM T 2] HEHE 2=
HS7| SMS ME FASHLCEH

29k HO|X[o[A HX|E SEI6tH =+ Ii7|X| I S CHREE5k2HE HIA|X| 7t (sgws-

@ recovery-packageid-revision.zip HEA|ELICt.) HX|E &t=5t2{H 0| OiUS
CI2E=E6H0F SLICH. A|ARI0| HMASHY| 2ot == “pPasswords.txt S I7|X]
mhAof| ZetEl mrAol| K& EL(CE
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TMHE HAESIHT StorageGRID AX|E 2t ZTHL|Ct
Jz|E 1Y HEE HSB5t1 StorageGRID AA| T2 MAE b2 st= 20| CHol LOHELICEH

X7t dSHOZ ARE=E St Yot 74 YEE Fo| 2 AESHUAIR. LS HAHIE AR
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THA|
1. °F HO|X|E FLICt.

NetApp® StorageGRID® Help ~

Install
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary
Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

This is an unsupported license and does not provide any support entitement for this product.

Grid Name Morth America Modify License

Passwords StorageGRID demo grid passwords. Modify Passwords
Networking

NTP 10.193.204.101 10.193.204.102 10.193.174.249 10.54.17.30 Modify NTP

DNS 10.193.204.101 10.193.204.102 Madify DNS

Grid Network 10.193.204 .0/24 Modify Grid Network

Topology
Topology MNew York Modify Sites Modify Grid Nodes

dcl-admi1  del-gwl  del-gw2  del-sm1 del-sn2  del-sn3

2. B J2|E 74 YEIt SHEX HIBILITL 5|2 S0t ORE £FRH Q9 Ho|xo| 4% Y22
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Jtset MEUIS S8l 7|2 22|Xt =20 HMASH D QJEX] SFRISLICE XEMEE LIE2 "HIEH 2

X 3 F=E"S FZSHAL.
4. 25 I{7|X| CHREE E e Ch
J2|E EE2XIL FOlE XFHez 2X|7F THEH 57 17| X| IS L2 2 E5tEH= HIAIX|7}
(.zip EAIELICL) O] ThH| LHE0]| HM|ATH o= A=X| 2HQIRLICE. StLt O] &2 2= L= =0f Zof 7t 2riliet

B2 StorageGRID A|A™E 7Y & UEE 57 I7|X| TS L2 2 E0H0F BfLICt.

THo| LSS X& CkS OHHstD

nE
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@ 551 I{7|X| It 2 StorageGRID A|AROM HIO|EE 7t = O| AFE = Q= &3t 7|9t
2SIt ZEE|0f QOO Z Hotg QX|sHOf BHL|CE,

5. | have successfully download and Verified the Recovery Package File 282 MENSI T NextS S2I8tL|Ct.

Download Recovery Package
Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
QCCUrS.

When the download completes, open the zip file and confirm it includes 3 "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords b file,

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package
file must be secured because it contains encryption keys and passwords that can be used to obtain data from the StorageGRID
system.

€ The Recavery Package is required for recovery procedures and must be stored in & secure location.

Bownload Recevery Package

7 | have successfully downloaded and verified the Recovery Package file.

EX[7F 4 He] T Sl F x| e HO|X|7F BEILICE. o] Ho[X[ofl= 2t J2|= =9 EX| THEO|
HA|IELCE

Insiakabon Status

Hnecessary, you may & Downinad Be Recomry Paciage fe again

Hame i Sie it Grid Natwark IPvd Addiass v  Progress It Stage

det-adm1 Sita 172154 21521 Y S S Y Starting serwces

setgl Site1 172 46421621 _ Complste

detat Sitel T2ABA 21T Waiting for Dynamic IP Sérvce pears
et Sited 172 16.4 21821 . E:::z” nig haek: hom peimary Admin
At sital 172 164 21801 . E:emd::ﬂu:g hotfx Iram peimary Admen (|

o
PE D2|E 29| M| BHA0| =E5HH O2|= 22| Xte] 291 HO|X| 7t SEILICE,
- . o= IS
6. dX| Foi| XY L= E MBI FE AEXIE Grid Manager0f| 21Q18tL|Ct.

StorageGRIDO||A| H|O| O|E =5 20| =gfL|Ct
StorageGRID2| H[0] HE =2 FO2[0|E 2 M| A0 CHo Lot A2,

HIO] M =0 Y20|E ZEM|AE= O{Z2H0[AA EE= VMware = =2| 20| = 2 M| A2 CHELCE H[0]
Mg =0 YO0|EE +Asty| Hofl HA GUIE Solif Y12(|0|=8 MAsH| Hof| 2E S AE0M RPM IHE S
Y 22|0| =3HOF gfLCt.
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[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

O[H| GUIE S8l 2ZE9|0] ¢20|=5 Te 5= AFLICE
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MNew Partition >

Enterprise Vault can oreate a Yault Store Partition on vanous types of
storage. Clidk Help for more nformation.

Storage byps:

Storage descriphon:

MetApo StorageGRID - enterprse grade 53 compathble obsect
storage.

VERITAS
For essential information regarding the support of these devices, s=e
the Enterpree Vault Compatibility Charts,

:nﬁ_J Next > ILjnﬁ  Hep |

4. S3 QHHEE HZ S A8 WORM ZEZ H0|E XM& SMS MEISHK| ob2 HEiZ SLICL O 2

Saigot.

MNew Partition x

How do you want Enterprise Vault to store data in the Netipp
StorageGRID (53} budket?

[Jistare datz in YORM mode using 53 Obect Lodk
Cick Help for more information

<ok [dea> ]| conce e |

5. AZ M H|o|X|0|M CtS MEE F|2ELICE.
o WA 7| IDYIL|CE
o H|Z HNA T

> MH|A S AE 0|Z: StorageGRID(C]: https://<hostname>:<LBE_port>)t| 1M El Z = 21N
dl=ZoIE(| BE) ZES maksfof ShLict.
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° 3l O|&: A MM El EFZ B 212 O] S ILICE. Veritas Enterprise Vault= H3lS
° M3l HH: us-east-1 0|(7t) 7|22 ULICE
MNew Partition x
Metipp StorageGRID (53) connection settings
Setting : Value i
N\ Access key 1D SK4ZXHHIS08932...
% Bucket access type Path
3 Bucket narme object-lock-exam...
£ Bucket region us-east-1
£ Log level Mo legging
N Read chunk size (MB) 5 o
Aeset Al Test Madify
Descripbon
VERITAS Enter the geographical regon where the bucket is ceated,
G ] o e
6. StorageGRID H{Z!0]| Lot AAS &Qlsl2{H HAE £ Z=/aiL|ct AZ HAETL M
solg 228t = C}32 32t

Metipp StorageGRID (53] connecton setings

; Setting Walue

| &% Access key ID SKAZXHHIS0BS32 .

Enterprise Vault

o Metdpp StorageGRID (53) connection test succesded.

Vel

< Back Mt > Cancel

7. StorageGRIDE S3 =X 07 H4S |$_J6rx| ob&Lct. 95&52

2tO|ZALO| 2 2t2]) RIS AFESHY o] EALE
Archived Files exist on the Storage SM& ’.“_'5—'13LT'_ NextE 22

X
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I-I Ct.
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MNew Partition

Enterprse Vault seowres the archived items in the S3-compliant
storage at the configurad san mtenval.

() When ardhived fies are repicaied on the storege
W \When archrved fes eost on the storage
Configure partiion scan nierval to | 60 < minutes

VERITNS

8. Qo HO|X|of| M FEE =I5ty opE & S2Igu .

New Partition
You have now entered all the information required to create the new
Valt Store Partition:
Vault Store Par titon ~
Name: o sioragegrid
Description: Parthon of Vaut Store FSAVSPerf
Storage: Metdpp SterageGRID (53
Serice host name: httos: {feg6060-pd 1L sgdemo.rieta
Bucket name: ‘objectdock example
Bucket regan: Ly pumnt-
Bucket access type! Path
Storage dase: 53 Standard o
VERITAS . .
Click Firesh to oreate the new Partition.
<gack C
9. M| 2E XMEA OE[MO| MM 5™ StorageGRIDE 7|2 XEAZ AF23SI0 Enterprise Vaultti| A HIO|E{ S 22t
=2l ol s 4 LTt
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Mew Partition b 4

The new Vault Store Partition has been successfully oeated and s
ready for use,

VERITAS
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AOE AL,
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WORM AEEZ|X|Q AL StorageGRID2 S3 LEHE 22 ARSI ™ £=4E 2l QLEMEE RX|EL|C.
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O|E 2IsiM= S3 QHI*'E 2 7|2 7l EZ0| ==l StorageGRID 11.6 0| 40| ZQBtL|Ct. Enterprise
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StorageGRID S3 QEHE Z2 J7|£ H
StorageGRID S3 QEHE E3 7|2 H3l HES A 45t2{H LS THAIE A=A,

|
1. StorageGRID EIHE Z2|XIol|M HZIS H-d5t0 Al&S SeletL|Ct
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Create buc
o Enter details

Enter bucket details

Enter the bucket's name and select the bucket's region

Bucket mame ﬁ

uh|acl-|a|:h-e-an1pl|:4

Reglon &

L -ast-1

2. Enable S3 Object Lock &M & ME{SID Create Bucket 2 22/fLICE
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= o -
t’__J Ente tetails o Manage object settings
M 1

Manage object settings

Ohject versioning

Enable object wersioning If you want to Store every Yersion of each object in This bcket. You can then retnese previous versons of an

object as nesdad,

n Oibgect versloning has been enabled automatically because this bucket haz 53 Object Lock enabled

53 Object Lock

53 Object Lock allows you to specify rétention and legal hold settings for the objects ingestéd into a bucket, if you want to use 53 Object

Laeh, Yol must enable this setting when yau creats the bucket. Yau cannat add or disable 53 Object Lock after & buckst ks cieated

1T 53 Object Lock Is enabled, object versioning it enabled for the bucket automatically and cannot be suspended.

Enable 3 Object Lock

3. KAl ddet = H3lS MESIY] B2l SME SLICL S3 REXNE 3z EELIR SMS HTELIC
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baper abpei-lock-snample
Regiom us-east-l

3 Ofibect Lach Enabries

Dl cressed: 20T 0G-34 FAAA5 PET

Vi Duchet corfey il &1 Cormgie E
Budeet options Bucket access Platfonm services
Canskstency level P alferriesis-wr i | de L] (¥
last aoess fime updates Dbl w
Dbject vervioning Enatriest v
53 Object Lock Enabiisd "~

53 Digect Losth slbawes yiris B s iy remsemsdion oriel iegled B ki sediie g for the ofSbects mpesied avima bucket. i viu mantiooes 53 0bpect Lad b, vhm mrst enpbis {1y seming whes, yoiosamie the bscke. Yoo Gennol malie s
il 53 Thiet Lok irfter i o b crsaind

D e 50 Dt Lok i enabled 1 ucken, pludae't dnahile . Vo 5% 0 Ge'| Suspeand GRjecT seriboning v i1 buckit

£1 Dject Lok
Eraliled

Uetmiilt retetion )

i8]} Cusatie

Enptie

4. 7|2 EZO0IM AF2 MBSt J|2 HE |2 122 AL HE W ME & St
53 Object Lot Erabied ]
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MNew Partition -
How do you want Enterprise Vault to store data in the NetApp
StorageGRID (53) budket?
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Chck Help For more information
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