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제품 기능 가이드

StorageGRID로 제로 RPO 달성 - 멀티 사이트 복제에 대한
포괄적인 가이드

이 기술 보고서는 사이트 장애 발생 시 복구 지점 목표(RPO)를 0으로 달성하기 위해
StorageGRID 복제 전략을 구현하는 방법에 대한 포괄적인 가이드를 제공합니다. 이 문서에서는
다중 사이트 동기 복제 및 다중 그리드 비동기 복제를 포함하여 StorageGRID 에 대한 다양한
배포 옵션에 대해 자세히 설명합니다. 여기서는 StorageGRID 정보 수명 주기 관리(ILM) 정책을
구성하여 여러 위치에서 데이터 내구성과 가용성을 보장하는 방법을 설명합니다. 또한 이
보고서는 중단 없는 클라이언트 운영을 유지하기 위한 성능 고려 사항, 실패 시나리오 및 복구
프로세스도 다룹니다. 이 문서의 목적은 동기 및 비동기 복제 기술을 모두 활용하여 사이트
전체에 장애가 발생한 경우에도 데이터에 대한 접근 가능성과 일관성을 유지하는 데 필요한
정보를 제공하는 것입니다.

StorageGRID 개요

NetApp StorageGRID는 업계 표준 Amazon S3(Amazon Simple Storage Service) API를 지원하는 오브젝트 기반
스토리지 시스템입니다.

StorageGRID는 정보 라이프사이클 관리 정책(ILM)에 따라 다양한 서비스 수준의 단일 네임스페이스를 여러 위치에서
제공합니다. 이러한 수명 주기 정책을 사용하면 수명 주기 전반에 걸쳐 데이터가 저장되는 위치를 최적화할 수 있습니다.

StorageGRID은 로컬 및 지리적으로 분산된 솔루션에서 구성 가능한 내구성과 데이터 가용성을 지원합니다. 데이터가
온프레미스에 있든 퍼블릭 클라우드에 있든, 통합 하이브리드 클라우드 워크플로를 통해 기업은 Amazon Simple

Notification Service(Amazon SNS), Google Cloud, Microsoft Azure Blob, Amazon S3 Glacier, Elasticsearch

등의 클라우드 서비스를 활용할 수 있습니다.

StorageGRID 확장

최소 StorageGRID 배포는 단일 사이트의 관리 노드와 3개의 스토리지 노드로 구성됩니다. 단일 그리드는 최대 220개
노드까지 확장될 수 있습니다. StorageGRID 단일 사이트로 배포하거나 16개 사이트로 확장할 수 있습니다.

관리 노드에는 측정 항목과 로깅을 위한 중앙 지점인 관리 인터페이스가 포함되어 있으며 StorageGRID 구성 요소의
구성을 유지 관리합니다. 관리자 노드에는 S3 API 액세스를 위한 통합 로드 밸런서도 포함되어 있습니다.

StorageGRID 소프트웨어 전용, VMware 가상 머신 어플라이언스 또는 특수 목적 어플라이언스로 배포할 수 있습니다.

스토리지 노드는 다음과 같이 배포될 수 있습니다.

• 객체 수를 최대화하는 메타데이터 전용 노드

• 객체 공간을 극대화하는 객체 스토리지 전용 노드

• 객체 수와 객체 공간을 모두 추가하는 결합된 메타데이터 및 객체 스토리지 노드

각 스토리지 노드는 수백 페타바이트 규모의 단일 네임스페이스를 허용하는 객체 스토리지의 멀티 페타바이트 용량으로
확장될 수 있습니다. StorageGRID 게이트웨이 노드라고 하는 S3 API 작업을 위한 통합 로드 밸런서도 제공합니다.
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StorageGRID 사이트 토폴로지에 배치된 노드 컬렉션으로 구성됩니다. StorageGRID 의 사이트는 고유한 물리적
위치일 수도 있고, 논리적 구조로 그리드의 다른 사이트와 공유되는 물리적 위치에 상주할 수도 있습니다. StorageGRID

사이트는 여러 물리적 위치에 걸쳐 있어서는 안 됩니다. 사이트는 공유된 LAN(Local Area Network) 인프라와 장애
도메인을 나타냅니다.

StorageGRID 및 장애 도메인

StorageGRID에는 장애 위험을 완화하기 위해 솔루션 설계 방법, 데이터 저장 방법 및 데이터 저장 위치를 결정할 때
고려해야 할 여러 계층의 장애 도메인이 포함되어 있습니다.

• 그리드 수준 - 여러 사이트로 구성된 그리드는 사이트 장애 또는 격리를 가질 수 있으며 액세스 가능한 사이트는
그리드로 계속 작동할 수 있습니다.

• 사이트 수준 - 사이트 내의 장애가 발생하면 해당 사이트의 운영에 영향을 줄 수 있지만 나머지 그리드에는 영향을
주지 않습니다.

• 노드 레벨 - 노드 장애는 사이트 운영에 영향을 미치지 않습니다.

• 디스크 레벨 - 디스크 장애는 노드 작동에 영향을 주지 않습니다.

오브젝트 데이터 및 메타데이터

오브젝트 스토리지의 경우, 스토리지 단위는 파일 또는 블록이 아닌 오브젝트입니다. 파일 시스템 또는 블록 스토리지의
트리와 같은 계층구조와 달리 오브젝트 스토리지는 데이터를 구조화되지 않은 단순 레이아웃으로 구성합니다. 오브젝트
스토리지는 데이터의 물리적 위치를 해당 데이터를 저장하고 검색하는 데 사용되는 메서드에서 분리합니다.

오브젝트 기반 스토리지 시스템의 각 오브젝트에는 오브젝트 데이터와 오브젝트 메타데이터의 두 부분이 있습니다.

• 객체 데이터는 실제 기본 데이터를 나타냅니다. 예를 들어 사진, 영화, 의료 기록 등이 있습니다.

• 개체 메타데이터는 개체를 설명하는 정보입니다.
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StorageGRID는 오브젝트 메타데이터를 사용하여 그리드 전체의 모든 오브젝트의 위치를 추적하고 각 오브젝트의
라이프사이클 관리를 제공합니다.

오브젝트 메타데이터에는 다음과 같은 정보가 포함됩니다.

• 각 개체의 고유 ID, 개체 이름, S3 버킷 이름, 테넌트 계정 이름 또는 ID, 개체의 논리적 크기, 개체가 처음 생성된
날짜 및 시간, 개체가 마지막으로 수정된 날짜 및 시간을 포함한 시스템 메타데이터입니다.

• 각 객체의 복제본 사본이나 삭제 코드화된 조각의 현재 저장 위치입니다.

• 객체와 연결된 모든 사용자 메타데이터 키 값 쌍입니다.

• S3 오브젝트의 경우 오브젝트와 연결된 모든 오브젝트 태그 키-값 쌍입니다

• 세그먼트화된 객체와 다중 파트 객체의 경우 세그먼트 식별자와 데이터 크기입니다.

개체 메타데이터는 사용자 지정이 가능하며 확장이 가능하므로 응용 프로그램에서 유연하게 사용할 수 있습니다.

StorageGRID에서 오브젝트 메타데이터를 저장하는 방법과 위치에 대한 자세한 내용은 를 참조하십시오 "오브젝트
메타데이터 스토리지 관리".

StorageGRID의 ILM(정보 라이프사이클 관리) 시스템은 StorageGRID 시스템의 모든 오브젝트 데이터에 대한 배치,

기간 및 수집 동작을 조정하는 데 사용됩니다. ILM 규칙은 StorageGRID에서 오브젝트의 복제본을 사용하거나 노드 및
사이트 간에 오브젝트를 삭제 코딩하여 시간에 따라 저장하는 방식을 결정합니다. 이 ILM 시스템은 그리드 내의 객체
데이터 일관성을 담당합니다.

삭제 코딩

StorageGRID 노드 수준과 드라이브 수준에서 코드 데이터를 지우는 기능을 제공합니다. StorageGRID

어플라이언스를 사용하면 노드 내의 모든 드라이브에 저장된 데이터의 삭제 코드를 작성하여 여러 디스크 장애로 인한
데이터 손실이나 중단으로부터 로컬 보호를 제공합니다. 드라이브 장애로 인한 재구축은 노드에 국한되므로 네트워크를
통해 데이터를 복제할 필요가 없습니다.

또한 StorageGRID 어플라이언스는 StorageGRID의 ILM 규칙을 통해 노드 장애로부터 보호하면서, 삭제 코딩 방식을
사용하여 사이트 내의 노드 전체 또는 StorageGRID 시스템의 3개 이상의 사이트에 걸쳐 개체 데이터를 저장합니다.

삭제 코딩은 복제보다 오버헤드가 낮으면서 노드 및 사이트 장애에 대한 복원력이 뛰어난 스토리지 레이아웃을
제공합니다. 모든 StorageGRID 삭제 코딩 체계는 데이터 청크를 저장하는 데 필요한 최소 노드 수가 충족되는 경우
단일 사이트에 배포할 수 있습니다. 즉, 4+2의 EC 체계에서는 데이터를 수신할 수 있는 노드가 최소 6개 있어야 합니다.
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메타데이터 정합성

StorageGRID에서 메타데이터는 일반적으로 사이트당 3개의 복제본으로 저장되므로 정합성 보장 및 가용성이
보장됩니다. 이러한 중복성은 장애가 발생한 경우에도 데이터 무결성과 접근성을 유지할 수 있도록 도와줍니다.

기본 일관성은 그리드 전체에서 정의됩니다. 사용자는 언제든지 버킷 수준에서 일관성을 변경할 수 있습니다.

StorageGRID에서 사용할 수 있는 버킷 일관성 옵션은 다음과 같습니다.

• * 모두 *: 최고 수준의 일관성을 제공합니다. 그리드의 모든 노드가 즉시 데이터를 수신하면 요청이 실패합니다.

• 강력한 글로벌:

◦ 레거시 스트롱 글로벌: 모든 사이트의 모든 클라이언트 요청에 대해 읽기-쓰기 일관성을 보장합니다.

▪ 이는 새로운 Quorum Strong Global로 수동으로 변경하지 않고도 11.9 이하 버전에서 12.0으로
업그레이드한 모든 시스템에 적용되는 기본 동작입니다.

◦ Quorum Strong-global: 모든 사이트의 모든 클라이언트 요청에 대해 읽기-쓰기 일관성을 보장합니다.

메타데이터 복제본 쿼럼을 달성할 수 있는 경우 여러 노드 또는 사이트 장애에도 일관성을 제공합니다.

▪ 이는 12.0 이상으로 새로 설치된 모든 시스템에 대한 기본 동작입니다.

▪ QUORUM 일관성은 각 사이트에 3개의 메타데이터 복제본이 있는 스토리지 노드 메타데이터 복제본의
쿼럼으로 정의됩니다. 다음과 같이 계산할 수 있습니다. 1+((N*3)/2) 여기서 N은 총 사이트 수입니다.

▪ 예를 들어, 3개 사이트 그리드에서 최소 5개의 복제본을 만들어야 하며, 사이트 내에는 최대 3개의 복제본이
있어야 합니다.

• * 강력한 사이트 *: 사이트 내의 모든 클라이언트 요청에 대해 쓰기 후 읽기 일관성을 보장합니다.

• * Read-after-new-write * (기본값): 새 개체에 대해 읽기-쓰기 후 일관성을 제공하고 개체 업데이트에 대한 최종
일관성을 제공합니다. 고가용성 및 데이터 보호 보장 제공 대부분의 경우에 권장됩니다.
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• * 사용 가능 *: 새 객체 및 객체 업데이트 모두에 대한 최종 일관성을 제공합니다. S3 버킷의 경우 필요한 경우에만
사용하십시오(예: 거의 읽지 않는 로그 값이 포함된 버킷의 경우 또는 존재하지 않는 키의 헤드 또는 GET 작업의
경우). S3 FabricPool 버킷은 지원되지 않습니다.

오브젝트 데이터 정합성

사이트 내부 및 사이트 간에 메타데이터가 자동으로 복제되지만, 오브젝트 데이터 스토리지를 배치할 결정은 사용자의
몫입니다. 오브젝트 데이터는 사이트 내부 및 사이트 간 복제본에 저장되거나, 사이트 내부 또는 사이트 간 삭제
코딩되거나, 복제 및 삭제 코딩 스토리지 스키마의 조합에 저장될 수 있습니다. ILM 규칙은 모든 오브젝트에 적용되거나
특정 오브젝트, 버킷 또는 테넌트에만 적용되도록 필터링될 수 있습니다. ILM 규칙은 객체의 저장 방식, 복제본 및/또는
삭제 코딩 방식, 해당 위치에 객체가 저장되는 기간, 복제본 또는 삭제 코딩 체계 수가 변경되거나 위치가 시간에 따라
변경될 경우 정의합니다.

각 ILM 규칙은 오브젝트 보호를 위한 세 가지 수집 동작 중 하나인 이중 커밋, 균등 또는 엄격 으로 구성됩니다.

듀얼 커밋 옵션은 그리드 내의 두 개의 서로 다른 스토리지 노드에 두 개의 사본을 즉시 만들고 클라이언트에게 요청이
성공했다는 것을 반환합니다. 노드 선택은 요청 사이트 내에서 시도되지만 어떤 상황에서는 다른 사이트의 노드를
사용할 수도 있습니다. 해당 객체는 ILM 대기열에 추가되어 ILM 규칙에 따라 평가되고 배치됩니다.

균형 잡힌 옵션은 ILM 정책에 대해 객체를 즉시 평가하고 클라이언트에게 요청을 성공적으로 반환하기 전에 객체를
동기적으로 배치합니다. 중단이나 배치 요구 사항을 충족할 만큼의 저장 공간이 부족하여 ILM 규칙을 즉시 충족할 수
없는 경우 대신 이중 커밋이 사용됩니다. 문제가 해결되면 ILM은 정의된 규칙에 따라 객체를 자동으로 배치합니다.

엄격한 옵션은 ILM 정책에 대해 객체를 즉시 평가하고 클라이언트에게 요청을 성공적으로 반환하기 전에 객체를
동기적으로 배치합니다. 중단이나 배치 요구 사항을 충족할 만큼의 저장 공간이 부족하여 ILM 규칙을 즉시 충족할 수
없는 경우 요청은 실패하고 클라이언트는 다시 시도해야 합니다.

로드 밸런싱

StorageGRID는 통합 게이트웨이 노드, 외부 타사 로드 밸런서, DNS 라운드 로빈 또는 스토리지 노드에 대한 직접
클라이언트 액세스를 통해 배포할 수 있습니다. 한 사이트에 여러 게이트웨이 노드를 구축하고 고가용성 그룹으로
구성하여 게이트웨이 노드가 중단될 경우 자동 페일오버 및 장애 복구를 제공할 수 있습니다. 솔루션에 로드 밸런싱
방법을 결합하여 솔루션의 모든 사이트에 대한 단일 액세스 지점을 제공할 수 있습니다.

게이트웨이 노드는 기본적으로 게이트웨이 노드가 있는 사이트의 스토리지 노드 간에 부하를 분산합니다.

StorageGRID 구성하면 게이트웨이 노드가 여러 사이트의 노드를 사용하여 부하를 분산할 수 있습니다. 이 구성을
사용하면 클라이언트 요청에 대한 응답 지연에 해당 사이트 간의 지연이 추가됩니다. 이는 전체 지연 시간이
클라이언트에게 허용되는 경우에만 구성해야 합니다.

로컬 및 글로벌 부하 분산을 결합하면 RTO를 0으로 보장할 수 있습니다. 중단 없는 클라이언트 액세스를 보장하려면
클라이언트 요청의 부하 분산이 필요합니다. StorageGRID 솔루션은 각 사이트에 여러 개의 게이트웨이 노드와
고가용성 그룹을 포함할 수 있습니다. 사이트 장애 발생 시에도 모든 사이트의 클라이언트에 중단 없는 액세스를
제공하려면 StorageGRID Gateway 노드와 함께 외부 부하 분산 솔루션을 구성해야 합니다. 각 사이트 내의 부하를
관리하는 Gateway 노드 고가용성 그룹을 구성하고 외부 부하 분산 장치를 사용하여 고가용성 그룹 전체에서 부하를
분산합니다. 외부 로드 밸런서는 요청이 운영 사이트에만 전송되는지 확인하기 위해 상태 검사를 수행하도록 구성되어야
합니다. StorageGRID 사용한 부하 분산에 대한 자세한 내용은 다음을 참조하세요. "StorageGRID 로드 밸런서 기술
보고서".

StorageGRID 사용한 Zero RPO 요구 사항

오브젝트 스토리지 시스템에서 RPO(복구 시점 목표)를 0으로 달성하려면 장애 발생 시 다음 사항이 중요합니다.

• 메타데이터와 개체 콘텐츠 모두 동기화되며 정합성이 보장되는 것으로 간주됩니다
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• 오류가 발생해도 개체 콘텐츠에 액세스할 수 있습니다.

다중 사이트 배포의 경우 Quorum Strong Global은 모든 사이트에서 메타데이터가 동기화되도록 보장하는 기본 일관성
모델로, 0 RPO 요구 사항을 충족하는 데 필수적입니다.

저장 시스템의 객체는 정보 수명 주기 관리(ILM) 규칙에 따라 저장됩니다. 이 규칙은 데이터가 수명 주기 전반에 걸쳐
어떻게, 어디에 저장되는지를 결정합니다. 동기 복제의 경우 엄격한 실행과 균형 실행을 고려할 수 있습니다.

• 이러한 ILM 규칙을 엄격하게 실행해야 제로 RPO에 대해 엄격한 실행이 필요합니다. 왜냐하면 지연 또는 폴백 없이
정의된 위치에 오브젝트를 배치하고 데이터 가용성과 일관성을 유지할 수 있기 때문입니다.

• StorageGRID의 ILM 밸런스 수집 동작은 고가용성과 복구 성능 간의 균형을 유지하여 사이트 장애 시에도
사용자가 데이터를 계속 수집할 수 있도록 합니다.

여러 사이트에 동기 배포

다중 사이트 솔루션: StorageGRID 사용하면 그리드 내의 여러 사이트에 걸쳐 객체를 동기적으로 복제할 수 있습니다.

균형이나 엄격한 동작을 포함하는 정보 수명 주기 관리(ILM) 규칙을 설정하면 객체가 지정된 위치에 즉시 배치됩니다.

버킷 일관성 수준을 Quorum Strong Global로 구성하면 동기식 메타데이터 복제도 보장됩니다. StorageGRID 단일
글로벌 네임스페이스를 사용하여 객체 배치 위치를 메타데이터로 저장하므로 모든 노드가 모든 복사본이나 삭제 코드
조각의 위치를 알 수 있습니다. 요청이 이루어진 사이트에서 객체를 검색할 수 없는 경우 장애 조치 절차가 필요 없이
원격 사이트에서 자동으로 객체를 검색합니다.

장애가 해결되면 수동으로 페일백을 수행할 필요가 없습니다. 복제 성능은 네트워크 처리량이 가장 낮고 지연 시간이
가장 짧으며 성능이 가장 낮은 사이트에 따라 달라집니다. 사이트의 성능은 노드 수, CPU 코어 수 및 속도, 메모리,

드라이브 수 및 드라이브 유형에 따라 달라집니다.

• 다중 그리드 솔루션: * StorageGRID는 교차 그리드 복제(CGR)를 사용하여 여러 StorageGRID 시스템 간에
테넌트, 사용자 및 버킷을 복제할 수 있습니다. CGR은 선택한 데이터를 16개 이상의 사이트로 확장하고, 오브젝트
저장소의 사용 가능 용량을 늘리며, 재해 복구를 제공할 수 있습니다. CGR을 이용한 버킷 복제에는 객체, 객체 버전
및 메타데이터가 포함되며 양방향 또는 단방향 복제일 수 있습니다. RPO(복구 지점 목표)는 각 StorageGRID

시스템의 성능과 이러한 시스템 간의 네트워크 연결에 따라 달라집니다.

• 요약 : *

• 그리드 내 복제에는 동기식 및 비동기식 복제가 포함되며, ILM 수집 동작 및 메타데이터 정합성 제어를 사용하여
구성 가능합니다.

• 그리드 간 복제는 비동기식만 가능합니다.

단일 그리드 다중 사이트 배포

다음 시나리오에서 StorageGRID 솔루션은 통합 로드 밸런서 고가용성 그룹에 대한 요청을 관리하는 선택적 외부 로드
밸런서로 구성됩니다. 이를 통해 RPO가 0인 것 외에도 RTO도 0이 됩니다. ILM은 동기식 배치를 위한 균형 잡힌 수집
보호 기능으로 구성됩니다. 각 버킷은 3개 이상의 사이트 그리드의 경우 강력한 글로벌 일관성 모델의 Quorum 버전으로
구성되고, 2개 사이트의 경우 강력한 글로벌 일관성의 레거시 버전으로 구성됩니다.

시나리오 1:

2개 사이트 StorageGRID 솔루션에는 모든 객체의 복제본이 최소 2개 있고 모든 메타데이터의 복제본이 6개 있습니다.

장애 복구 시, 장애로 인한 업데이트는 복구된 사이트/노드에 자동으로 동기화됩니다. 사이트가 2개뿐이므로 전체
사이트가 손실되는 상황을 넘어 장애 발생 시 RPO를 0으로 유지하는 것은 불가능합니다.
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시나리오 2:

3개 이상의 사이트로 구성된 StorageGRID 솔루션에는 모든 객체의 복제본 또는 EC 청크가 최소 3개 있고 모든
메타데이터의 복제본은 9개 있습니다. 장애 복구 시, 장애로 인한 업데이트는 복구된 사이트/노드에 자동으로
동기화됩니다. 사이트가 3개 이상인 경우 RPO를 0으로 설정하는 것이 가능합니다.
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다중 사이트 장애 시나리오

실패 2개 사이트 결과 + 강력한 글로벌
레거시

3개 이상의 사이트 결과 + Quorum

Strong Global

단일 노드 드라이브에 장애 각 어플라이언스는 여러 디스크
그룹을 사용하며 중단이나 데이터
손실 없이 그룹당 최소 1개의
드라이브를 유지할 수 있습니다.

각 어플라이언스는 여러 디스크
그룹을 사용하며 중단이나 데이터
손실 없이 그룹당 최소 1개의
드라이브를 유지할 수 있습니다.

단일 사이트에 단일 노드 장애 발생 운영 중단 또는 데이터 손실이
없습니다.

운영 중단 또는 데이터 손실이
없습니다.

단일 사이트에 다중 노드 장애 발생 이 사이트로 리디렉션된 클라이언트
작업이 중단되지만 데이터는 손실되지
않습니다.

다른 사이트로 리디렉션된 작업은
중단 없이 지속되며 데이터 손실이
없습니다.

작업은 다른 모든 사이트로 전송되며
중단 없이 데이터 손실이 없습니다.
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실패 2개 사이트 결과 + 강력한 글로벌
레거시

3개 이상의 사이트 결과 + Quorum

Strong Global

여러 사이트에서 단일 노드 장애 발생 다음과 같은 경우 중단 또는 데이터
손실 없음:

• 그리드에 최소 하나의 복제본이
존재합니다.

• 그리드에 충분한 EC 청크가
있습니다

작업이 중단되고 다음과 같은 경우
데이터 손실 위험이 있습니다.

• 복제본이 존재하지 않습니다

• EC 척이 부족합니다

다음과 같은 경우 중단 또는 데이터
손실 없음:

• 그리드에 최소한 하나의 복제본이
존재합니다.

• 그리드에 충분한 EC 청크가
있습니다

작업이 중단되고 다음과 같은 경우
데이터 손실 위험이 있습니다.

• 복제본이 존재하지 않습니다

• 개체를 검색할 EC 척이
부족합니다

단일 사이트 장애 일부 클라이언트 작업은 장애가
해결될 때까지 중단됩니다. GET 및
HEAD 작업은 중단 없이 계속
진행됩니다. 이 실패 상태에서도 중단
없이 작업을 계속하려면 버킷
일관성을 읽기-새로 쓰기로 줄이거나
낮추세요.

운영 중단 또는 데이터 손실이
없습니다.

단일 사이트 및 단일 노드 장애 일부 클라이언트 작업은 장애가
해결될 때까지 중단됩니다. HEAD

운영은 중단 없이 계속됩니다.

복제본이나 충분한 EC 청크가 있는
경우 GET 작업은 중단 없이
계속됩니다. 이 실패 상태에서도 중단
없이 작업을 계속하려면 버킷
일관성을 읽기-새로 쓰기로 줄이거나
낮추세요.

운영이 중단되거나 데이터가 손실되지
않습니다. 복제본 수에 따라 데이터
손실이 발생할 수 있습니다. 로컬 삭제
코딩을 통해 데이터 손실을 방지할 수
있습니다.

단일 사이트 + 나머지 각 사이트의 노드
1개

두 개의 사이트만 존재합니다. 참조:

단일 사이트와 단일 노드.

메타데이터 복제본 쿼럼을 충족하지
못하면 작업이 중단됩니다. 이 실패
상태에서도 중단 없이 작업을
계속하려면 버킷 일관성을 읽기-새로
쓰기로 줄이거나 낮추세요. 복제본
수에 따라 영구적인 실패로 인한
데이터 손실이 발생할 수 있습니다.

로컬 삭제 코딩을 통해 데이터 손실을
방지할 수 있습니다.
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실패 2개 사이트 결과 + 강력한 글로벌
레거시

3개 이상의 사이트 결과 + Quorum

Strong Global

다중 사이트 장애 운영 중인 사이트는 더 이상 남아 있지
않습니다. 적어도 하나의 사이트를
전체적으로 복구할 수 없는 경우
데이터가 손실됩니다.

메타데이터 복제본 쿼럼을 충족하지
못하면 작업이 중단됩니다. 이 실패
상태에서도 중단 없이 작업을
계속하려면 버킷 일관성을 읽기-새로
쓰기로 줄이거나 낮추세요. 충분한
삭제 코드 청크가 남아 있지 않으면
영구적인 오류로 인해 데이터가
손실될 가능성이 있습니다. 로컬 삭제
코딩이나 복제 사본을 사용하면
데이터 손실을 방지할 수 있습니다.

사이트의 네트워크 격리 오류가 해결될 때까지 클라이언트
작업이 중단됩니다. 이 실패
상태에서도 중단 없이 작업을
계속하려면 버킷 일관성을 읽기-새로
쓰기로 줄이거나 낮추세요. 데이터
손실 없음

격리된 사이트의 운영은 중단되지만
데이터 손실은 발생하지 않습니다. 이
실패 상태에서도 중단 없이 작업을
계속하려면 버킷 일관성을 읽기-새로
쓰기로 줄이거나 낮추세요. 나머지
사이트에서는 운영이 중단되지 않으며
데이터 손실도 없습니다.

다중 사이트 다중 그리드 배포

중복성을 한층 더 강화하기 위해 이 시나리오에서는 두 개의 StorageGRID 클러스터를 사용하고 그리드 간 복제를
사용하여 동기화를 유지합니다. 이 솔루션의 경우 각 StorageGRID 클러스터에는 3개의 사이트가 있습니다. 두
사이트는 객체 스토리지와 메타데이터에 사용되고, 세 번째 사이트는 메타데이터에만 사용됩니다. 두 시스템 모두 두
데이터 사이트 각각에서 삭제 코딩을 사용하여 객체를 동기적으로 저장하기 위한 균형 잡힌 ILM 규칙으로 구성됩니다.

버킷은 Quorum Strong Global 일관성 모델로 구성됩니다. 각 그리드는 모든 버킷에서 양방향 크로스 그리드 복제를
구성합니다. 이는 지역 간 비동기 복제를 제공합니다. 선택적으로 글로벌 로드 밸런서를 구현하여 두 StorageGRID

시스템의 통합 로드 밸런서 고가용성 그룹에 대한 요청을 관리하여 RPO를 0으로 설정할 수 있습니다.

이 솔루션은 두 지역으로 균등하게 분할된 4개의 위치를 사용합니다. 영역 1은 그리드 1의 스토리지 사이트 2개를
영역의 기본 그리드로 포함하고 그리드 2의 메타데이터 사이트를 포함합니다. 영역 2는 그리드 2의 스토리지 사이트
2개를 영역의 기본 그리드로 포함하고 그리드 1의 메타데이터 사이트를 포함합니다. 각 영역에서 동일한 위치에 다른
영역 그리드의 메타데이터 전용 사이트와 해당 영역의 기본 그리드의 스토리지 사이트가 포함될 수 있습니다.

메타데이터만 세 번째 사이트로 사용하면 메타데이터에 필요한 일관성을 제공할 수 있고 해당 위치에 있는 객체의
저장소를 복제할 수 없습니다.
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이 솔루션은 4개의 별도 위치를 통해 RPO를 0으로 유지하는 2개의 개별 StorageGRID 시스템을 완벽하게 이중화하고
멀티 사이트 동기식 복제와 멀티 그리드 비동기식 복제를 모두 활용합니다. 두 StorageGRID 시스템에서 아무런 중단
없는 클라이언트 작업을 유지하면서 단일 사이트에 장애가 발생할 수 있습니다.

이 솔루션에는 모든 오브젝트에 대해 삭제 코딩 4개의 복사본과 모든 메타데이터에 대한 복제본 18개가 있습니다.

따라서 클라이언트 작업에 영향을 주지 않고 여러 가지 장애 시나리오가 발생할 수 있습니다. 장애 발생 시 중단 시 복구
업데이트가 자동으로 장애가 발생한 사이트/노드에 동기화됩니다.

다중 사이트, 다중 그리드 장애 시나리오

실패 결과

단일 노드 드라이브에 장애 각 어플라이언스는 여러 디스크 그룹을 사용하며 중단이나
데이터 손실 없이 그룹당 최소 1개의 드라이브를 유지할 수
있습니다.

그리드에서 한 사이트에 단일 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

각 그리드에서 한 사이트에 단일 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

그리드에서 한 사이트에 다중 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

각 그리드에서 한 사이트에 여러 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

그리드의 여러 사이트에서 단일 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

각 그리드의 여러 사이트에서 단일 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

그리드에서 단일 사이트 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

각 그리드에서 단일 사이트 장애 발생 운영 중단 또는 데이터 손실이 없습니다.

그리드에서 단일 사이트와 단일 노드 장애 발생 운영 중단 또는 데이터 손실이 없습니다.
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실패 결과

단일 사이트 + 나머지 각 사이트의 노드 1개가 단일
그리드에 포함됩니다

운영 중단 또는 데이터 손실이 없습니다.

단일 위치 장애 운영 중단 또는 데이터 손실이 없습니다.

각 그리드 DC1 및 DC3의 단일 위치 오류 장애가 해결되거나 버킷 일관성이 낮아질 때까지 작업이
중단됩니다. 각 그리드에서 2개의 사이트가 손실됩니다

모든 데이터는 여전히 2개 위치에 있습니다

각 그리드 DC1 및 DC4 또는 DC2 및 DC3의 단일 위치
오류

운영 중단 또는 데이터 손실이 없습니다.

각 그리드 DC2 및 DC4의 단일 위치 오류 운영 중단 또는 데이터 손실이 없습니다.

사이트의 네트워크 격리 격리된 사이트의 작업은 중단되지만 데이터는 손실되지
않습니다

나머지 사이트에서 작업을 중단하거나 데이터가 손실되지
않습니다.

결론

StorageGRID로 복구 시점 목표(RPO)를 0으로 달성하는 것은 사이트 장애 발생 시 데이터 내구성과 가용성을
보장하는 데 있어 매우 중요한 목표입니다. 다중 사이트 동기식 복제 및 다중 그리드 비동기식 복제를 비롯한
StorageGRID의 강력한 복제 전략을 활용하여 조직은 클라이언트 작업을 중단 없이 유지하고 여러 위치에서 데이터
일관성을 유지할 수 있습니다. ILM(정보 수명 주기 관리) 정책을 구현하고 메타데이터 전용 노드를 사용하면 시스템의
복원력과 성능이 더욱 향상됩니다. StorageGRID을 사용하면 복잡한 장애 시나리오에서도 데이터에 액세스하고
일관되게 유지할 수 있으므로 데이터를 자신 있게 관리할 수 있습니다. 이러한 포괄적인 데이터 관리 및 복제 접근
방식은 제로 RPO를 달성하고 소중한 정보를 보호하는 데 있어 세심한 계획과 실행의 중요성을 강조합니다.

AWS 또는 Google Cloud용 클라우드 스토리지 풀을 생성합니다

StorageGRID 오브젝트를 외부 S3 버킷으로 이동하려는 경우 클라우드 스토리지 풀을 사용할
수 있습니다. 외부 버킷은 Amazon S3(AWS) 또는 Google Cloud에 속할 수 있습니다.

필요한 것

• StorageGRID 11.6이 구성되었습니다.

• AWS 또는 Google Cloud에서 외부 S3 버킷을 이미 설정했습니다.

단계

1. Grid Manager에서 * ILM * > * 스토리지 풀 * 으로 이동합니다.

2. 페이지의 클라우드 스토리지 풀 섹션에서 * 생성 * 을 선택합니다.

Create Cloud Storage Pool 팝업이 나타납니다.

3. 표시 이름을 입력합니다.
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4. 공급자 유형 드롭다운 목록에서 * Amazon S3 * 를 선택합니다.

이 공급자 유형은 AWS S3 또는 Google Cloud에서 작동합니다.

5. 클라우드 스토리지 풀에 사용할 S3 버킷의 URI를 입력합니다.

다음 두 가지 형식이 허용됩니다.

"https://host:port`

"http://host:port`

6. S3 버킷 이름을 입력합니다.

지정하는 이름은 S3 버킷의 이름과 정확히 일치해야 합니다. 그렇지 않으면 클라우드 스토리지 풀을 생성하지
못합니다. 클라우드 스토리지 풀을 저장한 후에는 이 값을 변경할 수 없습니다.

7. 선택적으로 액세스 키 ID와 비밀 액세스 키를 입력합니다.

8. 드롭다운에서 * 인증서 확인 안 함 * 을 선택합니다.

9. 저장 * 을 클릭합니다.

예상 결과

Amazon S3 또는 Google Cloud에 대한 클라우드 스토리지 풀이 생성되었는지 확인합니다.

Jonathan Wong이 _

Azure Blob Storage용 클라우드 스토리지 풀 생성

StorageGRID 오브젝트를 외부 Azure 컨테이너로 이동하려는 경우 클라우드 스토리지 풀을
사용할 수 있습니다.

필요한 것

• StorageGRID 11.6이 구성되었습니다.

• 외부 Azure 컨테이너를 이미 설정했습니다.

단계

1. Grid Manager에서 * ILM * > * 스토리지 풀 * 으로 이동합니다.

2. 페이지의 클라우드 스토리지 풀 섹션에서 * 생성 * 을 선택합니다.

Create Cloud Storage Pool 팝업이 나타납니다.

3. 표시 이름을 입력합니다.

4. 공급자 유형 드롭다운 목록에서 * Azure Blob Storage * 를 선택합니다.

5. 클라우드 스토리지 풀에 사용할 S3 버킷의 URI를 입력합니다.

다음 두 가지 형식이 허용됩니다.

"https://host:port`
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"http://host:port`

6. Azure 컨테이너 이름을 입력합니다.

지정하는 이름은 Azure 컨테이너 이름과 정확히 일치해야 합니다. 그렇지 않으면 클라우드 스토리지 풀을 생성하지
못합니다. 클라우드 스토리지 풀을 저장한 후에는 이 값을 변경할 수 없습니다.

7. 필요한 경우 인증을 위해 Azure 컨테이너의 관련 계정 이름 및 계정 키를 입력합니다.

8. 드롭다운에서 * 인증서 확인 안 함 * 을 선택합니다.

9. 저장 * 을 클릭합니다.

예상 결과

Azure Blob Storage용 Cloud Storage Pool이 생성되었는지 확인합니다.

Jonathan Wong이 _

백업에 클라우드 스토리지 풀 사용

ILM 규칙을 생성하여 백업을 위해 오브젝트를 클라우드 스토리지 풀로 이동할 수 있습니다.

필요한 것

• StorageGRID 11.6이 구성되었습니다.

• 외부 Azure 컨테이너를 이미 설정했습니다.

단계

1. Grid Manager에서 * ILM * > * 규칙 * > * 생성 * 으로 이동합니다.

2. 설명을 입력합니다.

3. 규칙을 트리거할 기준을 입력합니다.

4. 다음 * 을 클릭합니다.

5. 오브젝트를 스토리지 노드로 복제합니다.

6. 배치 규칙을 추가합니다.

7. 객체를 클라우드 스토리지 풀에 복제합니다

8. 다음 * 을 클릭합니다.

9. 저장 * 을 클릭합니다.

예상 결과

보존 다이어그램에 백업용 StorageGRID 및 클라우드 스토리지 풀에 로컬로 저장된 객체가 표시되는지 확인합니다.

ILM 규칙이 트리거되면 클라우드 스토리지 풀에 복사본이 존재하므로 오브젝트 복원을 수행하지 않고 로컬에서 개체를
검색할 수 있는지 확인합니다.

Jonathan Wong이 _
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StorageGRID 검색 통합 서비스를 구성합니다

이 가이드는 아마존 OpenSearch 서비스 또는 온-프레미스 Elasticsearch를 사용하여 NetApp

StorageGRID 검색 통합 서비스를 구성하는 방법에 대한 자세한 지침을 제공합니다.

소개

StorageGRID는 세 가지 유형의 플랫폼 서비스를 지원합니다.

• * StorageGRID CloudMirror 복제 *. StorageGRID 버킷에서 지정된 외부 대상으로 특정 객체를 미러링합니다.

• * 알림 *. 객체에서 수행한 특정 작업에 대한 알림을 지정된 외부 Amazon SNS(Amazon Simple Notification

Service)로 보내는 버킷당 이벤트 알림입니다.

• * 통합 서비스 검색 *. S3(Simple Storage Service) 개체 메타데이터를 지정된 Elasticsearch 인덱스에 전송하여
외부 서비스를 사용하여 메타데이터를 검색하거나 분석할 수 있습니다.

플랫폼 서비스는 테넌트 관리자 UI를 통해 S3 테넌트에서 구성합니다. 자세한 내용은 을 참조하십시오 "플랫폼 서비스
사용에 대한 고려 사항".

이 문서는 에 대한 보충 자료로 사용됩니다 "StorageGRID 11.6 테넌트 가이드" 및 에서는 검색 통합 서비스를 위한
엔드포인트 및 버킷 구성에 대한 단계별 지침과 예제를 제공합니다. 여기에 포함된 AWS(Amazon Web Services) 또는
온프레미스 Elasticsearch 설정 지침은 기본 테스트 또는 데모 전용입니다.

대상 고객은 그리드 관리자, 테넌트 관리자에 익숙해야 하며, StorageGRID 검색 통합 테스트를 위한 기본 업로드(PUT)

및 다운로드(GET) 작업을 수행하기 위해 S3 브라우저에 액세스할 수 있어야 합니다.

테넌트 생성 및 플랫폼 서비스 활성화

1. Grid Manager를 사용하여 S3 테넌트를 생성하고 표시 이름을 입력한 다음 S3 프로토콜을 선택합니다.

2. 사용 권한 페이지에서 플랫폼 서비스 허용 옵션을 선택합니다. 필요한 경우 다른 사용 권한을 선택합니다.

3. 테넌트 루트 사용자 초기 암호를 설정하거나, 격자에서 페더레이션 식별 이 설정된 경우 테넌트 계정을 구성할 루트
액세스 권한이 있는 통합 그룹을 선택합니다.

4. 루트로 로그인 을 클릭하고 버킷:버킷 생성 및 관리 를 선택합니다.

그러면 Tenant Manager 페이지로 이동합니다.
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5. Tenant Manager에서 내 액세스 키를 선택하여 나중에 테스트할 S3 액세스 키를 생성하고 다운로드합니다.

Amazon OpenSearch로 통합 서비스를 검색합니다

Amazon OpenSearch(이전의 Elasticsearch) 서비스 설정

테스트/데모용으로만 OpenSearch 서비스를 빠르고 간편하게 설정하려면 이 절차를 사용하십시오. 온-프레미스
Elasticsearch를 사용하여 검색 통합 서비스를 사용하는 경우 섹션을 참조하십시오 온-프레미스 Elasticsearch와 통합
서비스를 검색합니다.

OpenSearch 서비스에 가입하려면 유효한 AWS 콘솔 로그인, 액세스 키, 비밀 액세스 키 및 권한이
있어야 합니다.

1. 의 지침에 따라 새 도메인을 만듭니다 "AWS OpenSearch 서비스 시작"다음 사항을 제외한 경우:

◦ 4단계. 도메인 이름: sgdemo

◦ 10단계. 세분화된 액세스 제어: 세분화된 액세스 제어 사용 옵션을 선택 취소합니다.

◦ 12단계. 액세스 정책: 레벨 액세스 정책 구성을 선택하고 JSON 탭을 선택하여 다음 예를 사용하여 액세스
정책을 수정합니다.

▪ 강조 표시된 텍스트를 사용자 고유의 AWS ID 및 액세스 관리(IAM) ID 및 사용자 이름으로 바꿉니다.

▪ 강조 표시된 텍스트(IP 주소)를 AWS 콘솔에 액세스하는 데 사용한 로컬 컴퓨터의 공용 IP 주소로 바꿉니다.

▪ 브라우저 탭을 에 엽니다 "https://checkip.amazonaws.com" 공용 IP를 찾습니다.
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{

    "Version": "2012-10-17",

    "Statement": [

        {

        "Effect": "Allow",

        "Principal":

        {"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},

        "Action": "es:*",

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        },

        {

        "Effect": "Allow",

        "Principal": {"AWS": "*"},

        "Action": [

        "es:ESHttp*"

                ],

        "Condition": {

            "IpAddress": {

                "aws:SourceIp": [ "nnn.nnn.nn.n/nn"

                    ]

                }

        },

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        }

    ]

}
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2. 도메인이 활성화될 때까지 15-20분 정도 기다립니다.

3. OpenSearch Dashboards URL 을 클릭하여 새 탭에서 도메인을 열고 대시보드에 액세스합니다. 액세스 거부
오류가 발생하면 도메인 대시보드에 액세스할 수 있도록 액세스 정책 원본 IP 주소가 컴퓨터 공용 IP로 올바르게
설정되어 있는지 확인합니다.

4. 대시보드 시작 페이지에서 직접 탐색 을 선택합니다. 메뉴에서 관리 → 개발 도구 로 이동합니다

5. 개발 도구 → 콘솔에서 StorageGRID 개체 메타데이터를 저장하기 위해 인덱스를 사용하는 'Put <index>'를
입력합니다. 다음 예에서는 인덱스 이름 'gmetadata’를 사용합니다. 작은 삼각형 기호를 클릭하여 PUT 명령을
실행합니다. 다음 예제 스크린샷과 같이 오른쪽 패널에 예상 결과가 표시됩니다.

6. 색인이 sgdomain > Indices 아래의 Amazon OpenSearch UI에서 표시되는지 확인합니다.

19



플랫폼 서비스 엔드포인트 구성

플랫폼 서비스 끝점을 구성하려면 다음 단계를 수행하십시오.

1. 테넌트 관리자 에서 스토리지(S3) > 플랫폼 서비스 엔드포인트 로 이동합니다.

2. 끝점 만들기 를 클릭하고 다음을 입력한 다음 계속 을 클릭합니다.

◦ 표시 이름 예 AWS-OpenSearch

◦ 예제 스크린샷의 도메인 끝점은 URI 필드의 이전 절차의 2단계 아래에 있습니다.

◦ URN 필드의 이전 절차 2단계에서 사용한 ARN 도메인을 ARN의 끝에 추가하는 /<index>/_doc’를 추가한다.

이 예에서 URN은 'arn:aws:es:us-east-1:211234567890:domain/sgdemo/sgmedata/_doc’가 됩니다.
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3. Amazon OpenSearch sgdomain에 액세스하려면 인증 유형으로 Access Key를 선택한 다음 Amazon S3 액세스
키와 암호 키를 입력합니다. 다음 페이지로 이동하려면 계속 을 클릭합니다.
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4. 끝점을 확인하려면 운영 체제 CA 인증서 사용 및 끝점 테스트 및 만들기 를 선택합니다. 확인이 성공하면 다음
그림과 유사한 엔드포인트 화면이 표시됩니다. 확인이 실패하면 경로 끝에 URN에 "/<index>/_doc"가 포함되어
있고 AWS 액세스 키와 비밀 키가 올바른지 확인합니다.

온-프레미스 Elasticsearch와 통합 서비스를 검색합니다

온-프레미스 Elasticsearch 설정

이 절차는 테스트 목적으로만 Docker를 사용하여 사내 Elasticsearch 및 Kibana를 빠르게 설정하기 위한 것입니다.

Elasticsearch 및 Kibana 서버가 이미 있는 경우 5단계로 이동합니다.

1. 다음 단계를 따르십시오 "Docker 설치 절차" Docker를 설치합니다. 을 사용합니다 "CentOS Docker 설치 절차" 를
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클릭합니다.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo

https://download.docker.com/linux/centos/docker-ce.repo

sudo yum install docker-ce docker-ce-cli containerd.io

sudo systemctl start docker

◦ 재부팅 후 Docker를 시작하려면 다음을 입력합니다.

sudo systemctl enable docker

◦ VM.max_map_count 값을 262144로 설정한다.

sysctl -w vm.max_map_count=262144

◦ 재부팅 후 설정을 유지하려면 다음을 입력합니다.

echo 'vm.max_map_count=262144' >> /etc/sysctl.conf

2. 를 따릅니다 "Elasticsearch 빠른 시작 가이드" Elasticsearch 및 Kibana Docker를 설치하고 실행하기 위한 자가
관리 섹션입니다. 이 예에서는 버전 8.1을 설치했습니다.

참고 Elasticsearch에서 만든 사용자 이름/암호 및 토큰을 아래로 하여 Kibana UI 및 StorageGRID

플랫폼 엔드포인트 인증을 시작해야 합니다.
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3. Kibana Docker 컨테이너가 시작되면 URL 링크 'https://0.0.0.0:5601` 가 콘솔에 표시됩니다. 0.0.0.0을 URL의
서버 IP 주소로 바꿉니다.

4. 사용자 이름 탄력성과 이전 단계에서 Elastic에 의해 생성된 암호를 사용하여 Kibana UI에 로그인합니다.

5. 처음 로그인하는 경우 대시보드 시작 페이지에서 직접 탐색 을 선택합니다. 메뉴에서 관리 > 개발 도구 를
선택합니다.

6. 개발 도구 콘솔 화면에서 StorageGRID 개체 메타데이터를 저장하기 위해 이 인덱스를 사용하는 "Put <index>"를
입력합니다. 이 예에서는 인덱스 이름 'gmetadata’를 사용합니다. 작은 삼각형 기호를 클릭하여 PUT 명령을
실행합니다. 다음 예제 스크린샷과 같이 오른쪽 패널에 예상 결과가 표시됩니다.

플랫폼 서비스 엔드포인트 구성

플랫폼 서비스에 대한 끝점을 구성하려면 다음 단계를 수행하십시오.

1. 테넌트 관리자에서 스토리지(S3) > 플랫폼 서비스 엔드포인트로 이동합니다

2. 끝점 만들기 를 클릭하고 다음을 입력한 다음 계속 을 클릭합니다.

◦ 이름 표시 예: 탄력적인 검색

◦ Uri:'https://<elasticsearch-server-ip or hostname>:9200’입니다

◦ urn:'urn:<something>:es:::<some-unique-text>/<index-name>/_doc' 여기서 index-name은 Kibana

콘솔에서 사용한 이름입니다. 예: 'urn:local:es::::sgmd/sgmetadata/_doc'
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3. 인증 유형으로 기본 HTTP 를 선택하고 Elasticsearch 설치 프로세스에서 생성된 사용자 이름 'elastic’과 암호를
입력합니다. 다음 페이지로 이동하려면 계속 을 클릭합니다.

4. 인증서 확인 안 함 및 테스트 및 끝점 만들기 를 선택하여 끝점을 확인합니다. 확인이 성공하면 다음 스크린샷과
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유사한 엔드포인트 화면이 표시됩니다. 확인에 실패하면 URN, URI 및 사용자 이름/암호 항목이 올바른지
확인합니다.

버킷 검색 통합 서비스 구성

플랫폼 서비스 끝점을 만든 후 다음 단계는 개체가 생성, 삭제 또는 해당 메타데이터 또는 태그가 업데이트될 때마다
개체 메타데이터를 정의된 끝점으로 보내도록 버킷 수준에서 이 서비스를 구성하는 것입니다.

다음과 같이 테넌트 관리자를 사용하여 사용자 지정 StorageGRID 구성 XML을 버킷에 적용하여 검색 통합을 구성할 수
있습니다.

1. 테넌트 관리자 에서 스토리지(S3) > 버킷 으로 이동합니다

2. Create Bucket을 클릭하고 bucket 이름(예: 'gmetadata-test')을 입력한 후 기본 us-east-1 영역을 그대로
사용합니다.

3. 계속 > 버킷 생성 을 클릭합니다.

4. 버킷 개요 페이지를 표시하려면 버킷 이름을 클릭한 다음 플랫폼 서비스를 선택합니다.

5. 검색 통합 활성화 대화 상자를 선택합니다. 제공된 XML 상자에 이 구문을 사용하여 구성 XML을 입력합니다.

강조 표시된 URN은 사용자가 정의한 플랫폼 서비스 끝점과 일치해야 합니다. 다른 브라우저 탭을 열어 테넌트
관리자에 액세스하고 정의된 플랫폼 서비스 끝점에서 URN을 복사할 수 있습니다.

이 예에서는 접두어를 사용하지 않았습니다. 즉, 이 버킷의 모든 객체에 대한 메타데이터가 이전에 정의된
Elasticsearch 끝점으로 전송됩니다.
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<MetadataNotificationConfiguration>

    <Rule>

        <ID>Rule-1</ID>

        <Status>Enabled</Status>

        <Prefix></Prefix>

        <Destination>

            <Urn> urn:local:es:::sgmd/sgmetadata/_doc</Urn>

        </Destination>

    </Rule>

</MetadataNotificationConfiguration>

6. S3 브라우저를 사용하여 테넌트 액세스/암호 키를 사용하여 StorageGRID에 연결하고, 테스트 객체를 '메타데이터
테스트' 버킷에 업로드하고, 태그나 사용자 지정 메타데이터를 객체에 추가합니다.

7. Kibana UI를 사용하여 오브젝트 메타데이터가 sgmetadata의 인덱스에 로드되었는지 확인합니다.

a. 메뉴에서 관리 > 개발 도구 를 선택합니다.

b. 왼쪽의 콘솔 패널에 샘플 쿼리를 붙여넣고 삼각형 기호를 클릭하여 실행합니다.

다음 예제 스크린샷의 쿼리 1 예제 결과는 네 개의 레코드를 보여 줍니다. 이는 버킷의 오브젝트 수와
일치합니다.
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GET sgmetadata/_search

{

    "query": {

        "match_all": { }

}

}

다음 스크린샷의 쿼리 2 샘플 결과는 태그 유형 jpg의 두 레코드를 보여 줍니다.
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GET sgmetadata/_search

{

    "query": {

        "match": {

            "tags.type": {

                "query" : "jpg" }

                }

            }

}

+
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추가 정보를 찾을 수 있는 위치

이 문서에 설명된 정보에 대해 자세히 알아보려면 다음 문서 및/또는 웹 사이트를 검토하십시오.

• "플랫폼 서비스란 무엇입니까"

• "StorageGRID 11.6 문서"

안젤라 청 _ 에 의해

노드 클론

노드 클론 고려 사항 및 성능

노드 클론 고려 사항

노드 클론은 기술 업데이트, 용량 증가 또는 StorageGRID 시스템 성능 향상을 위해 기존 어플라이언스 노드를 빠르게
교체할 수 있는 방법이 될 수 있습니다. 노드 클론은 KMS를 사용하여 노드 암호화로 변환하거나 스토리지 노드를
DDP8에서 DDP16으로 변경하는 경우에도 유용합니다.

• 소스 노드의 사용된 용량은 클론 프로세스를 완료하는 데 필요한 시간과 관련이 없습니다. 노드 클론은 노드의 여유
공간을 포함하는 노드의 전체 복사본입니다.

• 소스 및 대상 장비는 동일한 PGE 버전이어야 합니다

• 대상 노드의 용량은 항상 소스보다 커야 합니다

◦ 새 대상 어플라이언스의 드라이브 크기가 소스보다 큰지 확인하십시오

◦ 대상 어플라이언스의 크기가 동일한 드라이브가 DDP8에 대해 구성된 경우 DDP16의 대상을 구성할 수
있습니다. 소스가 DDP16에 대해 이미 구성되어 있으면 노드 클론을 사용할 수 없습니다.

◦ SG5660 또는 SG5760 어플라이언스에서 SG6060 어플라이언스로 이동하는 경우 SG5x60은 60개의 대용량
드라이브를 지원하며 SG6060은 58만 지원합니다.

• 노드 클론 프로세스를 수행하려면 클론 생성 프로세스 동안 소스 노드가 그리드에 대해 오프라인 상태여야 합니다.

이 시간 동안 추가 노드가 오프라인이 되면 클라이언트 서비스에 영향을 줄 수 있습니다.

• 11.8 이하: 스토리지 노드는 15일 동안만 오프라인 상태가 될 수 있습니다. 복제 프로세스 추정치가 15일에
가깝거나 15일을 초과할 경우 확장 및 서비스 해제 절차를 사용하십시오.

◦ 11.9 : 15일 제한이 제거되었습니다.

• 확장 쉘프가 포함된 SG6060 또는 SG6160의 경우, 전체 클론 기간을 얻기 위해 올바른 쉘프 드라이브 크기에 대한
시간을 기본 어플라이언스 시간의 시간과 추가해야 합니다.

• 타겟 스토리지 어플라이언스의 볼륨 수는 소스 노드의 볼륨 수보다 크거나 같아야 합니다. 오브젝트 저장소
볼륨(rangedb)이 16개인 소스 노드를 12개의 오브젝트 저장소 볼륨이 있는 타겟 스토리지 어플라이언스에 클론
복제할 수 없습니다. 타겟 어플라이언스에 소스 노드보다 용량이 더 큰 경우에도 마찬가지입니다. 오브젝트 저장소
볼륨이 12개뿐인 SGF6112 스토리지 어플라이언스를 제외하고 대부분의 스토리지 어플라이언스에는 16개의
오브젝트 저장소 볼륨이 있습니다. 예를 들어, SG5760에서 SGF6112로 클론을 생성할 수 없습니다.

노드 클론 성능 추정치

다음 표에는 노드 클론 기간에 대해 계산된 추정치가 나와 있습니다. 조건이 다양하므로 * BOLD * 의 항목은 노드
다운에 대해 15일 제한을 초과할 위험이 있습니다.
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DDP8

SG5612/SG5712/SG5812 → 모두

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 1일 2일 2.5일 3일 4일 4.5일 5.5일

25GB 1일 2일 2.5일 3일 4일 4.5일 5.5일

SG5660 → SG5760/SG5860

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 3.5일 7일 8.5일 10.5일 • 13.5일
*

• 15.5일
*

• 18.5일
*

25GB 3.5일 7일 8.5일 10.5일 • 13.5일
*

• 15.5일
*

• 18.5일
*

SG5660 → SG6060/SG6160

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 2.5일 4.5일 5.5일 6.5일 9일 10일 • 12일 *

25GB 2일 4일 5일 6일 8일 9일 10일

SG5760/SG5860 → SG5760/SG5860

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 3.5일 7일 8.5일 10.5일 • 13.5일
*

• 15.5일
*

• 18.5일
*

25GB 3.5일 7일 8.5일 10.5일 • 13.5일
*

• 15.5일
*

• 18.5일
*

SG5760/SG5860 → SG6060/SG6160
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네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 2.5일 4.5일 5.5일 6.5일 9일 10일 • 12일 *

25GB 2일 3.5일 4.5일 5.5일 7일 8일 9.5일

SG6060/SG6160 → SG6060/SG6160

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 2.5일 4.5일 5.5일 6.5일 8.5일 9.5일 11.5일

25GB 2일 3일 4일 4.5일 6일 7일 8.5일

DDP16을 참조하십시오

SG5760/SG5860 → SG5760/SG5860

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 3.5일 6.5일 8일 9.5일 • 12.5일
*

• 14일 * • 17일 *

25GB 3.5일 6.5일 8일 9.5일 • 12.5일
*

• 14일 * • 17일 *

SG5760/SG5860 → SG6060/SG6160

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 2.5일 5일 6일 7.5일 10일 11일 • 13일 *

25GB 2일 3.5일 4일 5일 6.5일 7일 8.5일

SG6060/SG6160 → SG6060/SG6160
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네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 3일 5일 6일 7일 9.5일 10.5일 • 13일 *

25GB 2일 3.5일 4.5일 5일 7일 7.5일 9일

확장 쉘프(소스 어플라이언스의 각 쉘프마다 SG6060/SG6160 위에 추가)

네트워크 인터페이스
속도

4TB

드라이브
크기

8TB

드라이브
크기

10TB

드라이브
크기

12TB

드라이브
크기

16TB

드라이브
크기

18TB

드라이브
크기

22TB

드라이브
크기

10GB 3.5일 5일 6일 7일 9.5일 10.5일 • 12일 *

25GB 2일 3일 4일 4.5일 6일 7일 8.5일

_ 아론 클라인 _

그리드 사이트 재배치 및 사이트 전체 네트워크 변경 절차

이 가이드에서는 다중 사이트 그리드에서 StorageGRID 사이트 재배치를 위한 준비 및 절차에
대해 설명합니다. 이 절차를 완전히 이해하고 원활한 프로세스를 보장하고 고객의 중단을
최소화할 수 있도록 미리 계획해야 합니다.

전체 그리드의 그리드 네트워크를 변경해야 하는 경우 을 참조하십시오
"그리드의 모든 노드에 대한 IP 주소를 변경합니다".

사이트 재배치 전 고려 사항

• 사이트 이동을 완료하고 모든 노드를 15일 이내에 온라인으로 전환하여 Cassandra 데이터베이스가 재구축되지
않도록 합니다.

"스토리지 노드를 15일 이상 복구합니다"

• 활성 정책의 ILM 규칙이 엄격한 수집 동작을 사용하고 있는 경우, 고객이 사이트 재배치 중에 그리드에 개체를 계속
넣으려는 경우 이를 밸런스 또는 이중 커밋으로 변경하는 것이 좋습니다.

• 60개 이상의 드라이브가 있는 스토리지 어플라이언스의 경우 디스크 드라이브가 설치된 상태로 쉘프를 이동하지
마십시오. 포장/이동 전에 각 디스크 드라이브에 레이블을 지정하고 스토리지 인클로저에서 분리하십시오.

• StorageGRID 어플라이언스 변경 그리드 네트워크 VLAN은 관리 네트워크 또는 클라이언트 네트워크를 통해
원격으로 수행할 수 있습니다. 또는 재배치 이전 또는 이후에 변경을 수행하기 위해 현장에 있을 계획입니다.

• 고객 응용 프로그램이 HEAD를 사용하고 있는지 또는 넣기 전에 존재하지 않는 개체를 가져오는지 확인합니다.

그렇다면 HTTP 500 오류를 방지하기 위해 버킷 일관성을 강력한 사이트로 변경합니다. 확실하지 않은 경우, S3

개요 Grafana Charts * 그리드 매니저 > 지원 > 메트릭 * 에서 '총 완료된 요청' 차트 위에 마우스를 올려 놓습니다.

404 Get Object 또는 404 head object의 개수가 매우 많으면 하나 이상의 응용 프로그램이 head 또는 get

nonexistance object를 사용하고 있을 가능성이 높습니다. 카운트가 누적됩니다. 다른 타임라인에 마우스를 갖다
대면 차이를 확인할 수 있습니다.
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사이트 재배치 전 그리드 IP 주소를 변경하는 절차

단계

1. 새 그리드 네트워크 서브넷을 새 위치에서 사용할 경우
"그리드 네트워크 서브넷 목록에 서브넷을 추가합니다"

2. 기본 관리자 노드에 로그인하고 change-IP를 사용하여 그리드 IP를 변경합니다. 변경을 위해 노드를 종료하기 전에
* 단계 * 해야 합니다.

a. 그리드 IP 변경에 대해 2와 1을 차례로 선택합니다
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b. 5를 선택하여 변경 사항을 표시합니다

c. 10을 선택하여 변경 사항을 확인하고 적용합니다.
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d. 이 단계에서 * stage * 를 선택해야 합니다.

e. 위 변경에 기본 관리 노드가 포함되어 있는 경우 * 'a’를 입력하여 운영 관리 노드를 수동으로 다시 시작합니다 *
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f. 이전 메뉴로 돌아가고 change-IP 인터페이스에서 나가려면 Enter 키를 누릅니다.

3. Grid Manager에서 새 복구 패키지를 다운로드합니다. * 그리드 관리자 * > * 유지 관리 * > * 복구 패키지 *

4. StorageGRID 어플라이언스에서 VLAN 변경이 필요한 경우 섹션을 참조하십시오 어플라이언스 VLAN 변경.

5. 사이트의 모든 노드 및/또는 어플라이언스를 종료하고, 필요한 경우 디스크 드라이브에 레이블을 붙이거나
제거하고, 랙을 해제하고, 포장하고, 이동합니다.

6. 관리자 네트워크 IP 및/또는 클라이언트 VLAN 및 IP 주소를 변경하려는 경우 재배치 후 변경 작업을 수행할 수
있습니다.

어플라이언스 VLAN 변경

아래 절차에서는 StorageGRID 어플라이언스의 관리자 또는 클라이언트 네트워크에 원격으로 액세스하여 원격으로
변경을 수행하는 것으로 가정합니다.

단계

1. 제품을 종료하기 전에
"제품을 유지보수 모드로 두십시오".

2. 브라우저를 사용하여 를 사용하여 StorageGRID 어플라이언스 설치 프로그램 GUI에 액세스합니다
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https://<admin-or-client-network-ip>:8443. 어플라이언스가 유지보수 모드로 부팅된 후 새 그리드 IP가 이미
있으므로 그리드 IP를 사용할 수 없습니다.

3. 그리드 네트워크의 VLAN을 변경합니다. 클라이언트 네트워크를 통해 어플라이언스에 액세스하는 경우 지금은
클라이언트 VLAN을 변경할 수 없으며 이동 후 변경할 수 있습니다.

4. 어플라이언스에 SSH로 연결하고 'shutdoown -h now’를 사용하여 노드를 종료합니다.

5. 어플라이언스가 새 사이트에서 준비되면 를 사용하여 StorageGRID 어플라이언스 설치 프로그램 GUI에
액세스합니다 https://<grid-network-ip>:8443. GUI에서 ping/nmap 툴을 사용하여 스토리지가 최적의 상태이고
다른 그리드 노드에 대한 네트워크 연결인지 확인합니다.

6. 클라이언트 네트워크 IP를 변경하려는 경우 이 단계에서 클라이언트 VLAN을 변경할 수 있습니다. 클라이언트
네트워크는 이후 단계에서 change-IP 도구를 사용하여 클라이언트 네트워크 IP를 업데이트할 때까지 준비되지
않습니다.

7. 유지보수 모드를 종료합니다. StorageGRID 어플라이언스 설치 프로그램에서 * 고급 * > * 컨트롤러 재부팅 * 을
선택한 다음 * StorageGRID * 으로 재부팅 * 을 선택합니다.

8. 모든 노드가 가동되고 그리드에 연결 문제가 표시되지 않으면 필요에 따라 change-IP를 사용하여 어플라이언스
관리 네트워크와 클라이언트 네트워크를 업데이트합니다.

오브젝트 기반 스토리지를 ONTAP S3에서 StorageGRID로
마이그레이션

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

마이그레이션 데모

이 데모는 사용자 및 버킷을 ONTAP S3에서 StorageGRID로 마이그레이션하는 데 사용됩니다.

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP 준비 중

데모를 위해 SVM 오브젝트 저장소 서버, 사용자, 그룹, 그룹 정책 및 버킷을 생성합니다.

스토리지 가상 시스템을 생성합니다

ONTAP 시스템 관리자에서 스토리지 VM으로 이동하여 새 스토리지 VM을 추가합니다.
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"S3 활성화" 및 "TLS 활성화" 확인란을 선택하고 HTTP(S) 포트를 구성합니다. IP, 서브넷 마스크를 정의하고
게이트웨이 및 브로드캐스트 도메인을 정의하십시오(기본 또는 필수).
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SVM을 생성할 때 사용자가 생성됩니다. 이 사용자의 S3 키를 다운로드하고 창을 닫습니다.
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SVM이 생성되면 SVM을 편집하고 DNS 설정을 추가합니다.
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DNS 이름 및 IP를 정의합니다.

SVM S3 사용자를 생성합니다

이제 S3 사용자 및 그룹을 구성할 수 있습니다. S3 설정을 편집합니다.
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새 사용자를 추가합니다.
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사용자 이름과 키 만료 날짜를 입력합니다.

새 사용자의 S3 키를 다운로드합니다.
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SVM S3 그룹 생성

SVM S3 설정의 그룹 탭에서 위에서 생성한 사용자 및 FullAccess 권한이 있는 새 그룹을 추가합니다.
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SVM S3 버킷을 생성합니다

Bucket 섹션으로 이동하여 "+Add" 버튼을 클릭합니다.
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이름, 용량을 입력하고 "ListBucket 액세스 사용…" 확인란의 선택을 취소하고 "추가 옵션" 버튼을 클릭합니다.
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"추가 옵션" 섹션에서 버전 관리 활성화 확인란을 선택하고 "저장" 단추를 클릭합니다.
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이 프로세스를 반복하고 버전 관리를 사용하지 않고 두 번째 버킷을 만듭니다. 버킷 1과 동일한 용량의 이름을 입력하고
"ListBucket 액세스 사용…" 확인란의 선택을 취소하고 "저장" 버튼을 클릭합니다.
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라파엘 게데스, 아론 클라인

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

StorageGRID 준비 중

이 데모의 구성을 계속하면 테넌트, 사용자, 보안 그룹, 그룹 정책 및 버킷을 생성합니다.

테넌트를 만듭니다

"Tenants" 탭으로 이동하고 "Create" 버튼을 클릭합니다

51



테넌트 이름을 제공하는 테넌트에 대한 세부 정보를 입력하고 클라이언트 유형으로 S3를 선택하면 할당량이 필요하지
않습니다. 플랫폼 서비스를 선택하거나 S3 선택을 허용하지 않아도 됩니다. 원하는 경우 고유한 ID 소스를 사용하도록
선택할 수 있습니다. 루트 암호를 설정하고 마침 단추를 클릭합니다.

테넌트 세부 정보를 보려면 테넌트 이름을 클릭합니다. * 나중에 테넌트 ID가 필요하므로 이를 복사하십시오. *. 로그인
버튼을 클릭합니다. 그러면 테넌트 포털 로그인이 나타납니다. 나중에 사용할 수 있도록 URL을 저장합니다.

그러면 테넌트 포털 로그인이 나타납니다. 나중에 사용할 수 있도록 URL을 저장하고 루트 사용자 자격 증명을
입력합니다.
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사용자를 생성합니다

사용자 탭으로 이동하여 새 사용자를 생성합니다.
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이제 새 사용자가 생성되었으므로 사용자 이름을 클릭하여 사용자 세부 정보를 엽니다.

나중에 사용할 URL에서 사용자 ID를 복사합니다.
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S3 키를 생성하려면 사용자 이름을 클릭합니다.

"액세스 키" 탭을 선택하고 "키 만들기" 버튼을 클릭합니다. 만료 시간을 설정할 필요가 없습니다. 창이 닫히면 다시
검색할 수 없으므로 S3 키를 다운로드합니다.
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보안 그룹을 만듭니다

이제 그룹 페이지로 이동하여 새 그룹을 만듭니다.
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그룹 권한을 읽기 전용으로 설정합니다. S3 사용 권한이 아닌 테넌트 UI 사용 권한입니다.
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S3 권한은 그룹 정책(IAM 정책)을 통해 제어됩니다. 그룹 정책을 사용자 정의로 설정하고 상자에 json 정책을 붙여
넣습니다. 이 정책을 통해 이 그룹의 사용자는 테넌트의 버킷을 나열하고 버킷에서 "bucket"이라는 이름의 S3 작업 또는
"bucket"이라는 이름의 하위 폴더를 수행할 수 있습니다.
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{

    "Statement": [

      {

        "Effect": "Allow",

        "Action": "s3:ListAllMyBuckets",

        "Resource": "arn:aws:s3:::*"

      },

      {

         "Effect": "Allow",

        "Action": "s3:*",

        "Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]

      }

    ]

}

마지막으로 사용자를 그룹에 추가하고 완료합니다.
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버킷 2개를 만듭니다

Bucket 탭으로 이동하고 Create Bucket(버킷 생성) 버튼을 클릭합니다.

버킷 이름 및 지역을 정의합니다.
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이 첫 번째 버킷에서 버전 관리를 활성화합니다.

이제 버전 관리를 사용하지 않고 두 번째 버킷을 만듭니다.
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이 두 번째 버킷에서 버전 관리를 활성화하지 마십시오.

라파엘 게데스, 아론 클라인
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ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

소스 버킷을 채웁니다

소스 ONTAP 버킷에 일부 오브젝트를 배치하도록 한다. 이 데모에서는 S3Browser를 사용할 예정이지만 편안한 도구를
사용할 수 있습니다.

위에서 생성한 ONTAP 사용자 S3 키를 사용하여 S3Browser를 ONTAP 시스템에 연결하도록 구성합니다.
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이제 일부 파일을 버전 관리가 활성화된 버킷에 업로드할 수 있습니다.
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이제 버킷에 몇 가지 오브젝트 버전을 만들어 보겠습니다.

파일을 삭제합니다.

버킷에 이미 있는 파일을 업로드하여 파일 자체를 복사하고 새 버전을 만듭니다.
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S3Browser에서는 방금 만든 개체의 버전을 볼 수 있습니다.

복제 관계를 설정합니다

ONTAP에서 StorageGRID로 데이터 전송을 시작합니다.

ONTAP 시스템 관리자에서 "보호/개요"로 이동합니다. 아래로 스크롤하여 "클라우드 개체 저장소"를 찾은 다음 "추가"

버튼을 클릭하고 "StorageGRID"를 선택합니다.
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이름, URL 스타일을 제공하여 StorageGRID 정보를 입력합니다(이 데모에서는 Path-styl URL 사용). 객체 저장소
범위를 "스토리지 VM"으로 설정합니다.

SSL을 사용하는 경우 부하 분산 엔드포인트 포트를 설정하고 여기에 StorageGRID 엔드포인트 인증서를 복사합니다.
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그렇지 않으면 SSL 상자의 선택을 취소하고 여기에 HTTP 엔드포인트 포트를 입력합니다.

위의 StorageGRID 구성에서 대상에 대해 StorageGRID 사용자 S3 키 및 버킷 이름을 입력합니다.

이제 대상 대상이 구성되었으므로 대상에 대한 정책 설정을 구성할 수 있습니다. "로컬 정책 설정"을 확장하고 "연속"을
선택합니다.

연속 정책을 편집하고 "복구 시점 목표"를 "1시간"에서 "3초"로 변경합니다.
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이제 버킷을 복제하도록 SnapMirror를 구성할 수 있습니다.

SnapMirror create-source-path sv_demo:/bucket/bucket-destination-path sgws_demo:/objstore-policy

Continuous

이제 버킷이 보호 중인 버킷 목록에 클라우드 기호를 표시합니다.

버킷을 선택하고 "SnapMirror (ONTAP 또는 Cloud)" 탭으로 이동하면 SnapMirror Repaitionship 상태가 표시됩니다.
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복제 세부 정보입니다

이제 ONTAP에서 StorageGRID로 성공적으로 복제 버킷이 생겼습니다. 그렇다면 실제로 복제되는 것은 무엇일까요?

우리의 소스와 대상은 모두 버전이 지정된 버킷입니다. 이전 버전도 대상으로 복제됩니까? S3Browser로 StorageGRID

버킷을 보면 기존 버전이 복제되지 않았고 삭제된 객체가 존재하지 않으며 해당 객체에 대한 삭제 마커도 없는 것을 알
수 있습니다. 복제된 오브젝트는 StorageGRID 버킷에 1개의 버전만 있습니다.

ONTAP 버킷에서 이전에 사용한 것과 동일한 오브젝트에 새 버전을 추가하고 복제 방법을 보자.
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StorageGRID 측면을 보면, 이 버킷에도 새 버전이 생성되었지만 SnapMirror 관계 이전 버전에서 초기 버전이
누락되어 있는 것을 알 수 있습니다.

이는 ONTAP SnapMirror S3 프로세스가 개체의 현재 버전만 복제하기 때문입니다. 그래서 StorageGRID 측에 버전
버킷을 만들어 목적지로 만들었습니다. 이렇게 하면 StorageGRID에서 개체의 버전 기록을 유지할 수 있습니다.

라파엘 게데스, 아론 클라인

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다

ONTAP S3에서 StorageGRID로 오브젝트 기반 스토리지를 원활하게 마이그레이션하여
엔터프라이즈급 S3를 지원합니다
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S3 키를 마이그레이션합니다

마이그레이션의 경우 대부분의 경우 대상 측에서 새 자격 증명을 생성하지 않고 사용자의 자격 증명을
마이그레이션합니다. StorageGRID는 사용자에게 S3 키를 가져올 수 있도록 API를 제공합니다.

테넌트 관리자 UI가 아닌 StorageGRID 관리 UI에 로그인하면 API 문서 swagger 페이지가 열립니다.

"accounts" 섹션을 확장하고 "POST/grid/account-enable-s3-key-import"를 선택한 후 "try it out" 버튼을 클릭한 다음
실행 버튼을 클릭합니다.

이제 "accounts" 아래에서 아래로 스크롤하여 "POST/grid/accounts/{id}/users/{user_id}/s3-access-keys"로
이동합니다.

여기서 이전에 수집한 테넌트 ID와 사용자 계정 ID를 입력합니다. json 상자에 ONTAP 사용자의 필드와 키를
입력합니다. 키의 만료를 설정하거나 ","Expires":123456789"를 제거하고 실행을 클릭합니다.
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모든 사용자 키 가져오기를 완료하면 "accounts" "POST/grid/account-disable-s3-key-import"에서 키 가져오기
기능을 비활성화해야 합니다.

테넌트 관리자 UI에서 사용자 계정을 보면 새 키가 추가된 것을 볼 수 있습니다.
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마지막 컷오버입니다

ONTAP에서 StorageGRID로 영구 복제하는 버킷이 의도라면 여기서 끝낼 수 있습니다. ONTAP S3에서
StorageGRID로 마이그레이션하는 경우에는 데이터를 중단하고 컷오버할 때입니다.

ONTAP 시스템 관리자 내에서 S3 그룹을 편집하고 "ReadOnlyAccess"로 설정합니다. 이렇게 하면 사용자가 더 이상
ONTAP S3 버킷에 쓰지 못하게 됩니다.
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이제 ONTAP 클러스터에서 StorageGRID 엔드포인트를 가리키도록 DNS를 구성하면 됩니다. 끝점 인증서가 올바른지
확인하고 가상 호스팅 스타일 요청이 필요한 경우 StorageGRID에 끝점 도메인 이름을 추가합니다
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클라이언트가 TTL이 만료될 때까지 기다리거나 DNS를 플러시하여 새 시스템으로 확인하면 모든 것이 제대로
작동하는지 테스트할 수 있습니다. 가져온 키가 아니라 StorageGRID 데이터 액세스를 테스트하는 데 사용한 초기 임시
S3 키를 정리하고, SnapMirror 관계를 제거하고, ONTAP 데이터를 제거하기만 하면 됩니다.

라파엘 게데스, 아론 클라인
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