ME 715 710|=
StorageGRID solutions and resources

NetApp
December 12, 2025

This PDF was generated from https://docs.netapp.com/ko-kr/storagegrid-enable/product-feature-
guides/achieve-zero-rpo.html on December 12, 2025. Always check docs.netapp.com for the latest.



=0

HEZ7ls 71o|l=
StorageGRIDZ M2 RPO 4 - ZE| AIO|E =x|of| CHet ZZEQl J10|=E
StorageGRID 7R
StorageGRID A%t Zero RPO 27 ALg
0{2{ AtO|E0]| 57| I
TH J2|E CHS AIO|E HYZ
Ct= AIO|E Ct= J2|E HYXE
Z2E
AWS EE= Google Cloud& 22I2E AEZ|X| ES HMBLICH
Azure Blob Storage& Z2I2E AEE|X| E 44
WOl 2E2IRE AEZ|X| E AL
StorageGRID ZM £ MH|AE FMBIL|Ct
2 7H
ELE AjA Ol Zaiz A-|H|¢ stAds
S MH|A AEZQIE -_r“éi
2-I2|0]A Elasticsearch®t S8 MH|AS ZHMetL|C}
HE MH|A AIEZQIE Y
P MH[A £

SRR

g
i olm
ok

HL 1=
plas

H—
Tl 1 I A -
N

N m
mu mu Moo oy O

rHu I
0x

or '
il
o

[n

J2|= ALO|E THHHX| 5! AIO|E MA| HIES| HE Hx}
ALO|E RHHX| & 112 Akt

QHHE 7|5t AEZ|X|E ONTAP S30{| A StorageGRIDZ 0t0|2{|0|M
ONTAP S30{|A| StorageGRIDZ QEHIE 7|4t AEE|X|S 212617 0t0| 12j|0|Msto] AIEfZ2to| =&
S3E X[t
ONTAP S30{|A StorageGRIDZ QEHE 7|dt AEZE|X|S 21&3817| 0t0]| 12{|0|M3sto] AIEfZ2to| =&
S3E X[ABLIC
ONTAP S30{|A| StorageGRIDZ QEHME 7|t AEZ|X]|
S3E X[AgLIC
ONTAP S30{|A StorageGRIDZ QEXE 7J|Ht AEZ|X|E 2A&H6}A| 0to| 2|0 Mste] AE{Z2to|=F
S3E X[AgL|Ct
ONTAP S30f|A| StorageGRIDZ QEHE 7|Ht AEZ[X|
S3E X|Agct

i
ot

FSHA| 0F0| 1240|510 ME{ Z2t0| =5

=]
T_

i

HESHA| 0to|22|0]445t0] AE{ZE2t0| =5

10
12
12
13
14
15
15
15
16
20
22
25
27
31
31
31
31
34
34
39

39

39

51

63

72



M= 715 710|1=

StorageGRIDZ XN|Z RPO 4 - HE| AIO|E =H|[0f CHSt
EEXOl 710l

0l 7% BIAE AO|E HOf WA A| 237 X|H SH(RPO)E 092 A3} 93
StorageGRID 2| 22 7oiet drof thst Z2Eol 710|=2 2 HLIC} 0] 2AofIA=
CHS AJO|E £7] 2H) 9 ChE 12| H|S7| 2812 E&510] StorageGRID of Chet st
HIIE ©A40] CHaH XM|S] AAEHLIC. 017 M= StorageGRID ME A3 27| BH2|(ILM) B2
244510 0f2f QIX|0IM HIOJE LITAT} 7h A S BASH: uhie MoietL|Ct w8t of
HIMS ECHols 2210|9lE 28 QXI517| 93t s I3 AR, AT ALtz U 23
D2 AE CHELICH O] £Mo| 282 57| W H|S 7| 2H| 7|42 25 28310] AlO|E
x|ol] ZHol7} LIS Z Q0] ClO|E{ol CH3t M2 JHs AT YBAS QX|ots o Bast
HEE F2ste ALt

StorageGRID iR

NetApp StorageGRID= 4| & Amazon S3(Amazon Simple Storage Service) APIE X|st= QEHE 7|4t
AE|X| A|AEIQILICH

StorageGRIDE M 2H0|TAO|Z 22| HA(LM)O| Tf2} CheBt AblA 70| T2l QI AH0|AS of2f 2X|oflx
RIZELICE O[22t 23 %7| WM ALSotet 23 27| Huto] ZH lolE7t MFE|= KIS H 52 4 YBLIC

StorageGRID2 2 % XIEI"*OE ME ERM0M 7Y Thstt LH—T“SE} ClOIE 7t8d S X eL(Ct. ClolE{ 7t
2O 0|A0 A= HEER] S0 U=, S SI0|HE|E S2IRE YIEEE Sl 7|Y2 Amazon Simple
Notification Service(Amazon SNS) Google Cloud, Microsoft Azure Blob, Amazon S3 Glacier, Elasticsearch

So| 22t2C AHIAS B8 4 AUBLICH

_..

StorageGRID &%

%| & StorageGRID HiZE = THY AFO|EQ| 22| L EQt 37HO| AEZ|X| LEE FH4E LIEf T J2|=&= [0 22071
L ETMX] &EE 5 AELICH StorageGRID EHY AFO|EZ HIILSILE 167 AIOIERE & rg 2 AL

_'_

22| w0 =

oz 22 flot 3 X|E™el 22| QIEH|o| AT ZBtE|0] 2O StorageGRID 714 249
M2 ox| at2|stL [
Td= /X 22lgL|ct =

ZE|X} =E0l= S3API HMAE 9ot E3F 2= WM E TSHE|0] QSLICE
StorageGRID 2ZEQ|0 M &, VMware 714 Al O|Z2I0|HA E= E+ 5X O{FE2I0|UAE HiZS 4~ QELICL
AEE|X| LEE= CHS 1 20| HfEE £ USLICE

SFotE MIEC|OIH HE ==

© 2| 25
7

CH
tS Sohststs M AKX HE ==

LY

© K| b AH| IS BT FIMots AE HIEIHO/E X K| AEZ|X| LE
2} AEE[X] L E= U HEHHIO|E 29| th LYANO|AS ${83H= 2N AEZ|X|Q] HE| HEIHIOIE 8¥2=
SHEHE 4 QI&LICE StorageGRID AlO|EY0] .. E2tT 3t= S3API 212 2ot £t 2= @AM T H|Z et



Delivery paths for any workload
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*  Mext-gen. high-parformance, high-density
NVMe-based TLC and QLC flash

= Transactional object workloads

i NotApp SGE160-Expansion = Primary workloads, data lake, analytics
= Used a waom-ter for AFF arrays thraugh
. = Cost-optimized platiorms ONTAP FabricPoal
Bare Metal = Secondary storage workloads

Infrastructure

ViMware-based Bare Metal
+  Netipp or third-party starage = BYOH: iMernal storage o

(VMDK) extemal amray + Large-scale deployments; 1005 of PBs
. i = 5 ts RHEL, Cent0S

ir i Ubonty, Dobéan - Data lake, up to 3 96P8 capacity per

sinrage node
S SG110/1100 Series (Services appliances) S
“ NE‘tApp . ;:EIEBI appliance for Gateway Mode and Admin “ NetApp
. i | = Smadl to mid size deploymants
s Longe-daphojmonts; highi paronsice Traffic Classifiers for tenant & bucket-based

monitoring and (oS +  Also consider for admin node only (VM
replacement)
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Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 b 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 3 9 Yes 50%
4+1 5 3 15 Yes 25%
6+1 7 3 21 Yes 17%
7+5 3 5 15 Yes T1%
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"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",

"Principal":

{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",

"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by

{

"Effect": "Allow",

"Principal™: {"AWS": "*"},

"Action": [

"es:ESHttp*"

I
"Condition": {
"IpAddress": {
"aws:SourcelIp": [ "nnn.nnn.nn.n/nn"

]

I

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}
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Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
:: ) Rasogree®: “am M:n-.n-un-l.-:“:doum.'lﬂm!' -
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[} Lot ] i 1 ]

3. OpenSearch Dashboards URL 2 22/5t0] Af B{oflA QIS S0 CHA|EZE0f| AN ATILICEH HMA HE
QI EHSHH Tl CHA|EE0]| HMAL = YT AMA MM 22 P FAT HAFEH 32 IPE SHEEA

HEE[0] JA=X] 2l Ct.

4. CHAIEE A% H[O|X[of| A =7 EHM S MERBHLICH HlFOlM 22| - JHE =7 2 Ol SFLICH

S. JHe =71 — 2&0{|M StorageGRID 7HA| HIEHH|O|E E N&ESH| 28 QHAE AF2StH= 'Put <index>'E
UHBILICE CHS o[0f[A = QIHIA 0|5 'gmetadata’E AFEELICE X2 424d 7|S E Z2I5t0 PUT B™E2

AHBILICE CFS OlM| A3 215k 20| 2EF T o & Z21t7F EAIELIC

>y OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

. L \ 1+ [
1 PUT sgmetadata B DN {
2 "acknowledged” : true,
3 "shards_acknowledged" :
4 "index" : "sgmetadata”

e i)
Lrue,

6. A010| sgdomain > Indices Ot2H2| Amazon OpenSearch UIOA] EA|Z[=X| 2HQlstL|Ct,
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& Succesfuily updated & sorvics softwors version K02 11 103-P6

sgdemo .

General information

e s |

Chotbinn Coi Mg Ao Sl ity Conaflgur atine Clustor hastth i Lancd Istth Niadt-Tiwm Logs Tag Corwme e, Pl agen

Indices (7]
x : : (2
Q
Ity - Dusnsnrm et comint * Sipw [Lyin] v Qe $etal » Sagmirg by Fimlct mmappizngs
1 508 g 19 LI A EEe
adals o 102 08 L}

(<]

> HEA| 0|2 of| AWS-OpenSearch

° OflX| A32I4F| Ml M2 URI EE2Q| o[ Hxte| 2¢HA| ofzof| QUELICE.

° URN EE9| 0| HX} 2CHA|0| M AFE S ARN H|21S ARNS| E0f| 3=7t8}= /<index>/_doc’E F7t

SiC

—

O] o|olA URNS 'arn:aws:es:us-east-1:211234567890:domain/sgdemo/sgmedata/_doc’7} &lL|C}.

.




Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Amazon OpenSearch sgdomainOﬂ HM|ASHH Ol RHAOZ Access Key% MEHSE CHZ Amazon S3 2 M[A
712t 2= 7|E YLt OS2 H|O|X| 2 O|SotHH A% & S=IetLC}

= -dHd-g =
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Create endpoint

e’

@ Enterdetalts — Select authentication type @ Verify server

Optional s’ Optional

Authentication type @

Select the method used to authenticate connections to the endpoint.

Access Key N
Access key ID @

AK) | O
Secret access key @

Previous Continue

4. BHE golotHH 2 MK CAUEM A U EF HAE 9 BHS7| E MEistL|Ct 20l0] Y35 ChS
D FARSE =X QIE o} HO| HA|ELICE, 2Hlo] AIisHH Z=Z E0f| URNO| "/<index>/_doc"7} Z&t=|0]
AT AWS MM A 7|9 HI 7|7t SHHEX| 2FQIRfL|Ct.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must

configure an endpoint for sach platform service you plan to use
Create endpoint

1 endpoint

Display name & Lasterror Type

° * e P F ume = uen @ =

A5 " hittps://search-sgdemo- - armawsesus-east-
Seard
opansearch L.es.amazonaws.com/

1 ki 1 0310/ sgdemio sgmetadata/_doc

2.I3|0|A Elasticsearch?l S8 AH|AE HAHBHL|C}

-

2.12|0|A Elasticsearch A%

O| Xt= HAE SXOZ0 DockerE AFE5I0] ALL Elasticsearch % Kibanas 24| MXst7| (ot Z4LICH.
Elasticsearch % Kibana AH{7} 0[0| Ql= B2 5EHAIZ 0| SgLICY.

M- OoT
1. O} HHAHIE MEM AR "Docker A K| ZX}" DockerE MX[EL|CL 2 AFRELIC} "CentOS Docker A X| EX' &
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https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/
https://docs.docker.com/engine/install/centos/

Saigct

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

° M5 & = DockerE AlZfse{H LtE2S R LICH

sudo systemctl enable docker

> VM.max_map_count 242 2621442 AH$IC}

sysctl -w vm.max map count=262144

echo 'vm.max map count=262144' >> /etc/sysctl.conf

ror
Rl
N

2. E WEL|Ct "Elasticsearch B A|ZF 7H0| =" Elasticsearch X Kibana DockerS M X|st1 AEtisty| ¢
2| MMUL|CE o] o|oflA= T 8.12 MX|HESLIC.

—

lasticsearchOl| A 2t= ALKt 0|E/gt= 9 EZ S Ozl £ 5t0] Kibana Ul ¥ StorageGRID

E
Z olEROIE oI=

©
MK o2t

A
24
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https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html

Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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3. Kibana Docker ZIEH|O|L{ 7t A|Z=|H URL & 3 'https://0.0.0.0:5601° 7t 2£0{| EA|E/LICt. 0.0.0.02 URLY

M P 42 BHEL|CH
4. AFS} 0|5 Er2{47} 0| EHAlO A ElasticOll OJoH A4E FSE AFBHO| Kibana UIO| 2I9I8HLICE
5. X2 20015t L CHAIEE AR HOIXIOIH & B4 S MeiBiLch oiRolA 22 > 2 =7 2

MEfglL|ct.

6. et g =

oladstL|Ct, o| Olof| A= QA 0| & 'gmetadata’sS

) elastic

£ o} HO|| M StorageGRID 7HA| HIEIH|O|E S X &5H7| 2|3l 0f =2

E AI23%t= "Put <index>"&

AFBBILICH X2 A1243 7|52 22st0] PUT BY2

AHSLICE CFS of[d| 232140 ZHo] QLER mii2of| of| & Z2at7F EA|IELICE

Console

= . Dev Tools

Search Profiler

Console Grok Debugger

History Settings Help

1 PUT sgmetadata

Painless Lab se1a

5
"7—:‘9

-

2 "acknowledged” : true,

3 "shards_acknowledged”
4 “index”

+ true,
"sgmetadata”

° Uri:'https://<elasticsearch-server-ip or hostname>:9200'Q!L|C}

° urn:'urn:<something>:es:::<some-unique-text>/<index-name>/_doc' ®7|A| index-name2 Kibana

=50 M ALESH O| E)ILICE. Ofl: 'urn:local:es::

:sgmd/sgmetadata/_doc'
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Create endpoint
o Enter details

Enter endpoint details
Enter the endpoint's display name, URI, and URN.

Display name @

elasticsearch
URI @

Attps: /L0 ——— ()
URN @

urn:local:es::sgmd/sgmetadata/_doc

40

: I‘:"I:I. m
3. ol= 280
==

Hog 7|2 HTTP & Mets

=

= MENSIT Elasticsearch AX| T2 M AO|A MMEl ALK} 0|2 'elastic’ D} S 2
12BfL|Ct CHS H|O|X| 2 O| Sste{H A|

A o =Z;zs

£ S 2=

Authentication type @

Select the method used to authenticate connections to the endpoint.

Basic HTTP v
Username @

elastic
Password @

FJ I.(“‘.Iioll%
d HlAE

LIt gtolo] HZotel Cg AT}

N
ro
]|
x
ot
o
o
ook
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QA IS HOIE shei0] HAIEILICE 2Holo] AR URN, URI % ALZXH 0|2/t B2 0| SHI2X|
stolgt|ct

Platform services endpoints

A platiorm services endpoint stores the wnformation StorageGRID needs to use an extornal resource as a target for 2 plathorm service (CloudMiror replicatean, notitications, or search integration. You must
configure an encpoint for cach platform senvice youplon to use,

2endpoints Crante endpolnt

Desplay rusms Lantmrrer w
; " : ps : 2 & mig ¢ um g =
= Ittps seorch-sgdemo-Tw 22 3hocd pelzcarpw 3y 3rle Tius-east- ETTEANSEIAS-Eas
aws cponsearch Search
1 e armaronans.comf 1210811500055 domaindsgdamon) sgmetad ata;_do
elasticsearch Search Pl L — umtiocal es:=sgmd; spmetadata/_toc

I AM S M|~ 74

ZEiE MH|A B
7HA| HIEHH|O|EE H &l

I:Ii

2 Ch3 HAl= ZHAI7 é';*éi, AR EE= ST HIEMH[O|E] = B0t YC|o| EE miofLt
EHCE BEUEE HIl £+Z0|M 0f A‘|H|¢§ F8st= WYLt

20| EIHE ZHE|XHE AFE5I0] AHEXAt K| StorageGRID 74 XMLE H3l0| M85t AM Es # M
C

1. HIHE 22X} 0l AE2|X|(S3) > HZ! 22 0| SL|Ct

2. Create Bucket2 £2!6t1 bucket 0|2 (0l: 'gmetadata-test')S 2Ist T 7|2 us-east-1 FHS |2
AHEgfL|CE.

27 BAIE URNS AL A7 ol BHE |4 B

—_

1 2
2| Xtof AM|ASHD HolEl SAHE MH|A BH0M URNS SAIE 5= JAELICH

4

O] Bl = HEOE AFRSHX| AUSLICE F, O] HZIQ 2E ZHA|of CHet HIEHH|O|E{ 7t O|Fof| Mol &l
Elasticsearch 2822 M&EIL|CH
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<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>

6. S3 HEIRXE AIESI0] HHE MM A/YZ 7|5 AHE3I0] StorageGRIDOI| HZSt 1, HAE 24

7. Kibana UIE At835t0{ QBN E H|ELH|O|E{ 7} sgmetadatal| QIHAN EEE[J=X

28

HAE' 20| Y2 =00, B Lt AEXL X[ HIEIH|O|E{ S Z4A[0f F=7+EfLICt.

H|E 't ofE

i 53 Browset 9.5.5 - Free Verion (for non-cemmercial uss only) (Adminkstrater) - $g6060-platfarm-zervice

- O x

Becounts Buckets Files Tools Upgradeto Pro!  Heip Mew vernon svailable
l{’fl-ﬂtw bucket Path: | / S B YT
il sgmetadatatest | | File Size Type LastModified Storage Class
*Koalajpg | 762,53 KB | JPG File 318/2022 123952 AM | STANDARD
s Lighthouse jpg 54812 KB JPG File 319/2022 123952 AM  STANDARD
test] bd 45 bytes Tex Documnent 31972022 123952 AM  STANDARD
| st 35 bytas Text Document INSA22 122952 AM STANDARD
‘;':jr Upload = ‘E_MMnm _ ﬁnum ' '&I New Felder E:l‘fﬂrfrtsh LI (TR e e e
Tasks (14) Permissions Hip Headers 7385 Propedies Preview Versions Evenflog
URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
[ Key Value
date 01-01-2020
owner testuser
project fest
type (2]
dpadd | S Ede Deiste | Dafault Tags ¥ Apply changes i Reboad

CHS oMl A3 214k 2| 1 of|d| b= Ul 7He| HREE

ENEITIS

efolgfLct.

|

rx
J|'I1

o
-
n

2o ELIC o= HZlel QEHE
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GET sgmetadata/ search

"query": {
"match all": { }

= [l vovroon comok

Console Search Profiler Grok Debugger Painless Lab  sers

Histery Senings Halp

GET sgeatadata search P
o alse
atch g A | o
cass ful”
5 3 o,
] [
La
aliw £
alat Y -
n 1.0
*h
t Eeatl Txt
L
"Bucket”™ “sgmetadata-test”,
Y o 1L B o
A OO iy 7 440 TN 1 1
" -
¥ Saltar figaTin] fo
san” ¢ Tus-eatt-1
i AFSlaiare
M 158 afn ' Gaf7 fachesaza d & 151
tags™ 1
e EeStuser”
AroiELT “TRAT

4 26 101 ibetafl™
“tagsT
“date” "Bi-8l-1020
T "tesluser"
project” L]
e ¥ g

Chg A3zIAke] 2| 2 ME Hite B0 9 jpgo| & A|ZES Bof Fc,
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GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}
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HES3 QIE{m|0|A 4TB 8TB 10TB 12TB 16TB 18TB 22TB
& CZlo|le EZfolH  EgzjolH2  EzZfolE2 EZlojlE EZlolH EZjo|E
37| 37| 37| 37| 37| 37| 37|
10GB 1 2 2.5 3 4 45 55
25GB 1 24 2.5 3 4 4.5 5.5
SG5660 — SG5760/SG5860
HE<S 3 2lEHo|A 4TB 8TB 10TB 12TB 16TB 18TB 22TB
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32



HE3 IE{H0] A 41B

&0 cezjo|lg
=

10GB 2.5

25GB 22

SG6060/SG6160 — SG6060/SG6160

HE9 3 olE{Ho|A  4TB
=N cajo|e
37
10GB 252
25GB 29l

DDP162 EZSHMAIL
SG5760/SG5860 — SG5760/SG5860

HE3 E{H0] A 41B

&0 cEztol=
37|

10GB 3.5¢

25GB 3.5

SG5760/SG5860 — SG6060/SG6160

HER3 Qe 0o|A 4TB

&0 cEztol=
37|

10GB 2.5

25GB 22

S$G6060/SG6160 — SG6060/SG6160

8TB
cztole
37|

452

8TB
L=r=1 ] =]
37|

4.5

3%

8TB
cztole
37|

6.5

6.5&

10TB
czhole
=

5.5¢

10TB
cziole
37|

5.5¢

4

10TB
czhole

™
ne

10TB
cajo|lg
37|

o
ne

N
ne

12TB
czlole
37|

6.5

12TB
cziolg
37|

6.5

4.5

12TB
cato|e
37|

9.5¢

9.5¢

12TB
cEZro|l=
37|

7.5¢

5

16TB
cztole

©
ne

\l
ne

16TB
L=r=1 ] =]
37|

8.5¢

62

16TB
cztole
37|

* 12,54

* 1254

16TB
[=r=INe =]
37|

10

6.5

1

8TB

Ezole
=

1

8

1

0

al
=

8TB

cato|e
37|

9

7

5%

Qal
=

18TB
cato|lg
37|

1M

7

ol
=

22TB
Cato|e
37|

. 120E|*

9.5¢

22TB
cziolg
37|

11.5¢

8.5¢

22TB
cZro|l=
37|

33



4 E93 QlE{Ho|A  4TB 8TB 10TB 12TB 16TB 18TB 22TB

ey cglo|le  C£@jolE  EZlojlE  EglolE EgfolH E@folE Ezjo|e

3ay| ay| 37| 3ay| ay| 37| 3ay|
10GB 3y 5¢ 6 7 9.5¢ 10.5Y * 13+
25GB 2¢ 3.5¢ 4.5 5 7 7.5¢ oY

o Am(AA o{E2t0|HAL| 2F HIOiCt SG6060/SG6160 201 F=7F)

HIES|3 QlE{mo|A 4TB 8TB 10TB 12TB 16TB 18TB 22TB
ey c2jolE Eg@tolE  calojle EglolE EZfol2 EgfolE EzfolE
37| 37| 37| 37| 37| 37| 37|
10GB 3.5¢ 5 6 7 9.5 10.5¢& s 129 *
25GB 2¢ 3 4 4.5 6 7 8.5¢
ot2 2z}l

J2|E ALO|E MEHX| 3! AFO|E FA| HIEXH I HE Bt

=
CHolf AHSLICE O XIS T3] O|sHotn HEet TEMAE HESI 29| ZLS

—

x| aote = JASF 0[2] A=lHOF L.

HMA O2|EQ| OB|E HIES
"J2|EQ| B E L0 CHSH |

ALO|E THHHX] H 1n2{ At

* AIO|E 0|52 2tzstn B E L EE 15¢ O|Uljof| 22telo 2 Metsto| Cassandra H|O|E{H|O| AT} X35 | K|
o E phL|Ct.
"AEZ|X| LEE 15Y O| A 2Bt C}

* Y M| ILM 74
oz F2 0|2 wa

EN
bas
o
[> 0%

Aot =3 SHE A8t A= B2, D40| ALO|E xHHHX| S0l 22[=0 M E A%
e o O

* 607 O] 2| =2t0[E7t s AEE|X| O{S2f0|AA0] AR AT EI0| 27} EX|E SEfZ 2T E 0|SSHA|
ORYAIR. ZF/0|S Hofl 2k C[A3 =210|20f 2f|0|S S X[Fst AEE|X| ASZXN|A 22[SHYAIL.

* StorageGRID 0{Z210|AHA HA OZ|= HES 3 VLANS 22| HEY3 == S2}0|AHE HEYIE S
HHo=E Y £~ JEL|CH E= UK O] EE= 0|20 HES &S| 2loH 2ol AUS A= L|C.

* DM 38 T2 0| HEADE AM88HL JEX| = 'E7| Mol EMSHX] gb= WM E 71X &elgfL|Ct.
JZCHH HTTP 500 27 E WX|5H7| Qs HZ! Y2t Z2st AI0|ER HAYL|CH SA5HK| 62 E2, S3
7H2 Grafana Charts * J2|= OfL|X > X|@ > HEZ * 0f| M 'S 25 E Q¥ XIE 2|0 OIRAE 22 SS5LICL

404 Get Object EE= 404 head object®| 74=7} DjR O™ & |[&e] 88 T2 0| head = get

nonexistance objectE AFE5t1l US 7tsH0| =& LICH FHREJF =M ELICE CHE Etl2telof OtRAE 2Tt

CHH xto| E ol &~ JUSLICE.

=

-
-
-
- o

34


https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html

tme-05 g

Total Completed Requests

18:22 1
plete_multipart_upload
policy

upload_part w== 204 put_|

ALO|E THHHX| M J2|= IP FAE HZASHE Hit

EHA|
1M 22|E HIE/Z MEUE M IX|0M AtEE B2
"J2|E HERIR MEU S50 MEHS =7t

2. 7|2 B2|X} =0 239I8t1 change-IPE AFR3I0| 12|= P
* CHA| > sf{oF gLt

M
rE
X

SfLICH HES ?l8 =28 S=6t7| Hofl

a. J2|E |p tHZ0|| CHalf 22 12 X122 MEdSL|Ct

35


https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll

Editing: Hode IP/subnet and gateway

Ose up arrow to recall a previously typed wvalue, which you can then edit
Use d or 0.0.0.0/0 as the IPfmask to delete the metwork from the mode

Ose g to complete the editing session early and return to the previous menu
Press <enter> to use the wvalue shown in square brackets

Site: LONDON

=2

LONDON-ADMI Grid IP/mask
LONDON-51 Grid IP/mask

L45.74.14/2¢6
45,74, 16/2¢6

45.74.248/26
E5.74.26/26

ol e O o B

o aaa

ol o e B
=2

bt bt Bt bl

LONDON-52 Grid IP/mask .45,74,.17/26 0.45.74.27/26
LONDON-53 Grid IB/mask .45.74.18/26 0.45.74.28/26
LONDON-ADM1 Grid Gateway [ 10.45.74.1 ]:

LONDON-51 Grid Gateway [ 12.45.74.1 ]:

LONDON-52 Grid Gateway [ 12.45.74.1 ]:

LONDON-53 Grid Gateway [ 12.45.74.1 ]:

Site: OXFCRD

OXFCRD-ADM1 Grid IF/mask [ 10.45.75.14/26 ]:

OXFCRD-51 Grid IF/mask [ 10.45.75.16/26 ]:

OXFCRD-52 Grid IF/mask [ 10.45.75.17/26 1:

OXFCRD-53 Grid IF/mask [ 10.45.75.18/26 ]:

OXFCRD-ADM1 Grid Gateway [ I 45:759:1 1:

OXFCRD-51 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-52 Grid Gateway [ I.45.75:.1 ]:

OXFCRD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to return to menu.l

Site: LONDON

LONDON-ADM1 Grid IP
LONDON-51 Grid IP
LONDON-52 Grid IP
LONDON-53 Grid IP
Fress Enter to cuntinuel

10.45.74.,14/2¢6
10.45.74.16/26
10.45.74.17/26
10.45.74.18/26

e
I
I
I
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. o] EHA0M * stage * & MEABHOF SL|CE.

Validating new networking configuration... PASSED.
{Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDON-52
LONDON-53

The following nodes will also reguire restarting:
LONDON-ADM1
LONDCOH-51
LONDCON-52
LONDCON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes (if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time
[apply/stage/cancel]> stagel

e. 9| HEF0 7|2 HE| ==t ZHE[N U= BR *'a'S YHSIH 2F 22| LEE S22 CHA| A|ZFgL ot~
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EP 10.45.74.14 - PuTTY

Validating new networking configuration... P
Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid '1e..wort1r1q description file... PASSED.
Running provisioning...
Updating nectwork configuration on LONDON-51...
Updating network configuration on LOMDOM-52...
Updating nectwork configuration on LONDON-53...
Updating network configuration on LONDOM-RDML.
Finished staging network changes. You must mnaauy restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles...

R R

B R R

ol IMPORTANT

configuration change. Select Maintenance > Recovery Package
* in the Grid Manager to download it.

"
* A new zecovery package has been generzated as & result of the *
"
"

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. O|™ O 2 S0t7}12 change-IP UE{H|O|AM| A LE7I2{H Enter 7|1 S&LICt.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immesdiately, '"abort' to restart manually.
Encer a to abort, ¢ to continue [a/cl> a

Restart aborced. You must manually restart this node as soon as possible

Press Enter TtO reTturn to the previous m.em:..

3. Grid ManagerOil M M| &5 I{7|X| £ CHRZESL|CE * O2|= 22|Xt* > * {X| 22| * > * 55 TjI|X| *
4. StorageGRID 0{Z2t0|A A0 A VLAN $HZ0| ot ZR MMS HESHYAIR 0{Z20[HA VLAN H
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

(%) SMB/CIFS, NFS, S3 SCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

|:[ Use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01
IP ADDRESS SUBNET MASK GATEWAY

192.168.0.200 24|

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea

[ Manage administrator account

kave

SVME Mgt ] ArEX7 MG EL|CE O] Ar8Xte| 83 7|8 L2= =5t %

Add optional gateway

BROADCAST DOMAIN AND PORT

Default

&Lt

14

N




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

iy The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

Download

SVMO| MM E|H SVM

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




DNS 0|E & IPE FogLICt

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

SVM S3 ALEXHE MLt

O 83 AtEXL &l OAFE 71dE + UASLICH S3 HHS HEUFLIC
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Protocols

NFS 2 @& SMB/CIFS

Not configured Not configured

NVMe S3

STATUS

Not configured
(*) Enabled

s
Disabled

HTTP
Enabled

M AMEXLE F7HELIC
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT

Disabled 443

HTTP HTTP PORT
Enabled 8080

root

sm_s3_user 34EH21411SMW1YOV3NQY

AFEX} O[St 7| Btz IS YL

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns TLS PORT
Disabled 443

HTTP HTTP PORT
Enabled

root

sm_s3_user 34EH21411SMW1YOV3NQY

M AFEXHe| 83 7|1E CH22 =L

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

£ M 35S FIHedLCt

SVM S3 Xl OF Hoj|A 20|A MMt ALEX} 5! FullAccess H$H0|
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

SVM S3 32 MAMstL|Ct

Bucket MO 2 0|S5t0] "+Add" HES 22/etL|C}
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Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

"THE A MO A B ZAe Solate Meteln THE BEE S2iEhich
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

O] IR AAS YHESHD T 22|12 ALSSHR| 04T & Ay B
"ListBucket M2 ALS.." Bfolzte] ME#S 3|25t

N
>
0zl
3N
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

More options

2tItd AlM| 2, OF2 22t

ONTAP S30{|A| StorageGRIDZ QEHE 7|0t AE2|X|E 2stA| 01| 28|0]M8H0
AE{Z2t0|=Z S3E XA BL|Ct

ONTAP S30{| A StorageGRIDE QEHE 7|Ht AEZ|X|Z fI&ts}A| 0to]12|0]M38}0d
AE{Z2t0|=Z S3E K| etL|Ct

StorageGRID ZH| &

Ol HiR29o| +dE AILSHH HIHE, AHEX, Het OF, OF M 8l Hals dagLitt.
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES

t account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the

TENANTS

CONFIGURATION

Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @
MAINTENANCE
SUPPORT
No tenants found
H'HE 0|FS MSot= HHE tist M& ZEE el=5t S240[E RFYC = S3E MEoHH 20| EROtX|
L. EE”E MH|AE HEHSIALE S3 MEHS S{&StK| QA0 ElLILE ASt=E B /e ID 248 AFESIER

Mest 2 QgLICh 2E 4SS Myotn 0k £hEE 22ptLC

HUE M8 MEE He{H HHE 0]

S S2YLCh * LIS HIHE ID7 2RIEE 0|5 SARSIYAIR. * 219
HES S2IeLCh J2{H BHE XY 27010 LIEFEL|CE LS AF8E £ AEE URLE MEHLICH
Tenants
on for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
Q
Name @ 32 Logical spaceused @ % Quota utilization @ % Quota @ 32 Objectcount @ 2 Sign in/Copy URL @
Iiff 0 bytes 0 =) [E]
1
T HHE XY 27010] LIEFEL|CE LS| AF8E & AES URLE MESHL A X4 8=

Lt
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C A No
Q LabStatus @ Pow

StorageGRIDi Tenant Manager

Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeeees|

Sign in

MEXIE HdELIct

AMEXL O = 0| S50 M AFEXIE H-detLCt,

N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) ~ U Se rS
My access keys
View local and federated users. Edit properties and group membership of local users.
Buckets

Platform services endpoints 1user m

ACCESS MANAGEMENT A

Groups
Users
Username FullName 3% Denied 3% Type =
Identity federation
Root Local
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O[H| A AFEXIIL HEEIRCEZ ALEXL O|ES

Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

serennes

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

LISl AtES URLOIM AHEX} IDE SAFRILICE
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A Notsecure | hitps:

192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-a445-3b4465¢cb523¢

L] clusteri-mgmt @ cluster2-mgmt @ Blue XP

)
endpoints
EMENT A

Demo S3 User

Overview
Full name: @
Username: @
User type: @
Denied access: @
Access mode: @

Group membership: @

Password Access L\.-’

Change password

Change this user's password.

S3 7|15 ddsteAH ALKt 0|F S 2L

= N NetApp | StorageGRID Tenant Manager

Demo S3 User /'
demo_s3_user
Local

Yes

No Groups

None

Access keys Groups

DASHBOARD

STORAGE (S3) i~
My access keys

Buckets

Platform services endpoints
ACCESS MANAGEMENT A
Groups

Users

Identity federation

Users

View local and federated users. Edit properties and group membership of local users
2users
Username & FullName %
Root
n L\ user Demo S3 User

"HMA 7| S MEHSE D | ST HES SRIRLICE 2z AIES
t.

SkE A
HuE 4 gloo

Z S37|E CIR2EYLIC

Denied 3+ Type =
Local
v Local

n

HEY It GELILE HO| B3| ChA|

n
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.
0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

o}, Download .csv Finish

Hot aFS ghsL Tt

O[H| 2& HO|X|2 0|5t M 2FS ZhHELICE
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Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

[
H
r
rot
o
no
N
gl
00
|0
Hu
nx

HefLICh 83 ALE #et0] Ot HIHE Ul AFE et LTt

—
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

s3 Btte 18 FM(IAM BH)S Sof XI0fELICL IF IS ST HOI2 MBS 4Xiof json TS £
SALICH 0] M2 Sof 0] JZ| ALSKH= HIHUES] B3I LIZokT B0 "bucket'0|2Hs 0|5 9| S3 3¢} i
"bucket"0|2H= 0|2| 17| BE +3% + ALt

4

/\
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

OHX[2 L 2 AFEXLE &0 =715t 2t= Lt
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Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username $ FullName £ Denied $
demo_s3_user Demo S3 User v
Previous Create group

2l 270 E 2HELICH

iy
Ju

Bucket i Z 0| S5I11 Create Bucket(HZ! MM)HES grL|Ck.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (53) A B u C kets
My access keys.
Create buckets and manage bucket settings,
Buckets

Platform services endpoints 0 buckets Create [jycket

ACCESS MANAGEMENT A
tal 53 Console [}

Groups

Users

Name 2 Region % ObjectCount @ SpaceUsed @ 3 DateCreated 4
Identity federation

No buckets found

Create bucket
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Create bucket

. Manage object settings
o Enter details @ P L

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

Cancel

Of X Hu HZI0I M HT 2H2[E Sdstetirt.

Create bucket

@ Enter details a hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create ~_am:l«et

O[M| 7 ZE|E AFESHA| §41 & I H2lS ZELIC.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1

Create bucket

@ Enter details a N‘l‘a.\lnag‘e object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

’hc reate bucket

2ot AlM|2, OF2 22t
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ONTAP S30{|A| StorageGRIDZ QEHE J|dt AEZ|X|E &stA| 010|12)|[0|M5}0]
SlE{ 0| =2 §32 X|2SHL|C}

ONTAP S30{|A StorageGRIDZ QEHE J|Ht AEZ|X|E 21&stA| 0t0| 12{|0| M8}
AIE{Z2to| =& S3IE X[ HerL|Ct

A2 ONTAP HZ0] 27 QERE S HiX|St=F Strt. Of G| 20{M = S3BrowserS AFEE 0f & 0| X|2F Hotot =

AMEZ o= UASFLICE

i

20| A MM ONTAP AF2 X} S3 7|2 AF23810 S3BrowserE ONTAP A|AEIY| HASIEE 1 AEHL|C
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

[ S3 Compatible Storage -
Choose the storage you want to work with. Default is Amazon S3 Storage

REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGESY7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

< Addndjsccount | (@ Cancel

4 advanced settings..

-

OfH| 28 M= KT 2|7t Zdstel Ml == 4= JASLCE
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S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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Q S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE i
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
‘;1 ontap-dummy Name Size a Type Last Modified Storage Class
- _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
_; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[F]putty.exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

R

N

ﬁ' Upload ~ Download Delete @ New Folder l %,Rehesh
5]

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

OH| HHZl0] R 7HX| QEME KIS BHS0| HRUELIC

Q‘::EVC‘ZE!‘ 0 - rre ersion (for non-commercial use on - bucket (onginal and post-migration @ ' i g
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 2 Refresh Path:
{:J ontap-dummy Name Size - Type Last Modified Storage Class
] bucket El clusterl_dem_. 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
El clusteri_svm.. 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
E clusteri_svm.. 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
[# putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD

Confirm File Delete

N\ N N ; ;
% Upload ~ & Download % Delete C@ New Folde 0 Are you sure to delete "putty.exe’?

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
|f z | o
Task Size %  Progress Status — s

HZ0f 0|0 A= THEE Y2 ESHH THY AHHE SASED A TS 2HELICH
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53 K3

Bro 6.7 - Free Ver

- - 9% A
53 Open X
1 & > ThisPC > Downloads v Search Downloads p
. Storage Class
Organize v New folder v [H 0
» W STANDARD
‘ Downloads # » Name Date modified Type Size N STANDARD
Documents # [ 9141P1_q_image.tgz 3 TGZ File 2,641,058 KB fi  STANDARD
== pi S W STANDARD
[&] Pictures * || cluster1_demo_s3_user_s3_user.bt 3 Text Document 1KB K et
s ] cluster_svm_demo_s3_details (1).b¢t 3 411:03PM  Text Document 1KB
& This PC d =T S m
- . || cluster1_svm_demo_s3_details.bct 3/23/202411:01PM  Text Document 1KB
) 3D Objects , -
#2 hs.exe 3/22/20241:24AM  Application 2,121KB
& ‘Cloud'Storage o [ hotfix-install-11.6.0.14 411:55AM  14File 7,506 KB
[ Desktop 7P putty Shortcut 2K8
[':.‘] Documents Ju s3browser-11-6-7.exe Application 9,807 KB
4 Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
4
File name: | hfs.exe VI
s
W vl s 7
issi ] i i Vi
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlo
hHJDEHlOlH—l QEAOI¢|I.
S3Browser0i A= 23 0= JHAH|Cl HE S 2 & USLICH
[ 3 Browser 11.6.7 - Free Version (for ial use only) - d p g = » H - a >4
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help -
b New bucket o Add external bucket %2 Refresh ws/s/BTYR
] ontap-dummy Name Size Type LastModified Storage Class
£ bucket [ clusterl_dem.__ 157bytes TextDocument  3/23/202411:2325PM STANDARD
[ clusteri_svm... 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[~ clusterl_svm_. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
[ hfs.exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:2326 PM  STANDARD
i;uvlud- Download Delete ENmFuldel %Reﬁesh S s (11,85 M8) i O fokiars
&
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[7) cluster1_demo_s3_user_s3_userxt
revision #: 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQIMDAWL.
[ cluster1_svm_demo_s3_details (1) bt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71eefb504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
(] cluster1_svm_demo_s3_details.txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856/480a587af3%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NZIOMDAWL.
[hfs.exe
revision # 2 (current) 3/23/2024 11:23:36 PM 9e8557¢98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAw.
revision # 1 3/23/2024 11:2325PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLn.
[Eputty.exe
revision # 2 (deleted) 3/23/2024 11:223:31PM Unknown (Unknown) NjMzMDAWMC52.
revision # 1 3/23/2024 112325 PM 54¢b91395cdaad9d47882533¢21fc0e9 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[@s3browser-11-6-7.exe
revision #: 1 (current) 3/23/2024 11:23:26 PM 2e36b9705f4782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu...
DA MAS
=H| 2AE dFEct
A S
ONTAPO|| A StorageGRIDZ H|0|E{ H&S A|&FgtL|Ct,
o 22Xl "EZ /K" 2 o|SerL|Ct. o2y E510f "22RE M MYA"E W2 TS "FIM
ONTAP A|AHI Zt2|Xto|M "ES/7HR"E O| STLICE Of2i 2 AT ES S2tRE WM MEAE X2 CHS "FT

HES 22/5l1 "StorageGRID"E M

EHSIL|CT.

=

=]
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

0|&, URL AEIYE H|33t0] StorageGRID BEE U=TILICHO| CIZ20| A= Path-styl URL AHE). ZiK| K& A
HRAE "AERX| VM'eE HFSLICL

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster () storage vM

useey @@

O SnapMirror (©) ONTAP $3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80




=X gk SSL

ACCESS KEY

JCT7L1IX5MIOS5091E86TR

SECRET KEY

C L T e YT

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

O|H| CHe CH&fO] FHE[RE 2 ol Chet FX g4 =+ JAFLILE "2E
MEdStL|CE.

= Pl ONTAP System Manager Search actions, objects, and pages
Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS

STORAGE

NETWORK

EVENTS & JOBS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

verviey ~ Local policy settings @

Relationships

HOSTS

Protection policies Snapshot policies =2 Schedules
CLUSTER
Applicable when this cluster is the destination Applicable when this cluster is the source or wh..
At0, 5,10, 15, 20, 25, 30, 35, 40, 45, 50, and 55 minutes past the

At'S minutes past the hour, every hour 3 Schedules D

AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

No schedules 3 Schedules

No schedules o acherie AL0215 AM, 10:15 AM and 0:15 PM, every day

oM 10,1020 3040, 0 it ot o, evey e

__I_]_ A|I|:-|I %Eu% "1A||7_|'“0‘”A'| ns_*_ng tﬂjc:!-(z“-—l EI_




Policies Pprotection

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

O|H| HZIE SHSIEE SnapMirrorE 7+8E = USLICE

SnapMirror create-source-path sv_demo:/bucket/bucket-destination-path sgws_demo:/objstore-policy
Continuous

E? clusterl-mgmt

O|Ml HZI0| BE= &2l HZl =&0| 22IRE 7|=E EA[LICL
Buckets

Lifecycle rules  Capacity (available | total)

0 100Gi8 100 Gi8

0 100GiB 100 GiB
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bucket

SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore t (© Healthy (© Mirrored

=X ME =YLt

O[] ONTAPO{| M StorageGRIDZ =M 2 =H| HZI0| MASLICH JHCHH UX 2 ER|E= A2 FALHR?
oo A0t T2 RE HTO| X[FE HAYLICH O HT T tH 22 SHEL|7I? S3BrowserZ StorageGRID
HZIS EH 7|E HEO| SH|=|X| g% AK|E HH[7F ZEXHSHX| 20 ol AA|of CHeh AK| Ot gle AE &

LS — HALTS A=

= UAGLICH =HE REHE = StorageGRID HZI0| 1742 HEEE L& LT

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

- 8 x
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket o Add external bucket 2 Refresh path:[ 7 | /08 Y 3
“ bucket Name Size Type LastModified Storage Class
sg-dummy cluster_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
clusterl_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
207MB Application 3/24/2024 121353 AM | STANDARD
[s3brdyser-11.. 958MB Application 3/24/2024 121353 AM  STANDARD
Upload ~ | o Download Delete 1] New Folder Refresh
x Sul ;
Tasks(1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [ copy
Key LastModified ETag Size Storage Class Owner Version Id
[ hfs. exe
revision #: 1 (current) 3242024 121353 AM "9e855798ed1269372f0ace91d63477" 207MB STANDARD tenant_demo (27041610751 NjUSRDhCNDIRT

ONTAP HZI0f| A O|F0f| At % 24t SUS QEHME| M HEE FTI5t0 SX| B EX}.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - and post-mig

7 - 8 X
w 2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
b New bucket o Add external bucket path [ / | ®* /20703
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
J clusterl_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
83405KB Application 3/23/2024 11:2325PM  STANDARD
207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD

Upload ~ Do Delete [ ] New Folder |, Refresh S
* b5,

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog

URL:  http://bucket.s3portal.demo.netapp.com:8080/

Key LastModified ETag Size Storage Class Owner Version ld

clusterl_demo_s3_user_s3_user bt

revision # 1 (current) 3/23/2024 11:23.25PM acf4c9543e97ef3678b2bbed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.

| cluster1_svm_demo_s3_details (1)t

revision # 1 (current) 3/23/2024 112325 PM 407753b646abcfef19fde 71eefb5f04 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAwW.

cluster1_svm_demo_s3_details txt

revision # 1 (current) 3/23/2024 11:23:25PM 17d20651856f480a587af3%feccc 10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe

revision|, ;2 3/23/2024 11:23:36 PM 9285579389:5‘269372“03:291(163477 2 07mB STANDARD Unknown (Unknown) NzQ10TE4MDAwW.

revision #: 1 3/23/2024 11:23:25PM 9e8557e98ed1269372f0ace9d1d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwWLN.
[@putty.exe

revision #: 1 (current) 3/23/2024 11:23:25PM 54cb91395cdaad9d47882533¢c21fc0ed 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[¥s3browser-11-6-7.exe

revision #: 1 (current) 3/23/2024 11:23:26 PM ‘ae36fb9705f4782962d6937¢5df0820-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDELu.

StorageGRID £HEZ EH, 0| 30| Aj HHEO| MM E[AX|TH SnapMirror £tA| O™ HHO| A 7| HHO|
FEEO Y= A L+ ASLICE

[ 53 Browser 1167 - Free Version (for non-commercial use only) - Bucket (Migration Temp) = g 7 - o
Accounts Buckets Files Bookmarks Tools UpgradetoPro!  Help
& New bucket & Add external bucket £2 Refresh path: [ / | w0
] bucket Name Size Type LastModified Storage Class
& sg-dummy clusterl_dem.. 157bytes TextDocument  3/24/2024 121353AM STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[ puty.exe 83405KB Application 3/24/2024 121428AM  STANDARD
his.exe 207MB Application 3/24/2024 121456 AM  STANDARD
[#s3browser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
4 Uplosd - | g Downlosd | g Delete ( ] New Folder b Refresh 1fie (20200
Tasks (1) Permissions Headers Tags Properies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key N LastModified ETag Size Storage Class Owner Version Id
[¥hfs.exe
3/24/2024 121456 AM "9e8557e98ed1269372face XM 207MB tenant_demo (27041610751..  OEMR{Y4NDgIRT.
revision #: 1 3/24/2024 121353 AM "9e3557esaad125937Mac391 tenant_demo (27041610751... | NjUSRDhCNDIRT

0= ONTAP SnapMirror S3 ZZ M| A7} JHA| O HAY HFH P FH|5H7| 2 LT 224A StorageGRID Z0f| HZH
H2IE oS0 SXX| 2 THSASLICE O A| 51 StorageGRIDOIAM ZHA[S] HTE 7|£2 | X = ASLICL

2t AlH| 2, OF2 S2tel

ONTAP S30{|A StorageGRIDZ 22X E 7|dt AEZ|X|Z A&SIA| 0to| 120|380
A Z2to| =& S3IE X[ eL|Ct

ONTAP S30{|A StorageGRIDZ QEHE J|Ht AEZ|X|E 21&s}tA| 0to| 12{|0| M8}
AIE{Z2t0| =& S3IE K| HerL|Ct
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$3 7| ofo|azf|o| &Lt

oro| 2o FL tHRE 22 B2 tiy JolM M Xt SHS WHSHA| @10 ALt X4 32
Oto| 22{|0| MEfLICt. StorageGRID= AFEXIA| S3 7| S 7HH 2 o= A== APIE HMSELICH

B E 22| Xt UI7t Ol StorageGRID 22| U1K 23215HH APl 2XA swagger H|O|X| 7} &IL|CL.

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

ALERTS @ s DaShboard API Documenlgtion

NODES
About
Health @ Available Storage @

TENANTS

o
[ v v Overall st

CONFIGURATION

MAINTENANCE

"accounts" MM 2HESH T "POST/grid/account-enable-s3-key-import"S MESH S "try it out" H

—
M3 HES S2ishct

accounts Operations on accounts

: SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission 2
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters ‘ Cisical

No parameters

T |

O|A| "accounts" Of2HO{| A Of2H 2 A3 E3I0] "POST/grid/accounts/{id}/users/{user_id}/s3-access-keys"=
o|sgfL|Ct.

Of7| A O|THof| %!t HIHE D2t AFEX}L A/E IDE L BILICE json AXI0 ONTAP AFEXI| HERQL 7|E
QIdstL|Ct 7|9 BtRE MHASI7L} " "Expires™:123456789"S H|7{stn MHS S2IgHL|Ct.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account
\'

‘ Parameters

Name Description
ld * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
steing ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * required

Edit Value Model

(body)

“accessKey": "3TVPI142)GE3Y7FV2K(CO",
“secretAccessKey”: "75a1QqKBU4quA132twI4g41C4GgSPP30ncyOsPES"™
}

DE MEXL 7| 7HH 7|8 226HH "accounts" "POST/grid/account-disable-s3-key-import"0f| Al 7| 7t 27|
7|s& Hlgdatstiof gL|ct.

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. ™
‘ Parameters Capgel

No parameters
‘ Responses Response content type [ application/json v ]

HIFE 22Xt UIoM AEXL AIFEE 2 M 717t FItel AE = 5= ASLICH

74



s > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD S Expirationtime $

--------------- 86TR None

................ m None

Orx|ef B LT

ONTAPO|| X StorageGRIDZ & SX|5t= H{ZI0] 2| =2tH K{7|M 2 = UASLICH. ONTAP S301| A
StorageGRIDZ 0t0|2|0]d35t= Z20i|= HI0[E{E st 5’19H'|°* Lt

ONTAP A|AE! 2H2|X} LHO|A S3 158 HZ5t1 "ReadOnlyAccess"Z MEBtL|Ct O|ZA| StH AF2XIJF I 0|4
ONTAP S3 HZlof| MX| 25tA| ElL|Ct.



Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

ILICE 28 S A7t SHIEX]

O|X| ONTAP 22{AE{0f|A| StorageGRID AEXQIEE J}2|7|=E DNSE 71 MsHH &
2 FIret|ct

stolst 7Hat S AR AEMY B0 HRst AL StorageGRIDO| 238 =0[Q! 0|5
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

Z20|AHETL TTLO| Btz E wf77tX| 7|Ct2| 7Lt DNSE E2{AI5H0] M A|ARIOZ 2HoIsHH ZE Zi0| M2
ASSt=X| HIAEE & UELICEH 1™ 2 7|7t OtL|2t StorageGRID H|O|E| HMA S HAESH=S Of| AF2EH X 7|
S3 7|2 HM2|5t11, SnapMirror #A|E X711, ONTAP HIO|E{E H|Hst7| 2k 5tH ElL|CE,

SHItA AlH| 2, OF2 S2tel

ol
[=]

Al
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