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DC1-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks
Node information @
Mame: DC1-ADM1
Type: Primary Admin Node
1D: ce00d9ch-8aT9-4742-bdef-c9c658db5315

Connection state & Connected

Software version 11.8.0 {build 202 11207.1804.614b< 17)

HA groups: Admin clients (Active)

FabricPool clients (Backup)
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Add interfaces to the HA group
Select one or more interfaces for this HA group. You can select only one interface for each node.

Seart Q Total interface count: 4
Node = Interface @ 2 Site @ 2 IPv4 subnet 2 Mode type @ =
DC1-ADM1-104-96 ethD @ DC1 10.86.104.0/22 Primary Admin Node
DC1-ADM1-104-96 eth2 @ pC1 Primary Admin Node
DC2-ADM1-104-103 eth0 @ Decz2 10.96.104.0/22 Admin Node
DC2-ADM1-104-103 eth @ bDcz Admin Node

0 interfaces selected
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Site @ = Node name @ =
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You have already selected
an interface on this node.
Select a different node or
remove the other selection.
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Determine the priority order
Determine the primary interface and the backup (failover) interfaces for this HA group. Drag and drop rows or select the
arrows.

Priority order @ Node Interface @ Node type @

1 (Primary interface) : DC1-ADM1-104-96 eth2 Primary Admin Node

2 s DC2-ADM1-104-103 eth2 Admin Node
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Enter details for the HA group

Subnet CIDR @

Specify the subnet in CIDR notation. The optional gateway |P and all VIPs must be in this subnet.

Gateway IP address (optional) @

Optionally specify the IP address of the gateway, which must be in the subnet. If the subnet address length is 32, the gateway IP
address is automatically set to the subnet IP.

Virtual IP address @

Specify at least 1 and no more than 10 virtual IPs for the HA group. All virtual IPs must be in the same subnet. If the subnet length is
32, only one VIP is allowed, which is automatically set to the subnet/gateway |P.

Add another IP address
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