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# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax

documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60

vm.watermark scale factor = 200

vm.dirty ratio = 90
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# Turn off slow start after idle
net.ipv4d.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
8388608

8388608

4096 524288 8388608

4096 262144 8388608
net.core.netdev _max backlog = 2500

net.core.rmem max

net.core.wmem max

net.ipvé.tcp rmem

net.ipvé4.tcp wmem

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking
net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvé4.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
8192
net.ipvé4.neigh.default.gc_thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipvé6.neigh.default.gc threshl = 8192
net.ipv6.neigh.default.gc _thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

net.ipvé4.neigh.default.gc threshl

# Disable IP forwarding, we are not a router
net.ipvé4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests
net.ipvé4.icmp echo ignore broadcasts =1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvé4.tcp max syn backlog=4096
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RHEL

RHEL HZH | AHE HH 71'€ 1{7|X| O| S LICt

8.8(H|7|=) 4.18.0-477.10.1.el8_8.x86_64 HE - 4.18.0-477.10.1.el8_8.x86_64

8.10 4.18.0-553.el8 10.x86_64 kernel-4.18.0-553.el8 10.x86_64

9.0(H7| &) 5.14.0-70.22.1.el9_0.x86_64 714 - 5.14.0-70.22.1.el9_0.x86_64

9.2(AHBE|X| 248) 5.14.0-284.11.1.el9_2.x86_64 HY - 5.14.0-284.11.1.el9_2.x86_64

9.4 E &ZXSIMAIR 5.14.0-427.18.1.el9_4.x86_64 719 - 5.14.0-427.18.1.el9_4.x86_64

9.6 5.14.0-570.18.1.el9_6.x86_64 712-5.14.0-570.18.1.el9_6.x86_64

PEE

* Z10: * Ubuntu 7T 18.04 2! 20.0401 CHet X[ 2 O 0|4 AFEE[X| el gh 22|A0 M HHE
IS dL|ct.

Ubuntu HH A AHE HH 712 1{7|X| O| S ILICt

22.04 1 5.15.0-47 - &t linux-image-5.15.0-47-generic/jammy-updates,
jammy-security, ®1x{ 5.15.0-47.51

24.04 6.8.0-31 - Yyt linux-image-6.8.0-31-generic/noble, $1xlf 6.8.0-
31.31

CiH| ot

E: cfidlet 7 1101 CHet X[22 O 0|4 AFZEIX| ¢l e HE[A0M HMAHE o - LICt.

Clle| 2 B x4 HE HH 712 IH7|X| O|Z LIt

11(| 7| € 5.10.0-18-AMD64 Linux-image-5.10.0-18-AMD64/stable,
5%l 5.10.150-1

12 6.1.0-9-AMD64 linux-image-6.1.0-9-amd64/stable, 21%H
6.1.27-1
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sudo ln -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>
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sudo ln -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping
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M

ol IS +AWst= ol WL YRE HIste Ok
"I E SFHOF LT
e ", E ZE|0|L4 Of0| 3|0 M QFALE

@ "Linux"= RHEL, Ubuntu = Debian B{EZE o|O|2tLICt X[} El= HE SE2 CIS2 HZT6HAMIR.
"NetApp &= 284 HEEA E(IMT)".

Of ZhHofl ChaH

=5 2E2|X EF(LUN)E 22E0f 2T mf "AER[X| @7 A9l #E AHE0I0] CHZ2 2elgL|Ct.

C 2 SAE| PR BE (Y TAEN 5Y =+ U R I|F)
+ 2t 28Ol AEX| HR(F, AAH HO|E X QETE Hlo|E)
+ 2t 28| 37|YLct

E

AE0| StorageGRID =2 H{Z e mff O] HEQ} Linux7t 2t =

@ ol2{3t 2B LM, T & of

SEY WQI} QYUALICH SAET} 2 4 UATE sfof guict

() olEtole ®8 AE2|X = sitel @UFE Holef LUNSH RIRtLCt,
(/dev/sdo B8 018 B2 HME 0 "raww S+ FK| LYS ASSIX OHAIR. ol2{3t mele
A= WRe Al MFE + 200, Ol NAdel SHE NS0l ¥YS BUd. iscor o A
Device Mapper Multipathing® AM8%tz 4%, 59| san EEZEX|0| 37 AEZ|X[0 st 3=
HEYD F27t BHE0 U= F2 CIAEINAN OF 2

Z2 EHS AE8dt=
L= ST Xl O[S0l CHal ol A A|ARIOIM 2HE AZERIIS AIEY =

o

/dev/disk/by-path/ QU&LIC}.

i
fujn

™ OtSa ZELICh
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1ls -1
$ 1s -1 /dev/disk/by-path/
total 0

lrwxrwxrwx 1 root root 9 Sep
lrwxrwxrwx 1 root root 9 Sep
./../sda
lrwxrwxrwx 1 root root 10 Sep
-> ../../sdal
lrwxrwxrwx 1 root root 10 Sep
-> ../../sda2
lrwxrwxrwx 1 root root 9 Sep
./../sdb
lrwxrwxrwx 1 root root 9 Sep
./../sdc
lrwxrwxrwx 1 root root 9 Sep
./../sdd
Zt AKX 2tZof| what Zat7F ZabE L CH
2L =28 AEZ(X| Eoﬂ 27| 7|2 0|52 &HES
UHASISHA Q. 37 AEE[X| 280 Ciet &5
mMAS| HEE /etc/multipath.conf ALE

=

19
19

19

19

19

19

19

f

st A
e

18:
18:

18:

18:

18:

18:

18:

53
53

53

53

53

53

53

pci-0000:
pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

pci-0000:

00:
03:

03:

03:

03:

03:

03:

%x7| StorageGRID Ax%]| &
HMAE /sl C|HIO|A OHIY CtES 2
alias USLICE.

07.
00.

00.

00.

00.

00.

00

.
| Sk
o

l-ata-2

O-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

O-scsi-0:

.0-scsi-0:

->

0:

(@]

o

FA 22| BXE
2 C2O|HE ALEdt= 8%

./../sx0
0 ->
:0-partl
:0-part?2
0 ->
0o ->
0 ->
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

Olz{et YAl0Z BH LUCEE AESHH BY0| S AEQ| LA E2|0f| 25 CHIO|AZ LIEILIEZ 1Y = |FX| 2|
HAM =5 /ae / mapper 2E2[X| 2FS X|olof & wintct A HEE =3t 0|2 X cj'%* ALt

StorageGRID == 010|J12{|0| 84S X[t FX| 0T CHS 22 S MESIEE 37 2E2|XIE 2Hdts 3* 2

35 2K TAE0 38 & WMot HX| 2 /etc/multipath.cont USLICH 2 SAEO|A CHE ZH|O|L

°i|I._| AERX| E2ES M%OHOF gLt %&% AHE3tn 2t A0l AT AER|X| 2F LUNS| EHO| Ef 2 AE
52 ZAIZIHE 7|57 H 0 HEELIC

@ AZEQ0] M H{EE 2o ZH|0|H AT = Dockerdi CHet X| 212 O 04 AFEE|X| Q4&LICE.
Docker= %F—'CF— 2E[Z0| M CHE ZH|0|H AT 2 CHA|E o LTt
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« "I = Z4E|0|L] O}0|O2{|0| M QFAFE

o

ZAE|o| AT AEE|X| 28 +4(Linux)

Docker EE= Podman ZiE|O| TS MK|st7| Fo| AEE|X| 252 TUHst D O Es|OL
=k JUSLICL

@ ATER0 HE HY ZAE[0] A AITIS 2 Dockerdfl CHEE X|#2 f O] AFE|X| S4&LICH.
Docker= %*1.5— 'EIXOHH EfE ZEoH AT =2 ChAE o F LTt

@ "Linux"E RHEL, Ubuntu E= Debian HiZE 2|0 gL|Ct X[ kl= HE SE2 OS2 E XM Q.
"NetApp &% 284 DHE%& E(IMT)".

O] =rAof| CHoH

Docker E£= Podman AE2|X| SE0| RE S&2 AME6l2{= 42 CH30| I E S AE IIE|M0f| Z23 3710]

Sl 22 o] EE ZILE 4 iBLic

e ICOl /var/lib/containers

* =7{: /var/lib/docker

EHA|

1. ZiH|o| AT AER|X] EEO] THY A|ARS MAetL|ct

RHEL

sudo mkfs.ext4 container-engine-storage-volume-device

Ubuntu E£= Debian

sudo mkfs.ext4 docker-storage-volume-device

2. ZH|0| AT MFHL 2ES ORREYLICE
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RHEL

° Docker?| B2

sudo mkdir -p /var/lib/docker

sudo mount container-storage-volume-device /var/lib/docker

° Podman?| 2<%

sudo mkdir -p /var/lib/containers

sudo mount container-storage-volume-device /var/lib/containers
Ubuntu &= Debian

sudo mkdir -p /var/lib/docker

sudo mount docker-storage-volume-device /var/lib/docker

° Podman?| 4%

sudo mkdir -p /var/lib/podman

sudo mount container-storage-volume-device /var/lib/podman

3. ZiE|o|H 2E2|X| 28 FX|0f th3t HF2 Jetc/fstab0i] FEIFELICE

° RHEL: ZiH|0|H-AE2|X|-2E-TA|
° Ubuntu %= Debian: docker-storage-volume-device

O CHAE SStH SAET MREE = AEZX| E80| XAAS2E CHA| OFR2EEL|CH

DockerS M X|EfL|C}

StorageGRID A|AHI2 7iE|0[L] HAIMOE LinuxOf|M HHE & AUSLICH

* Ubuntu == Debian0i| StorageGRID A X|5t2{H

=
* Docker Z1H|0| QXIS AI5}7| 2 MEHSH A
Podman2 MX|gfLICt.

HX| DockerS 2 X|3H{OF BfL|Ct.

2% Ct3 THAofl W2t DockerE AA|SHMIR. 21X

ECE'QE’
(D ATEQ0] M HIEE Q|$t ZiE|0|H XIS Z Docker0| CHeE X| 212 I O|AF AFRE|X| Y&L|CE.
Docker= §F§— 22| =AM CHE H|0|L] ATIOZ CHH|E o ™ L|LCE.

CHA|
1. Linux HHZOf| CHSH X|Zlof| (2t DockerS A X[EHL|C}.
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©

DockerZt Linux B I ZEHE|O] UX| %2 AL Docker & AIO|ENM CHR2EES 4= QELILCY.

2. 02 = BES A0 DockerS 435t AR =X] &lgfL|Ct.

glo

sudo systemctl enable docker

sudo systemctl start docker

3.}

gjo
fjo

224510 0|4 2| DockerE X=X golgtL|Ct,
sudo docker version
S20|HE X MH HHE2 1.11.0 0| 40[0{OF SfL|Ct,
Podmans M X|gfL|Ct

StorageGRID A|AHI2 ZIE|0|LHo] HAlMO Z MAMEILICE Podman ZAH|O|L] ATIS ALESHY |2 MEHSE AL C}
CHAof| 2t PodmanS M X|3HM| K. _’E*II otO™ DockerS MX|EHL|C}.

gl

CHA|
1. Linux B0l CHE X|&lof| [t2t Podman & Podman-DockerS A X|gtL|C}.

() Podman® X2 tf Podman-docker 7| X = A1|sHo} BrLIck.

2. C}2 8 asto] 0| A A2l Podman % Podman-DockerE MX|3H=X| 2tolstL|C},

sudo docker version

@ Podman-Docker If7|X| & At235IH Docker HHE AT 4= UELICE

S2f0|UE 8 M HT2 3.2.3 0|210|0{OF BfL|Lt.

Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdoc4

"SAE AEZ[X|E AL L}



StorageGRID S A E AMH|A MX|(Linux)

StorageGRID @A E MH|AE HX|5t2{H 2F M| FH0| %= StorageGRID Ii7|X|E
AHEELC,

@ "Linux"= RHEL, Ubuntu £+= Debian B{EZE 2|0|2tL|Ct X[} E[= HE SE2 CIS2 HZT6HAMIR.
"NetApp &= 284 OHEZA F(IMT)".
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RHEL
StorageGRID RPM I{7|X| & AtE3l0{ StorageGRID SAE AH|AE MX|EL|CE

Of Zriof| chat

Ct2 XIE2 RPM IH7|X|0| M 2 AE MH|AE EX[5H= WHS HFLICE = EX] 0t710]|20]| ZetEl DNF
2|ZX|E2| HEIHO|HE AHE5I0| RPM 7 |X|E RACE AXIE & AUSLICE Linux 2 H||of ek DNF
2| ZX|EE| X[HE HZOHHAIL.

OIE S0, /tmp Lt THAOIM OIF BHS AFEE & UTE CIZE2|0]| BHX|RILICEH

2. 2t SAE0 REZ 2QI517{L} sudo HBH0| U= AIFE AHESHH LS BH 2 XHE =M=

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA.rpm

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-
Service-version-SHA.rpm

(D o oloIx HIIXIZ MxISkD AjB|A TH7|XIS ChAl A]sHof BLict,
() wWIIRIZ olelol CiEalof XIS B /tmp AFSY HRE WHSES HHS SBBLICE

Ubuntu EE= Debian

StorageGRID DEB Il7|X|E A23IH Ubuntu BE= Debian® StorageGRID A E AMH|AZS MX|
A&LICE

ot

Of ZhHofl CHaH

CHE X2 2 DEB M7|X|0|M 2 AE MH|AS BX|5t= WS LT &
2|ZX|E2| HEIH|O|EE AHESI0] DEB If7|X|E #H 2 MA[E & US|
2| EX|E2| X| &S &ITSHMAIL.

m

= MX| o}7to|Eol| ZEHE APT
F. Linux 2<% A|x|ofl CHet APT

|.

m

CHA|
1. 2t SAEO0| StorageGRID DEB I{7|X|& SAISIHL SR AEE|X|0|A MBS 2~ JES BiL|C

OIE S0, /tmp Lt THAOIM OIF BF S AFEE & UTE T2 E2|0]| BHX|RILICEH
2. 2t S AEQ REZ 2I5t7{L} sudo HEH0| U= AHE AHESH0] O HHES HATLICE

HX I |XIE service AXIStD WI|X|E F
H

= 2X|5HO0F images SLICH T{F|XIE 0]2(<
CI2E2[of BiX|T B2 /tmp ATt H2E BHH

=S HHS 2WFLICL
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sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb

sudo dpkg --install /tmp/storagegrid-webscale-service-version-
SHA.deb

StorageGRID IH7|X| £ MX|5t2{H HXA Python 30| Ax|%|0{ U0{Of TfL|CE ITHE sudo
@ dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb
J=A 85X gfo™ HE 2 A LIt

—
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