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£ MAELICt TridentBackendConfig, Astra TridentZt HAIE AX/EHE(Z 7|0IOE €S +HSIEE

K| AlgLICt deletlonPollcy)E Sa/tL|Ct, WA= S AMH[stH S 2QISHMA|R deletionPolicy 7t

MAE| =S MYE0] JYESLICH 2 =21 2F AHELICH TridentBackendConfig & AESHIAIL
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kubectl delete tbc <tbc-name> -n trident

Astra Trident= 0| A AF2 FQI Kubernetes SecretsE AMH|SHX| &%&LICt TridentBackendConfig. Kubernetes
AHEXtE 7|UE FoHok °”—|Ef HIY HEE MAE = F2l6ioF 2LICE == WAIZ A AHESHX| b= 22002t
AbK|sioF L|Ct.

kubectl get tbc -n trident

2 Mllet £ JELIC tridentctl get backend -n trident & tridentctl get backend -o

yaml -n trident ZX3t= BE #olEo| 228 JIYSLICE 0| 220 2 BHE HAlEE TFHEL|CH
tridentctl.
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« AEE|X| A|AHIO| CHSH X}H ZHO| HAZ|USLICE XHH ZHZ 0| ESH| 2/ HM AFHRE|= Kubernetes
SecretYL|Ct TridentBackendConfig ZM|E YO|O|EslOf 2ILICt Astra Trident’} XIS Z HAIEES
MSE £ A XA SHOZ AH|0|ERLLICE CE HE S AAlSHH Kubernetes SecretE AH|0|ESHYA| 2.

kubectl apply -f <updated-secret-file.yaml> -n trident
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kubectl edit tbc <tbc-name> -n trident

© HolE H|O|E0f HofStH MAEE= OiX[Ho 2 LT FH2 2 A& |FXIELILE & 50
E0E H1 2018 =olgh & JESLIC kubectl get tbc <tbc-name> -o yaml -n
(D trident 5= kubectl describe tbc <tbc-name> -n trident.
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tridentctl create backend -f <backend-file> -n trident
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tridentctl logs -n trident
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tridentctl delete backend <backend-name> -n trident

Astra Trident7t HOIZ 0l A OIX15] ZRSHs 25 3 AAIS T26| NS AL HASS ARt
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Trident?7t 210 A= WMAIES He{H Ch23 AAdLCH

tridentctl get backend -n trident

* DE MR YEE 22 o2 Y S AdgLch

tridentctl get backend -o json -n trident
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JSONCZE HE = = HEZ2 LTt tridentctl MAE ZHA|0f| CHEH ZSQILICE O] M2 E METILICE 5q
E

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]'’
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* 2 A5 HE WAlE HERIE tridentctl MER MESE TridentBackendConfig LEHE O|ZH 7
otH A= TF E AFESH0] 22| ELICH kubectl X &4ELICH tridentctl.

E MEJIH 7|E MIEE PJE|_°;| L|C} kubectl 2 BHS0{0F LIt *TridentBackendConfig 7|& A= 0]|
b, Xt grAlof st = Ch2at ZH& LTt

1. Kubernetes §§ *o IS A 2. H|ZO|= Astra Trident7t AE2|X| 22{AE/AH|AQ} EASHE O 2P XHAH
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2. 8 MMBLICt TridentBackendConfig QLEHME AER|X| 22 AE/MH|AC CHEE XtA|EH LHE 1} O
':"74|01|*‘| MMt AT E FXSHAR. ST 74 DH7H #Ha~(0f] spec. backendName,
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tridentctl get backend ontap-nas-backend -n trident



NAME | STORAGE DRIVER |

| STATE | VOLUMES |

| ontap-nas-backend | ontap-nas | 52f2ebl0
96b3bebab5d7 | online | 25 |

ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [
{
"labels":{"app":"msoffice", "cost":"1l
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25

"zone":"us east 1d",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"

UUID

00"},

"},
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin
password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

20HA: AE RPERILICE TridentBackendConfig U&LICH
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LIS HAl= 2 MM5t= AYULICH TridentBackendConfig 7|&E Ol AAS2E HIQIYE|= CRYULICH ontap-
nas-backend (0| Of|0i A2} Z0[) CtE2 R AtEt0| ZFE[=X| ZeletL|Ct.

* O SYsHHlE 0| F0| HlE|0| JELICH spec.backendName.
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cat backend-tbc-ontap-nas.yaml

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:

name:

spec:

vers
stor
mana
data

tbc-ontap-nas-backend

ion: 1

ageDriverName: ontap-nas
gementLIF: 10.10.10.1
LIF: 10.10.10.2

backendName: ontap-nas-backend

svm:

trident svm

credentials:

na
defa
sp
en
labe
st
regi
stor
- la

Z0
de

- la

Z0
de

me: mysecret

ults:

aceReserve: none
cryption: 'false'
1ls:

ore: nas store

on: us_east 1

age:

bels:

app: msoffice

cost: '100'

ne: us_east la
faults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
bels:

app: mysqgldb

cost: '25"

ne: us_east 1d
faults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

kubectl create -f backend-tbc-ontap-nas.yaml -n trident

% ||:|' TridentBackendConfig O|(7}) MM E|IROH i
23t UUIDE EYSHA| erH E|0{0f BtL|C}.

tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|x| WA E= E AESH 2t S| 22| ELICH tbec-ontap-nas-backend TridentBackendConfig LEHME,
22| TridentBackendConfig 2 AFEGHH SAIEE OHELICE tridentctl

‘tridentctl® £ ARSI THE HAIEE LIGSH= o AMBE & JUSLICH

‘TridentBackendConfig' . HE?H #E|Xt= OflA O|2{ot WAEE M| o=

2 JUELILH “tridentctl” AMHELICH “TridentBackendConfig® 2|1 =HAlst
.|
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‘spec.deletionPolicy’ 7} B2 MHEEH JUESLICE “retain'.

OlE &0, Ct3 WA =TIt E AESHH YHE|JCHT 7M™ EPELICE TridentBackendConfig:



kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

=

EHO|A oliet Zot7F EAEILICE TridentBackendConfig 8&3HOZ MMHE|FUOH A0 HIQIEE
[EHAl=9] YUID &HEh.

1CHA: &9l deletionPolicy 7t 2 ™ E|0] J}ESLIC retain

Of 7t E AHESLILt deletionPolicy. Ol @82 2 HFNOF YLILt retain. OIFA| otH 7} ChZ 1t

A0 At2E £ UELICH TridentBackendConfig CRO| AMH|EZ|O = BHAlE HO|Jt A& ZxHstn 2
U&ELICH tridentctl.

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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2CHA|: E MEIZLICH TridentBackendConfig UELICEH

CHAIE ZIMSHK| DM AR deletionPolicy 7t 2 A E[H QYELICH retain.

n}
0jo
-

Dfx'n} E} |
[e]]

£ MX|St= ARYULICH TridentBackendConfig JELICEH & &QI%t 2 deletionPolicy 7t 2
)k-lx-lE'O—I |

=
UELIC} ‘retain’ M| ZHAS AL sl = ASLICH

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

o o
e +—————— o +
| NAME | STORAGE DRIVER | UuID
| STATE | VOLUMES |
o — o
Rt bt bt - +————— +
| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-bo06-
0a5315ac5f82 | online | 33 |
o o
e t——————— o +
£ Mg i TridentBackendConfig Object, Astra Trident= A2 HAIS XM E AMH|SHX| Q411 ZHEHS]
b

10



4=

M =2

Copyright © 2026 NetApp, Inc. All Rights Reserved. O|=30|A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 glo|= of et HAO|Lt EHFAL =2, =% EE= MX AM A|AH0| K& SH= AS H|ZEet 22T,

AN = 7|AN o= SX|E o~ glELCh

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY|0{0f|i= of2Q] 20| M AL nX|Ateto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y Sths Ze5t0](010f =X §4F), Of ALE 0] A= Qlol| L Md}=

I
2= A o 71 A8, QU Sof, UM Ao, ZHH AoHo] Lo chotod 1 2 0|9, M, Aot
O, i3t Mol S Bel(DhAl i JX| %2 F2)2t 2210] of et MUT X|X| oD, 0fet 22 Ao
24y JHs 0| SX|=IUCH SHEFE ORI pRI LI

NetApp2 & A0 2 E MFS ANEX o2 glo] HEY H2|E EFELICH NetApp2 NetApp2| HAE Q!
MH So|E &2 ZRE Heste & 2M0 2 E HFS A5t 2dst= ofet ZH|0l| = MRS X|X| 5LICt.
= HZQ A = F0i2 B2 NetAppOliA= Ot ESH, S HH = 7|6 XA I LHHO0| HEE|= 2ol AT
M SotX| gdELItt.

= HdEAM0| 2FE HMF2 oLt o|¢2| 0= 59, olie 9] L= £ T2l 5512 2 UL

Mgt M| Al HE0| o3t AF2, SX| = S7H0ll= DFARS 252.227-7013(2014F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= H|O|E-H| &4 HA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HMptAtEto| MEEL|CE.

of7|off Z&E MO = AU ME W/EE 4YUE AH|A(FAR 2.1010] H2|)ofl sHEHSHH NetApp, Inc.2l 5&
RHAtIL|CE & A2k 2l HS &= 25 NetApp 7|2 ClO|E X ZEE AZEY s 2XEMOZ MAHE0|H 710l
HI200 2 JNUE|RELICEH O0|= M2 = 0B 7t M3E 0|2 Alefat 2sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHHO0| I e 4 QoM THAHR0| E7t56HH F& S7Hst 2to| A E HgtMo=
ZHELICE of7]0f| IS E BRE M 2lSt NetApp, Inc.2| AP MH S0 ¢l0|= O] HIO|HE AHE, 37H, M4t +H,
L8 e FA|E & QIELICE 0|2 22U Cist M5 20| MA = DFARS £t 252.227-7015(b)(2014E 2€)0]|
HA|El Ao 2 F|SHEIL|CH

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| L} El O3 = NetApp, Inc.2| HEL|CtH 7|EF S|AF S

HE OIE2 SiE 27X dHY &= ASLIC

11


http://www.netapp.com/TM

	백엔드 관리 : Astra Trident
	목차
	백엔드 관리
	kubeck을 사용하여 백엔드 관리 수행
	백엔드를 삭제합니다
	기존 백엔드를 봅니다
	백엔드를 업데이트합니다

	tridentctl을 사용하여 백엔드 관리를 수행합니다
	백엔드를 생성합니다
	백엔드를 삭제합니다
	기존 백엔드를 봅니다
	백엔드를 업데이트합니다
	백엔드를 사용하는 스토리지 클래스를 식별합니다

	백엔드 관리 옵션 간 이동
	백엔드 관리 옵션
	관리 tridentctl 을 사용하여 백엔드를 만듭니다 TridentBackendConfig
	관리 TridentBackendConfig 을 사용하여 백엔드를 만듭니다 tridentctl



