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kubectl create ns engineering-ns
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kubectl create ns marketing-ns
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apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns
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apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns
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apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: eng-user
name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token
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apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service—account.name: mkt-user

name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns
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kubectl auth can-i --as=system:serviceaccount:

get applications.protect.trident.netapp.io -n
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kubectl auth can-i --as=system:serviceaccount:

get applications.protect.trident.netapp.io -n
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engineering-ns:eng-user

engineering-ns

engineering-ns:eng-user

marketing-ns
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apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user
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Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n

trident-protect
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helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update
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metrics-config.yaml:kube-state-metrics Helm XIE 74

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0
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prometheus.yaml: Prometheus® kube-state-metrics AH|A S&f

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: Alertmanagerd| 22! ELH7|

alerting:
alertmanagers:
- static configs:
- targets:

- alertmanager.trident-protect.svc:9093
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rules.yaml: &I{ot B 0]| CHSF Prometheus 22! o

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: 5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

22 2 KL Z ELH{T = AlertmanagerS 714 8fL|Ct

ol 2t 42 X|-5H] MRt [, PagerDuty, Microsoft Teams = 7|EF 22 MH[AQF 22 CHE K20 L&
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alertmanager.yaml: Slack &'20j| 22! HLj7|

data:
alertmanager.yaml: |

global:
resolve timeout: 5m

route:
receiver: 'slack-notifications'

receivers:
- name: 'slack-notifications'

slack configs:
- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’

send resolved: false
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° spec.uploadEnabled: (Optional) X| ¢ HHE0| MM El = NetApp K| AO|EO0]| & EEE|0{0F SH=X]|
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* FALSE(7|23%))
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YAML Of:

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

o

2HIE 2O 2 M 2 astra-support-bundle.yaml CR:

kubectl apply -f trident-protect-support-bundle.yaml

CLIE AME5t0] X2 HES HdRiLt
A
1. 2= oto| g2 AKXt ol HE 2 CH|sto] XY HES BHELICH 2 trigger-type HE0| FA|
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o
Manual. 7|2 MHEE2 ‘Manual ¥LILC}.
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tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type>

Trident ZZ2EE §{12|0|=

Trident ProtectE %|A HE O Z I 18|0|ESHH MER 7|sO0|Lt HO ™S &8 £
olAL|C}
M H .

Trident ProtectS ¥ 12{|0|=5t2{H L3 HAIE +ASHAMIR.

CHA|
1. Trident Helm 2| ZX|E2|E YOH|O|EEIL|CE.

helm repo update
2. Trident Protect CRD & 12{|0| =

helm upgrade trident-protect-crds netapp-trident-protect/trident-

protect-crds --version 100.2502.0 --namespace trident-protect
3. Trident ZZEE ¢ I20|E:

helm upgrade trident-protect netapp-trident-protect/trident-protect
—--version 100.2502.0 --namespace trident-protect

14



4=

Mz gE

Copyright © 2026 NetApp, Inc. All Rights Reserved. 0|30 A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 ¢lo|= ofet HAO|Lt £EHFAL =2, =% EE= MX AM A|AH0| K& SH= AS H|Zet 22T,

XA = 7|AN o2 SXE o~ glEL Ch

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY|0{0f|i= of2HQ] 20| M AeF nX|ALeto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Ze5t0](010f I =X §4F), Of ALE 0] A= Qlol| L Md}=

I
2= A o 71 A8, QU Lof, UM Ao, ZHH AsHo] Lo hotod 1 2 0|9, MIZ, Aot
O, {23t Mol S Bel(DhAl i JX| 92 F2)2t 22I0] Ofm{Et MUT X|X| oD, 0fet 22 Ao
24y 7Hs 0| SX|=IUCH SHEFE ORI pRILIc

NetAppS £ 2A0ll MHE MZS AMEX] 0|7 glo| WAL H2|S HRBHITE NetApp2 NetApp| HAIH!
Nt S0|2 gre 2e2 Flofeln £ 20| MTE HES ALBeto LMsts ofHst SH|0|E HUS XX ALICH
A

= HZQ A = F0i2 B2 NetAppOllA= Ot ESH, S HH = 7|6 XA T LHH0| HEE|= 20| AT
HSotXA| dELItt.

= B0 2FE MF2 oLt ol¢2| 0= 59, otiel 5] L= & T2l 5512 2 UL

Hgtd M| EAl: HE0| o3t AF2, EX| = S7H0ll= DFARS 252.227-7013(2014'F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= HIO|H-H| 4 YA Z=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE MptAtEto] MEEL|CE.

of7|off Z&E HO|EH= AU ME W/EE 4YUE AH|A(FAR 2.1010] H2|)ofl sH=HSHH NetApp, Inc.2l 5
RHAtIL|CE & A2k 2l HS &= 25 NetApp 7|2 CIO|E X ZEEH AZEY s 2XEMOZ MAHE0|H 710l
HI20O 2 JWUE|RELICEH O0|= 2= HIO|E 7t Ml3E 0= Alefa 2sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHEHO0| I e 4 QoM HAHR0| E7t56HH F| & S7Hstt 2to| A E HgtMo=
ZHELICE of7]0f] IS E BRE M 2lSt NetApp, Inc.2| AP M £01 ¢l0|= O] HIO|HE AHE, 371, M4t +=H,
28 e FA|E & QIELICE 0|2 2UHR0)| Cist M5 20| MlA = DFARS 8t 252.227-7015(b)(2014E 2€)0]|
HA|El Ao 2 F|SHEIL|C

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| LI El Ot3= NetApp, Inc.2| HEL|CEH 7|EF S|AF S

HE OIE2 SiE 27X dEHY &= ASLIC

15


http://www.netapp.com/TM

	Trident Protect 관리 : Trident
	목차
	Trident Protect 관리
	Trident Protect 권한 및 액세스 제어 관리
	예: 두 사용자 그룹에 대한 액세스를 관리합니다

	Trident Protect 리소스 모니터링
	1단계: 모니터링 도구를 설치합니다
	2단계: 함께 작동하도록 모니터링 도구를 구성합니다
	3단계: 경고 및 경고 대상을 구성합니다

	Trident Protect 지원 번들 생성
	Trident 프로텍트 업그레이드


