TridentE AtETL|CE
Trident

NetApp
January 14, 2026

This PDF was generated from https://docs.netapp.com/ko-kr/trident-2502/trident-use/worker-node-
prep.html on January 14, 2026. Always check docs.netapp.com for the latest.



=0

TridentE AtEgL|CH !
KA} LSS FHBLICH 1
SHH2 =7 Mel !
L AH[A 2 1
NFS 28 2
iSCSI 28 2
NVMe/TCP £ 6
FC B8E B8 SCS 7
ol 7 9l B2 9
ol = 1 9
Azure NetApp Files 9
Google Cloud NetApp 28 27
Google Cloud2 Cloud Volumes Service A= S M THL|C} 44
NetApp HCI &= SolidFire B{QIE S 7LAdBH|Ct 56
ONTAP SAN E2}0|t] 61
ONTAP NAS E2}0|t] 88
NetApp ONTAPE£ Amazon FSx 118
kubectl2 #{l=E OhEL|C} 150
HHOfl = 3t 156
AER|X| SHAE MMStD 2t2|eL(Ct 167
AEE|X| SHAE HHSLICE 167
AEE|X| SHAE 2Lt 170
=SES Z2H| NSt 22|gr|ct 172
E22 o2 H|NLEL|Ct 172
=22 stxt 175
22 Q7| 186
=& 0|Z % 80|22 AFEXt X FELICt 194
HAAHO|A A0 NFS EES 3ELICH 197
HLAHO|A HMA[of| ZXl EE =ZE 201
SnapMirrorE A5t 282 SHIELICH 203
CS| EEZX|Z AIRELIC} 209

A A 217



TridentS AFETLICt
AKX L EE FH|SL T}

Kubernetes 22{AEC| B E 2K} L E= Pod2OF IZH|NHUE E5S OIREY £
UO{OF BL|CL ZAX L EE =H|SHHH I:EfOIH'I MEHO]| II}2} NFS, iSCSI, NVMe/TCP EE=
FC &2 AX|dl{o} gtL|C}.

SHIE &7 ME

E2to|H g AH8St= 42 E2to|Hof| Zest BE =75 MX[sHof LTt %4 X2l Red Hat Enterprise
Linux CoreOS(RHCOS)M|= 7|12MO 2 =77t MX| [0 JAELICE.

NFS =+

"NFS E2 & X|'<'5H_|I:}" ontap-nas-economy, ,, ontap-nas-flexgroup azure-netapp-files gcp-
cvs = AH80%t= B2 ontap-nas

iSCSI &

"iSCSI =71E AX| gL Ll B M85t= 2 ontap-san, ontap-san-economy solidfire-san.

NVMe =

"NVMe E2 HEX|2LICH TCP(NVMe/TCP) Z2E =2 £ NVMe(Nonvolatile Memory Express) 0| £ AF25t=
a2 ontap-san

@ NetApp2 NVMe/TCPO| ONTAP 9.12 O|AHS HESHL|CY
SCSlover FC =3
XtMIst LI 2 € "FC % AMP, FC-NVMe SAN S AEE J1ASH= 2HH"FC ! FC-NVMe SAN SAE 140
CHSHAFRSIAIA| Q.

"FC E2 M X|EL|CH sanType £cp(SCSI over FC)2 A%t AL ontap-san

* 12{5ljof & A *: * OpenShift & KubeVirt 1AM X FC 7|2t SCSI7t X[ ElL|Ct. *SCSI over FC= Dockerdi| A
X=X ot&LICE %iSCSI XIS 5= FCE E8t SCSI0|= ME|X| &Lt

L AH|A 2

Trident= .= E0|A iISCSI EE= NFS AMH|AE AES £ Q=X HEE XSO 2 ZX|EL|CL.

rr

() S HME M KA NI Hul ot BHEA 2SI B BeL
Gl 2 el AHIATL GlOf B8 Dh2 St AIfSItt D R 4 AL

OHIES HEZLIC

Trident= ZAMEl MH|AS MESH| 2I8H =0 CHet O|HIES H-defL|Ct. o[2{st O|HIES AESIHH LSS
AI'6'H'6'I-|__||_'_|-
=2od -


https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
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sudo yum install -y nfs-utils
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sudo apt-get install -y nfs-common
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sudo systemctl enable --now iscsid multipathd
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sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart
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sudo yum install nvme-cli
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sudo apt -y install linux-modules-extra-$ (uname -r)

sudo modprobe nvme-tcp
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sudo yum install -y lsscsi device-mapper-multipath
2. O[5 22 4%

sudo mpathconf --enable --with multipathd y --find multipaths n

@ /etc/multipath.conf Ol2f LIS ‘defaults EEOHOF find multipaths no
SHL|C}
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3. 7t multipathd &% FQIX| ZQIgtL|Ct,

sudo systemctl enable --now multipathd
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sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. OtE 2= 4%:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

/etc/multipath.conf Ol2lff LHEE ‘defaults E&SHOF find multipaths no
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sudo systemctl status multipath-tools
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Trident 2 X}

Trident HLXIE AHESH0] TridentE AKX ™ tridentorchestrator cr.yaml £
cloudProvider 2 "Azure" 8™ L|CL 0§ M CI32 Z&LCE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
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=
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helm install trident trident-operator-100.2502.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> tridentctl </code> £ X XSIAA|IQ

CtS |0 M= TridentE AX|6t E2f2E 2 Azure A™ELICE cloudProvider.

tridentctl install --cloud-provider="Azure" -n trident
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Trident 2 X}

Trident HLXIE AHESH0] TridentE BXISH{™ tridentorchestrator cr.yaml &
cloudProvider 2 "Azure" AHESII E E cloudIdentity

azure.workload.identity/client-id: XXXXXXXKX—XKXXK-XXXKX—XKXXXK=XXXKXXKXXKXX
AL

of

i

=3 LSt 25U

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-
XXXX—-XXXX-XXXXXXXXXxx' # Edit

o

U
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3 HE A0 * 22tRE SSAKCP) * & * 222 E ID(CI) * S22 ¢S AFEELICH

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXRXXXXXX""

CtS Ol|0| M= TridentE AX|St0 cloudProvider 8t HELE AM2SH0 AzureZ scp MMt 2t
HaE A6 $cI E cloudIdentity EESLICE,

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code> tridentctl </code>

CHg $7 WA AIgsI0] ¢

B s
29C 33X+ U * 22ALC 1D * Z2f 19 S MFELIC

(TR

export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX—XXXX—=XXXX—XXXX=
XXXXXXXXRXXX"

CHS W M= TridentE AX|St0 S8 scp, U cloud-identity 2 AH™ESL|Ct cloud-
provider. $SCI



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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* tenantID, clientID % clientSecret Azure NetApp Files AMH|A0| CHot S &5t HBH0| Q= Azure
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1y
"notActions": [],
"dataActions": [],

"notDataActions": []

* StLt O| &9 AzureZt 1ocation ZEEHE[O] "=l A EUI" QELICH Trident 22.0158E location HAE 7N
mAof XA 2o U= T HEQULICH 7HA 0| XIHEl /X g2 FA[EILICE.

* ECloud Identity AMBSIEH oM AFZXVF 2E0E 22 DLk B “client ID 7HHR1 0N
S IDE azure.workload.identity/client-id: XXXXXXXX-XXXX-XXKKK—-XXXX-XXXXKKXKXKXKKK
INESEHE S

SMB &0 Tt =71 @ 7AHY
SMB £&5 dd5I2{H CtZ0]| RUA0{0F LCt.

* Active DirectoryZ 714 =|0{ Azure NetApp FilesOfl HZE|A}ELICE 2 "Microsoft: Azure NetApp FilesOi| CHSt

Active Directory 3Z S THE1 2t2[LICHEXSHMAIL.

* Linux ZIEE2{ E 5! Windows Server 20225 &dl5H= Windows 24X =E71 = Kubernetes 22{AH
Trident= Windows = E0| M M| = Pod0| OFR2EE SMB =252 K| gHL|C}.

* Azure NetApp Files?} Active Directory0f| 215& = == Active Directory Xt ZHE E&lSt= Trident
A=}t StLE 0| & QUO{OF BfLICH H|Y MMELT| smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Windows AMH|AZ M E CSI ZEA|. £ “csi-proxy T1445t2{™H Windows0l|A] A3 E|= Kubernetes .= =2|
AL E= "GitHub: WindowsE CSI ZEA|"E "GitHub:CSI ZEA|"AZTSHMA| L.

o

Azure NetApp Files B = 24 S M gl of

Azure NetApp FilesO| CHSE NFS 2 SMB S{l= 1A ZM0f| CHolf ZotE T 1A oK 2
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version oAk 1
storageDriverName AE2[X| E2IO|H Q| O] S ILICE "Azure-NetApp-If "
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nfsMountOptions
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debugTraceFlags
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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O A= L MYM= 22|x|= IDE MY mff MEH A2Ql | tenantID, clientID ¥ clientSecret 7t
MeFEIL|ICH, “subscriptionID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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O = L M0l= 22tRE IDE MY ml MEY ARl c1ientID W clientSecret O] AMEF

tenantID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
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O| BHAlE M2 AzureQ| % Z 2IX|0f| ultra EES eastus HIX|ZLICE Trident2 i @/ X|0| A Azure
NetApp FilesOfl @I JE ZE MEUIS XSO E HMSI0| A2 2 M 2 ES HXIRILICE

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

gLt
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

resourceGroups:

- application-group-1
networkFeatures: Basic
nfsMountOptions:
labels:

cloud:

vers=3,proto=tcp, timeo=600

azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures:
- labels:

performance:

Standard

silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1

- standard-2

FELYLICE 7t& Z 2o[22 o

X &st= oz 8 20|
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Trident2 X|F 8l 718 HS 7|EL2 AIZL0 tist =85S &8 Z2H|NEE = A=F X[FHLICH
“supportedTopologies' 0| Hll= 79| E52 AL H 8l Y F5S MSst= ol A ELI. of7|0f
X ™3 x| Y F ZE2 2 Kubernetes 22{AE =E29| 2[0|20] e X[ U F 2ot Lx[sHOF FLICH.
olzfet < 8l A2 AEE|X| 2HA0M HSE 5= A= HE 7|'o: U =S LIEHL f ““°1|':01|A1
MSEl= %'Cf'. N FHol ol TR0l ZetEl AEE|X]| 2222 HLR Trident= e1get Y 8 G| =28

ML XhMlet LB 2 2 "CSI EEEXE A EYLICHE RS2,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2

AEZ|X| A H9

C2 storageClass Bl 212 AEZ|X| 28 H=gL|Ch

ZEE ME% HO| 0| parameter.selector

n

E ME3%IH parameter.selector EES 2ALSH= O| AF8E|= ZF 714 20 oid X1 & storageClass
USLICE =52 MEst 20| MolEl EHE H&LIC
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB =&0]| CHt ™o|9| of

‘node-stage-secret-name’, U & A28} ‘nasType' ‘node-stage-secret-
namespace’ SMB =252 XMt TQSt Active Directory A ZTHZ M3

UG LICE.



7|2 HidAmol2of chist 71= d

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AL

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEEZE Y= M8

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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@ nasType: smb SMB 2&2 X[} LEQLICE nasType: nfs EE nasType:

null NFS 0] cist ZH.

WOIE 74 IS AP 3 S HHS AwsiLC,

tridentctl create backend -f <backend-file>

o> rR

C Mdof| 2ofstHE wll= 40| 2X7F UAs AYULICH Chs HES HAsto 208 B0 /oIS =ele +
L|Cf

g0 |E

tridentctl logs

T8 ool EHE &elstn £t 2 create BHS CHA| Al = USLICEH

=

Google Cloud NetApp 2&
Google Cloud NetApp =& HAI=E 7 MBfLICt

O|H™| Google Cloud NetApp =& Trident2| HAIEZ 1S &~ JELICH Google Cloud
NetApp =25 WASE AI25H0] NFS 8l SMB 252 HZE & USLICH

Google Cloud NetApp 25 20| M2 HEQIL|C}
Trident= google-cloud-netapp-volumes 2HAEQ 4 & Q= ECIO|HE MSLICH X[ &= HM[A

2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)JL|LCY,

E2to|H IZES =52t MM A HETFX|HELICH X[AE= THY AJAE]
google-cloud- NFS SMBZ I} A|AEI  RWO, ROX, rwx, RWOP  nfs, smb
netapp-volumes ERSHIA R

GKEZ 22t2E ID

22tRE IDE AH83HH Kubernetes PodOl A BA|& Google Cloud X124 SHE M35HX| ¢t 922 IDE
QI=3810{ Google Cloud Z|A A0 MM ASEH 4= AULLICE

Google Cloud0llN 22tRE IDE g83st2{H Ct20| ZeFtL|Ct,

* GKEE AM83t0] 1132l Kubernetes S2{AH

© & 20| AME GKE 22{AH X GKE HEIHO|E Mol £ME I == IDRLICE

* Google Cloud NetApp 28 22| XS & /NetApp.admin) I = A2t X|H HE0| = GCP AMH|A AN
* M GCP MH|A AHH™E X|HsH= "GCP"2t cloudldentityS X|HSH= cloudProviderZt Z&HEl TridentZt

27



28

R ASLICE ol E S L3 2510



Trident 2 X}

Trident HLXIE AHESH0] TridentE BXISH{™ tridentorchestrator cr.yaml &
cloudProvider 2 "GCP" AHSt1 E £ cloudIdentity iam.gke.io/gcp-service-

account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com
AgghLct.

o€ =9 L3t 25U

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

o

U
ojo o
riot

il

A HAE A28 * 22RE ZZXHCP) * U * SR E ID(CI) * B9l gt ™At

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com'"

CHS oflofl A= otE HaE ALESH0] TridentE A X5t £ GCPE scp MHSt1 cloudProvider &3
HL-E AFESH0] SANNOTATION & cloudIdentity AEEL|CH

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code> tridentctl </code> £ £ X5
CHS &t HE-E ALESIo * 22IRE 32X * 9 * 2212 ID * S22 gf2 d™gL|Ct
export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

CHS W M= TridentE AX|St0 S8 scp, U cloud-identity 2 AH™ESL|Ct cloud-
provider. SANNOTATION
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tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp =5 = 1M S FH|EL|Ct

Google Cloud NetApp Volumes HAIEE FA-M5t7| Mol CS FAIY0| EFE[=X|
2tolsHof gLt

NFS 252 9[ot ALE QA

NS = M 2IX|ol A Google Cloud NetApp 2&2 AtE%t= 82 Google Cloud NetApp 2&2 A&t

NFS = E E2 M5t X7| 40| HRELICE S "A|ESHY| TOof|"EESHIAIL.
Google Cloud NetApp =& HAIEE F4517| Tof| CHS AFE0] A=K IS A2,
* Google Cloud NetApp Volumes AMH|AZ M El Google Cloud AIE 2 "Google Cloud NetApp =
"SR,
* Google Cloud AHo| ZTZHE HSQIL|CH S "TZHE AlH ARSIAAIQ,

* NetApp 2 & Zt2[Xt) L2 71%] Google Cloud MH|A AHRQULICE (roles/netapp.admin £ "ID 2 AN[A
e gt ol Mot ERSHYAIR,

* GCNV A|Eof| Chet API 7| THAQULILE S HZESHUAIL "ME|A A 7| = Aoy
* AER[X| EYLICL & "AEE[X| 2 M HESHAIL.

Google Cloud NetApp E&0i| Cigt HMHAE HHSH= BHo|| Cot XpAMITH LHE 2 & FESHYAIL "Google Cloud
NetApp S E0i CHSE AM|A HH".

Google Cloud NetApp 25 &=

0x
mo
rx

2o

In

Google Cloud NetApp 2E&2| HAlE 1M SM0f CHsl LotE D 1M of| x| E ZEEL|CE

2t OIS £1 Google Cloud X|%0l 288 T2H|MYBILIC CH2 B0l BES M461I5 27t Hol=S

Holg = AELICE

OH7H 2= s 7|12

version SHAF 1

storageDriverName AEZ|X| EEIO|HQ| O|EQLICH o| ke
storageDriverName
"google-cloud-netapp-
volumes"Z X|&dH{o}
LIk

backendName (MEH AMEH) AEZ|X] HA =S| AFZXL XY O|SYLICH  EZ20|H O[F +"_" + API
EEL
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oH7H 4

storagePools

projectNumber

location

apiKey

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

nasType

supportedTopologies

EE I2H|XY M

Google Cloud AE T2NE Ho IL|Ct 0] gf2
Google Cloud X% = H|O|X[0f| A Ztoleh 4 USL|CH

Trident?t GCNV 2&2 4d3l= Google Cloud

QX QLICE BX} K|S Kubernetes 2 AES MAME
82, f|M HME SEE location 02| Google Cloud
KXol Eof| o|ofEl QIZE0f AFRE & UBLILCE,
X Zt Egjmiol= F=7t H|E0| ZMgtL|Ct.

&h0| X|HEl Google Cloud AMH|A AIH 9| API
7|ULICE netapp.admin ®47|0= Google Cloud
ME|A AFe] 71l 7] T (HAE 14 MU verbatim
SAhC| JSON g4 FHRIXIF HBELICL apiKey, , ,,,
,71E ALESAH 7|-2t = EeBHOf eLICH type
project idclient email client id

auth uri. token uri

auth provider x509 cert url,, H
client x509 cert url.

NFS OF2E SM0oj| CHEt M2 st | of "nfsvers=3"

Q¥E =28 3717t o] 2L 2 3% T 2L "(Z1EHeE HEE[X|
At %3)
AE2[X] Z Y o &2 MH|A HAYLIC 22

flex, standard, ‘premium &= “extreme QIL|C}.
GCNV =2&0| AF2E|= Google Cloud WIER I QILIC.

EH o2 Al ArES CIH O S UL|CE of: nullJL|Ct
{"api":false, "method":true} =Xl fZ FO|

OtL|H XpMlet 20 HO It Lot HLT} OfL|H Of

HHEHS AFESHK| OMA|2.

NFS &= SMB 2& ddS FEHLICE 82 nfs, nfs

smb & nullJLICE Null2 MHSHH J|[2XMO 2 NFS
=50| d™ElL|C}.

o HelS oA X|Yste Y U Ao B2S
LIEFLICE XtMISH LHB2 S "CSI EZEXE
AMESLICHEZRSHIAIR. of|E W CH31F Z5L Tt
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

T8 ool MMM 7|2 28 Z=H|XM'dE MUY £ defaults UELIC
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exportRule

snapshotDir

snapshotReserve

unixPermissions

off = 28
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

35



StoragePools ZE{E AE5t0] L4 BhL|Ct

36



apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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MZ CHE MH|A £F2E X|Yst= o3 AE2|X| 20| D Kubernetesoilkl 0|23t E2 LIEH= AER|X|
A E Mot = 200 FELLICL 7t E 20|22 E2 7&5h= Ol M%Eu"-llif o|E S04, ofH
0= performance 7t 22 FE6t= Ol 20| & U servicelevel FYO0| AFSELICH
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CHE 0| M= snapshotReserve BE 7t E0]| CHsH 7|24/ 2 AR EIL|CY. exportRule
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEZ 22I2E ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9£f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

HALT SSHOZ HYE|J=R| 2elstz{H Chz BHS AALCH

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2£fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

FH0ll 2X7F A= AYLICH SHEE ALE0H0] HAEE HHSI7L 205 2elsto]
o|&t

2012 gtolgh £~ QIELICH kubectl get tridentbackendconfig <backend-name> .
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tridentctl logs

-4 Do M E =elotn Yot = MAEES MX|StL create S ChA| A
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rlo

?|o| WHAlEE HXSH= 7|2 StorageClass HoIQLICH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

* HCE ME% ™| 0f| parameter.selector:*

E ME9%H parameter.selector 252 SALGH= Ol AFE &= of Cis 2 X[
SYULICH JELICH S E2 MESH Zof| "ol EHE ZHEL|C

ALt

+ StorageClass "7t
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

AE2|X] S A0 TS RMEE LHER2 S "AER[X] S A S WHLICHEZSHMAIL.

SMB = &0i| chet Folof of

‘node-stage-secret-name’, % & A5} ‘nasType' ‘node-stage-secret-
namespace’ SMB =252 XMt TQRBt Active Directory At ZTHZ M3 £
UESLICE. A2 HTHO| JUAHLE Y= B E Active Directory AFEX/&T= LE CHA H|ZHY

MEE = UFLICEH.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
HIYAHO[AERZ CHE & AL

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

EEEEZE Y= M8

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}
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(D nasType: smb SMB =&& X|¥dt= S0 Ciet 2B RLICE nasType: nfs EE= nasType:
null NFS E0i| Ciet 2.

PVC H2| of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-nfs-sc  1m

Google CloudZ Cloud Volumes Service B{AIE S A shL|C}

HEE HE 792 AE0t0 Trident 2X|S 2t

el = NetApp Cloud Volumes Service
for Google CloudE 5= 0] CHal ot A

A=
Q.

ol
Al
Google Cloud E20|H N2 M E]L|C}

Trident= gep-cvs 22{AESE MY = U= EEIO|HE MSELICE X|YE= HMA BEE
ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod(RWOP) I L|C}.

E2to|H DEEES =28 2 MM A RETFX|MEL|CH X El= oY Al A
gcp-cvs NFS E ol A|AE RWO, ROX, rwx, RWOP nfs

EEXSHMAIL

Cloud Volumes Service for Google Cloudd|| Ci3t Trident2| X| 20| CHslf LOLEMAIR

Trident= CI2 27}X| & StLIE Cloud Volumes Service 258 MAM& 4 QIEL|CH MH|A 3",
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* *CVS - 45 * 7|2 Trident MH|A FYRULICE O|ME S50 2| HotE MH|A RYH2 452 St 29
QAR 0| JHEF MEBILICE CVS - A5 MH|A 282 XA 100GiB 37|90 &
SMYLICE "37HR| MH| A 22 THg & SHLHE MEE = ASLICH
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° standard
° premium

° extreme

* CVS *: CVS MH|A RH2 2 T8 7184 S M3sIH, 452 S +E22 MSELILE CVS MH|A |2
AERX] ES AEI0 1GiB 22 &2 Kot AT EQ0 SMILICEH AER|X] E0il= Z|CH 50712
ZE0| ZE £ oM o] EE0M 22| 81 455 S/Y = UASLICL "MH| 2 2E 274"CHg & SILHE

Mengt & gLt
° standardsw

° zoneredundantstandardsw

oot A
HHAlE S M8t "Google Cloud2 Cloud Volumes Service" AF23t2{H CH20| H3tL|C},

* NetApp Cloud Volumes ServiceZ 7 E Google Cloud A&

* Google Cloud AMe| Z=NE H |L|Ct

Aet2 7HE Google Cloud MH|A AH™RILICH netappcloudvolumes.admin

* Cloud Volumes Service A|&0f| CHet API 7| DU IL|C}

Oi7H H = 49 7122

o
version a1
storageDriverName AE2|X| E2IO|H el O|E LIt "GCP-CV"
backendName AEXL X 0|5 = AEZ|X| 2l = E2l0|H O] +"_" + API

7|19 &2
storageClass CVS MH|A R X|HSH= O AHRE[= MEYX D7

HEQULICH E AFBSH0] software CVS MHIA RS
MEHSILICE J™X| 82 B2, Trident2 CVS-
Performance MH|A RO E 7t (hardware)

storagePools CVS MH|A RYTE 25 YdE 9ot AEE[X| E2
X|G6t= ol At == MEHA Of7H Ha QLT

projectNumber Google Cloud AH T 24|
Google Cloud X & H|0|X]|0f|

hostProjectNumber 3% VPC HEYIE AESH= 3R ERELICt 0]
ALIZ|20|ME projectNumber O] A|HA ZZHEZ
hostProjectNumber O] SAE T2 EQIL|C
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apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

serviceLevel

network

debugTraceFlags

allowedTopologies

EE IZH|Md M

e

Tridento|A] Cloud Volumes Service 252 MAMst=
Google Cloud S ILIC} WX} X|¥ Kubernetes
S2AHE YA 32, ol MMEl E&E2 apiRegion
042 Google Cloud X|F2| =0 of|2f=l 22 =0
Argd = JUSLICE XY 2 EejEof= F7t H[E0|
gL Ct

=

o3to| X|HEl Google Cloud AH|A A& Q| API
7|L|Ct netappcloudvolumes.admin (7|0
Google Cloud AMH|A A& Q| JHQI 7| mjU (A= M
ItAoil verbatim SAH2| JSON &4l ZHIXT}
ZotEL|CH

TEA| MHIECVS Aol HABHOF St 2R TEA|
URLYLICE ZEA| M= HTTP ZEA| EE= HTTPS
TEANY £ QAELICE HTTPS ZEA|Q AR T2
MEOIM XHH| MBE ABME ALY = ULE QBN
SaM Z4AE AHELICE QIB0| 2M3tE TEA M
X=X & LICt.

NFS O-2E 40| Chet Mot ®of

QYE E5 37|71 0| gtECH 2 A2 8 &2
At

M 280 ciet CVS - 45 EE= CVS MH|A =& CVS -

[ o . N
M5 42 standard premium, £ extreme

QLICE. cvs #2 ‘standardsw EE

*zoneredundantstandardsw" &I L|LC}.

Cloud Volumes Service 2E&0| A& %[= Google Cloud
HE/3

ZH| sHZE Al AHE ClH O ZeiaL(Ct. off:
\{"api":false, "method":true} =X sfZ2 0|
OfL|H XiMIgt 23 ot ot L7t OtL|H of
WHS ALZSHA| DA 2.

X[ 7t HMAE 2Hdolst2{™ 29| StorageClass &H2|of
allowedTopologies BE X[HO0| Zgt=|0{0F BFL|Ct.
olE =4 31 Z&LCt

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

T8 ool MMM 7|2 28 E=H|XM'dE MUY £ defaults USLIC
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exportRule

snapshotDir

snapshotReserve

size

CVS - 45 MH|2& A9 o

29

MEZE 9I LHELHZ| &l CIDR
-:Ejl H= A|'5c§>'-6|'0:| IPv4 _7':__+_ EE::
IPv4 MEitlio] x3ts HlEZ
TE0i{of gfL|Ct.

CI2UE{2[of M| ATHL|CH
.snapshot

M 282 37|ULICE CVS - A&
MS2 100GiBYLICE CV X[ A2
1GiBILICE.

CHE ool = CVS - s MH|A R0 Cet ME 28 E S LI

7|22k

L— HA

"0.0.0.0/0"

||7_I§J||

"(CVS 7|22t 0518)

CVS - M5 MH|A Q39| 7|22
"100GiB"QL|Ct. CVS MH|A Q32

7|27t MESHR| X|Oh XA

1GiB7t ERELCt.
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version: 1
storageDriverName: gcp-cvs
projectNumber: "012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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O| ME2 E MESIH storage 7t 22 F4ot CHA| H#XESH= E storageClasses THAELICH
AEE|X| AT O{EA MO/} EX BH 2 AEL|X| SefA HoEISHYA|IL.

o

7| EF 7|22 e 7t Z0f Choll BEE|H, 0] 7|22 5%= HEE|1 snapshotReserve &
exportRule 0.0.0.0/022 HAH™EL|C 7t F22 MM0| H|E|0 storage ASLICH ZFIHE THa 22
THMOE MO|E|H servicelevel Y7 E2 7|22 HOELICE 7t Z 20|22 & protection 2

71202 E8 P26t= Ol performance AFEE|A}ESL|CT.

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

AE2[X| S2HA Fo

C}S StorageClass H2l&= 74 E 714 ofjofl MEELICH 2 parameters.selector AFHRSHH 2t StorageClass
off 282 SAHSH=E Ol ABE= 714 E2 XFE '%L—I Ct 282 MEo 20| HolEl EHE ZSLICL
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AEE|X| SeiA o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

K I StorageClass(cvs-extreme-extra-protection)
oilof 2710] 10%9! 2|1 M52 MBS SUst SLIt

* Last StorageClass(cvs-extra-protection)E 10%2| Az Of|H| 37t MSot= ZE AEZ(X| E2
SEYLICE Tridents MEHEl 7tat 22 A-StD ARAF 0f|2f @7 AFS0| SFE|=X| &eletL|Ct.

CVS MH|A R o

CH2 ool M= CVS MH|A fHof Ciet HE 742 HMSELIC

ICh. o] 22 &

F

A
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o 1: & A

CVS MH|A fY A 7[=2 MH|A +=FS X|HH| 93l standardsw AFE0HE £|2 MAE FHYLICE

storageClass

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '"123456789012345678901"'

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw
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o 2: AER|X| E M

O] [N A= M2 storagePools AER|X| E2 7 HSH= Ol AFR2EILICE

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

tridentctl create backend -f <backend-file>
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tridentctl logs

T mjlo| 2| S eolstn £MBH = create WHS CHA| A& 4 AL
NetApp HCI E= SolidFire HAI=E A THL|Ct
Trident A X[0f| A Element HAIEE ‘M M50 AL SH= WiHof| CisH Lot LICE,

24 catolH HE HE

Trident= solidfire-san 22{AEQ SMUE £ U= AER|X| E2I0|HE MSLICH X[RE= AMA BEE=
ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod(RWOP) I L|C}.

‘solidfire-san 2E2|X| E2I0|HH= FILE AND BLOCK VOLUME HEE X[RHLICt. E8
HEo] BR ‘rilesystem’ Tridents =2FS 8ot Mt AARS HIeLICE. T AJAH
F482 storageClassOl Qs X|IHELICE.

SEHOIH ZRES 28 2E AN A BET} RlgEls T Al A
X[ ELICH
solidfire-san iISCSI g2 RWO, ROX, rwx, Il A|AEQ|
RWOP ASLICE Al E5
ZHK.
solidfire-san ISCS| IH A[AE RWO, 32t xfs, ext3, ext4

AlZfsto| Hofl
Element H#A =S H-4517| Hof| LhZ0| ERELICH.

* Element AZE|0{S A#dt= X|lE|s AEa|X| AlAH

c 252 22| 2 = NetApp HCI/SolidFire 22{AE Z2|X} = HIHE ALEXt0f| CHSH Xt BH
* D E Kubernetes At - =0f| Aot iSCSI £0| MX|=|0f QLO{0f BtL|Ct & "ZIAX} = FH| HE
"kﬂl‘_?F_'é‘l-AlAlQ
HilE A8 M
HAlE 28 M2 OIS EE AXSIMAIR
OH7H M A 7|22k
version A 1
storageDriverName AEZ|X| E2I0|HHe| o|EQlL|C}H &tAF "SolidFire-SAN"
backendName ALEXt X 0| F = AEE|X| "SolidFire_" + AE2|X|(iSCSI) IP
sHol= FAULICE
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oH7H 4

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups

Types

limitVolumeSize

debugTraceFlags

@ =HE sl &5t
OHYAIL.

Moy
HI'HE Xt4 5FO0| U= SolidFire
SHAES MVIPYLICH
ﬁiﬂlxl(iSCSI) IPFEASZE
0” I-I.Q.ol- o|o|o| JSON '@_!
a1|0|; A1IE°"-IEF.
A EIHE 0|S (RS + gl FR
W)

iSCSI E2fLE §EF 52 E
QIE{H|0| A2 H[eteL|Ch

CHAPZE AHESHH iSCSIE
QIZSIL|C}. Trident= CHAPZ
AtE2etL|Ct,

=M SHZ Al A2 C|H2
S JLICE off: {"api"false,
"method":true}

ot Ee% 3L

ol 1: 28 |0 M 72l =2to|Ho| MAlE Fd solidfire-san

O] ool M= CHAP Q1S5S AFE3t=
DERBILCE O3 O

UFLILH.

HHof| =

= —_-—

7} OfL|™H E AHESHK| debugTraceFlags

ujl%au

"Trident"2t= HMA 2E2| IDE

Il-_l_l |:|.

"(1EHLE HEEX| 43)

nullL|Ct
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

off 2: 7t Z0| U= E2to|Hof| CHSt BHll= 51 AER|X| F2iA 714 solidfire-san

Trident= 22k Steh Al AE L
XM= M E G OE SEEHE HO|E2 YO|EEE Hojg -JF M$L|L_—|'.

of2l TA|El Of|x| WA= Fo| Mo M 2= AE2|X| Z0] tholl ST 7[=240] 2F&[12 0] 7[24t2 Silver=
HYELICH type 7t E22 MA0|| HOIE|0| storage UFLICE O] 0i|M= L AEE|X| Z0| XtH| RHES

250 25 22 9ol 2 E J|=2eS MY

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type:
Qos:
minIOPS: 100
maxIOPS: 200
burstIOPS: 4
- Type:
Qos:
minIOPS: 400
maxIOPS: 600
burstIOPS: 8
- Type: Gold
Qos:
minIOPS: 600
maxIOPS: 800
burstIOPS: 1
type: Silver
labels:

store:

Bronze

Silver

solidfire
k8scluster: dev-
region: us-east-1
storage:
labels:
performance:
mgm
zone: us-—-east-
type: Gold
labels:
performance:
n3w

us—-east-

cost:

cost:
zone:
type: Silver
labels:

performance:
nomn

us—-east-

cost:
zone:
type: Bronze
labels:

performance:
nn
us—-east-

cost:

zone:

CHS StorageClass Ho|= 2(9]
=

parameters.selector
Hol&[0] AFLICE

=

0
0
000

0
0
000

0
0
0000

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d

=
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X M| StorageClass(solidfire-gold-four)Zt A HM 7ta Z0| 0N EILICE O] &2 M AFE
MSots Yt EHQULICE volume Type QoS Last StorageClass(solidfire-silver)s 2M M52
HSot=s B AEE|X| 22 TELLICL Trident= O 7H4t F0] MEHE|QI=X| ZHEHSt AEE[X| Q7 AP0
SEE|=X| =elgtL|Ct

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=3

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=1

fsType: ext4d

apiVersion: storage.k8s.io/vl
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kind:

metadata:

StorageClass
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector:

extd

performance=silver
fsType:
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSONS EZESHAIR

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

sHollC MOo|= XA SHO| Yot HIAE Z MEE|= SUSH X2t Mol ROSHYA|L. BHA =T MM =l & A2 Xt
0|2/ = Baseb4 = QAL L Kubernetes S = XZHEIL|CEH SHAI= 0| MM = AM|0|E= X+ SHO| CHSt

o
X|Al0] Pt RS THAIULICE M2FA Kubernetes/A E2|X| 2| X7} £8E £ = 22| M2 ZHAQL|CE.

A7 U I|E HASE AISME ALBSH0] ONTAP HOIE o EAIE 4 QUALICH HAIS FHolol= M| 7Hx] oi7H #4471
mQHL|C}
= [=]

* clientCertificate: Base64= Q132

* clientPrivateKey: Base64 - A=l 72!
AL
T

* TrustedCACertificate: 1 2|&t Z X 9| Base64 Q1L ZHALICH Mg
Z< 0| 07 H-E MSSHOF BLICH ME[E 4 = CAZL AF2E|X| $O™ 0] P2 7

LS — — =]

64



oubxol IZ 20| TS EhA7H ZEHELIC

1. S2I0|AHE QB M 3 7|5 HdetL|Ch MM Al CN(2EH 0] F)S ONTAP AISXIE HHSEIY QBSHMAIR.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Mg £ A= CAASZME ONTAP S A0 FIHefLICE 0|= AER|X| 22|X}7} o[0] M2 ot ALY
UAELICH EHAEE CAZL A EX| Q™ SA[LICE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>
ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP 2 AE0f| 22I0|HE ASM U 7|(1EHA))E AX[eLich
security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP Eot 2101 H&0| 215 WHE X|&ISH=X| cert EHRARLICE

security login create -user-or-group-name admin -application ontapi
-authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5. MME| OIZME ARSI 215 S HIAESILICH. ONTAP 22| LIF> 2! <SVM 0|E>8 2| LIF IP & SVM
0|20 H}EL|LCt

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. Base64= QIEA, 7| L A=Y & A= CAASME TG HLICE



7. o]

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

HA= S HIeL|Ct.

THAO M A

cat cert-backend.json

{
"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",

"Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",

"myPrefix "

"clientCertificate":

"storagePrefix":

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmmm== e o esseseses s s s s e eses
o= o= +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
Fommmmmmmmm== e ee== Bt et
Fomomomoe Froccomomo= +
| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |
e S e e Fommmmmmrososorrrrrrrerere e me s e e e
Fommmmm== o= +
OIS Y'Y= YH|O|ESHALE 1t SES = HefLICt
CI2 915 WS AISSI7ILE X2 5YS SIMSIEE 7| HACE YH|0|EE 4 UALICE O[HH) 5% AL 0|2
/A= E MEdts HAES ASME AHESHES YH|0[E %* UL AISME AE0t= HAMEE= AEXL 0|5/ =
J[Hte 2 AH|O|ES 4 ASLICE oA ote{H 7| E 215 dHE I1I710F' M IS SHS FI1oHoF gLICh O
Che Al T o7 71 IehEl AH|0|EE backend.json IS tridentctl backend update
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

e

o|He m AE2|X| Z2[XH= HA ONTAPO|M ArEXte| =S AC|O|Esf{ofF ghLfct. 2
= WA= HH[O|ET} ASLICE ASME 2| HE mf o] ASME ALEXIA =71 =
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HACE UH|O|ESHE O|0] HdE = A4 e
AELICH WolE AO|0|E0]| MZ5HH Trident?t ONTAP A=t SAISH &% =
LIEFE LT,

TridentOil CiSt ALZ2 XL X|H ONTAP S-S MdetL|Ct
PrivilegesOfl M XIS +HE [ ONTAP Z2[At Hets AEY It |ITE £[4 Trident= ONTAP S2{AH

o
TS WHY = ASLICE Trident WA= 0| ALEX} 0| ES EHSHH Trident2 AHEXL7L E-& St ONTAP
o
=

SE{AH LS AES0] 2 S S-YLICH

Trident ArXt K| gt M-doi| st XM[eh LH&2 S "Trident AFEXL X[ 2 WET7"HESIHAIL.
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ONTAP CLI AtE
1. Ch2 S8 S ALEsto] Af et S WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHET]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

To* AR X H A Ay~

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM 2ol A AFEXt X|H dAgts MMSIHH * AEZ[X| > AEE|X| VM >> AH > ALEXF & e+
MEHBIL|CE required SVM.

o

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHSL|CY.
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o
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b. HL3t ALEX} 0|ES MEHSHL * Role * Off L3t EECHR HiwR0HIM FES MefelL|Ct.
c. M#* = S=eLCt

Trident= % ontap-san-economy E2t0|H 0| CHsH LIS CHAPE AF235H0] iSCSI MME2 215E £~ ontap-
san 91@'—|E|' 0|2 QI = HAE Moo M M2 ed2lslof usecHar ELICH £ true AESHH Trident=
SVMe| 7|2 O[L|A|0f|0|E EotE deF CHAPE 1446t UHollE Tlo| AL Xt 0|1t Y= E M SL|CH et
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CHAPE AE3t HAS QIE5t= 20| ZELICL LS ME 783 HZHAIL

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ "useCHAP' D7 tH= o HOE St o~ Q= B2 SHAULICL 7|2X 22 false2 A H &[0
UELICE true 2 BT [0l = false 2 HEY &~ glEL

LSt useCHAP=true chapInitiatorSecret , chapTargetInitiatorSecret, chapTargetUsername

% chapUsername EE= MU= FHO|0| ZIEHE|0{0F SILICtH S MBI HAEE WM = AsE HEL

tridentctl update USLICH

ikl

= HEA|
S o™

‘useCHAP true® HHESIH AEZ|X| #2|Xt7t TridentOf] AEE|X| WA cHAPE
TFHSIEE X|A|BLICE, O47]0fl= CH30| ZESHEILICEH.

* SVMO|M CHAP 2%H:
° SVM2| 7| O|L|A[0f|0Ef E2F 30| NONE(7|=2 &%) * 0|11 * 0|0] ZX3t= LUNO| =80 8ls 3%
Trident= 7|2 2¢F RHEE 2 HESt11 CHAP O|LIA|0|O[E] 3! E}ZU AtEXt O|E 1t 2= E T etLICt cuHap

o SVMO|| LUNO| Z &=l AL Trident SVMO|A CHAPE AIRSIEE MASIK| QSLIC M2t SVYMO| 0|0|
U= LUNO|| CHst HM[A T H|SHE| K| Q4&LICE.

* CHAP O[L|A[oflO]Ef B! E}ZI ALEX} O| B2t 2 E FHLICE 0|23 M2 WA= 0] X[F3HOF LT

TES)

A =T MM El = Trident= SHY tridentbackend CRDE M43t CHAP 2= 8! ALEX} 0| §& Kubernetes
HIZ 2 XMZELCE o] MAE0| M Tridentoi| 2o M-EE 2= PVSIt CHAPE Sl O2EE 1 HZELC

tH SHE 2| ™ot HAEE AM|0| ERfLICt
ool A CHAP O{7f H-E 2AG|0|ESHH CHAP XA 3E2 YHI0|EY £ backend. json YESLICE O |
5t2{H CHAP S E H|0|EStn HEHS ARSI 0|21t HE AtetS YtHSHOF tridentctl update 2LICH
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sl = o] CHAP 22 E AUHIO|EY I S A5t HAIEE HH|O|ESHOf tridentcetl ELICE
@ Trident2 O|2{3t 17 AFStS mfofet & @O D ONTAP CLI FE= ONTAP System ManagerS
A8t AEE|X| E2{AEL XA ZEHE YO|0|ESHK| DAL,

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

fe=m====s fremmmeme=s WF
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
fos=sss========= femsmesessessa=== fees=sssss=sssesessososassssssssssssa=s
s e +
| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1ad72ffbebbc |
online | 7
fommmmm e e me e fommmmmmsene e a e fmm e e e e e e e e e e
fre=m=m==s e X

7|E 7S @EHS WX 91 JrhE AT SVMO] Trident7t X2 S YH0|Ests 2 Al 24 Mej2

=
FXIELICH M HE2 0| EE AtH SES AI8SIH 7|ZE g2 AL 24 4B E |AIYLIL. 7|Z PVSE HE

=T

SliRlst ChA| HZ2SHH YHHI0|EE XH SES AHESHA| ELIL.

ONTAP SAN 71 &M 3L o

Trident 2X| A| ONTAP SAN E2[0|HE MH5t 0 AtEdt= WHO| CHsl YOoH=LICt. Of
MMM = eill= 1M o X| 5! BackendE StorageClassest| IHZ st HHHO| CHSE A2
HEE HM|lSgL|ct
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OH7H -
version

storageDrive
rName

backendName

managementLT
F

datalLlIF

svm

useCHAP

chapInitiato
rSecret

labels

og

AE2[X| E2t0[H 2| O|FYLICt

AMEXXIE 0|8 = AE

2|X| =

S2{AE E= SVM 2| LIFQ| IP FAL|CL

FQDN(E ezl =02l 0|8)E XEE + ASLICE

IPv6 Z213E ALESIK Trident?t AX|El B2 IPv6
FAE MBS E BEY + JUSLICH IPve T4 1t
Zo| cits 2 Molsf{of
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:355
51 Lt

2125t MetroCluster M 22 £ MetroCluster
Of| & =SHMA 2.

AgSHE 22, 2

"vsadmin" X\tZ SHS
managementLIF SVM2| XA
ZH0|0{0F ErL|C}. "admin" XtZ SHE
ArESH= E0ll= 0| 22{AHQ| X4

5H0|0{0F managementLIF &L|C}.

®

DZEZ LIFY IP FALLICE IPve 223 E AHESHH
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UASLICE IPv6 FAE 1 20| 2D 2 FHO|sf{of
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O| & Z=SHMAIL.

ANEY AEE|X| 7HY M4l * MetroCluster0il= A2fat *
£ MetroCluster 0| & ZSHMA|L.

CHAPE Argaroq ONTAP SAN E2}0|H{0f| CHBt iSCSI
2!Z [Boolean]. HA=0]| M| SEl SVMO|| Clet 7|2
QZOZ Autsk CHAPE F4st1 AH23t2{™ Tridento|
CHoH O 2 true MH™TILICEH XIM[SH LIE2 2 "ONTAP
SAN E2O[HE AF2SI0] BAIEE AT TH|E

L CH RXSHMA L.

CHAP O|L|A|0fO|E &=
useCHAP=true

=2=14/

LICH Hest Z

40

HE8Y ol JSON HA 2|02 MERLICE

\J

|22

bt 1

0Ot

ontap-san e ontap-san-

economy
C2lo|t O|& +" " + dataLIF

"10.0.0.1","
[2001:1234:ABCD::fefe]"

SVMO{|A| THHEL|C

SVMO| X| ¥ &l 32 mpd
managementLIF

gLt

false
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CHAP E}Zll O|L|A[0]|O|E{ 2= IL|C}.
useCHAP=true

i=]

Rélj 7c>:|$ wn

QIHRE ALEX} O| SRILICE HRot Z2
useCHAP=true

CHeh ALZ X} O|SLICH ERPt BR useCHAP=true "
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Base64 - 22t0|HE JHQl 7]9f 2T &
S M 7| 2 F0l| ArEE LT

aAI_?:I L_l EI‘_ wn

Nl

on
n

Base64 - ME|2 £~ Q= CA QST A 9|
ZIULICH MEH AFEE QIB A 7(8E 01T

O - - L-O

OIZQILICH X B 7|4t oI5 0] AR ELICH
E

Moh= ol 2Rt d=Lch XA ™

(=]
AH8E AEE|X| Zheh ML
managementLIF

SVMOIM M EES Z2H|INMJY 1 AFEEl= HFAL
LtSol| =Fe &= SISLICE o O H2

YOIo[EStE{H M MAE S ddatjof LICt.

trident
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D2U|NYS 98t OhIRIAO|E(MEY AR, SVmol ™
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flexgroup O] S42 SAIELICE HYEX| %2 FL
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Z2H|X e 4 YBLICH

SVMO| A AggregateE ICi|0| ESHH
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SVMZ ESIH TridentO| A XIS 2
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2[5l Trident2| £ OiIZ|AIO|EE
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HFR7ALE SVMOIA O|SE 22 SVM

O JZ|H|IO|EE Stz St HAET}
TridentOil A 2F AEjZ MSHEIL|CE
AggregateE SVMO|| )= Aggregate =2
HASIAHLE &S| MG BHAEE
CHAl 220! AEi 2 M etsifof SfL|Ct.
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oH7H 4

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

useREST

sanType

formatOption
S

29

A 20| O] H|E2 XI5t T =H|X'Jo| AfgiL|Ct.
Amazon FSx for NetApp ONTAP A= S AtE5t=
A2 2 X|HSHX| 1imitAggregateUsage "OFA|L .
HM3E % “vsadmin M= fsxadmin OZ|AH0|E
ArE™E MBI TridentE AHESHK HM|otoh= o] 2ot
Hoto| ZLtE|0f UX| AELICH * ASA R20| CHSH
XI™SHK| ORI A, *,

EE 2§ 3717t 0| 4L 2 3R
AIELICE 5 LUNOY CHel 2+2|5t=
37|18 Hgretect.

FlexVol2 Z|CH LUN == H2{[50, 200101 RL0{0F SfLICE.

=M SHZ Al ArEE ClH 1 S22 L|Ch. off A,
{"api":false, "method":true} =X sfZS TSt XtA|st
21 HO7 Hatt ZR7t OtL|H AFESHX| OYA|L.

ONTAP REST APIE At&%t= 22 07 HQIL|CL,
useREST E MHEl true B2 Trident= ONTAP
REST APIE ALE5t0] el =ot SEAlBtL|CH 2 MEE
AL false Trident= ONTAPI(ZAPI) &2 A28}
sHoll = of SABILICE O] 7|52 AHE35I2{™ ONTAP
9.11.1 O| 40| ZLBIL|C}. EESH AFEE|= ONTAP 212!
Aetofl= OHE2|AH 0| M| CHEE M| A HBHOo| RUO0{OF
ontapi gfL|C} O|= OJ2| Ho|El Hgtut Hetoy 2|sh
EZZ=EIL|C} vsadmin cluster-admin Trident 24.06
22| A 3l ONTAP 9.15.1 O|AEE =

useREST 7|2MOE & MHEE|M true YSL|LC
ONTAPI(ZAPIl) S £ AMESIEE 2 false HATLICE
useREST.

useREST NVMe/TCPO]| CHsl 2t Mt XA S 283

* X" =l AL ASA R20]| CHsH t

O —
*

iISCSI, nvme NVMe/TCP EE= fcp FC(SCSI over
Fibre Channel)E ME{S | iscsi AFSELICH

‘formatOptions &&= ZOY woiofCt

2o
HEE= YO el HIE +E XHdt=

o
O "mkfs> AFSELICH. O|FA 3tH 7|=

o

=
=

20| M2t =S EoY = ASLICEH. A
ZE2E HeQStD mkfs BH FMH H|Xot

formatOptionsE X|™dljoF ©LICt. O : »-

E NODEARD"

ontap-san % ‘ontap-san-economy

E2to[Hof M2t X[ E gL T

"“(7'%1_19%

100

null

true ONTAP 9.15.1 O|AF = X|

ot Ho

B o+ false.

iscsi H{ Q= E2
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oH7H 4

limitVolumeP
oolSize

denyNewVolum
ePools

EUZH AL Tt

—_

TridentO M= THE SME A MA Z2ZMAS

» -E nobiscard: *

* RX|, mkfs AlZH0]| E2
AEZ|X|OIN S5 AHTI R8%). 0| SM2 O O|4 AFBE|X| b= M
ext3 & ext4)0fl HEEL|LCE,
25 T2H|KUS 9t Hols 74 S

-t

T MAo|M ol2{et
x

PR

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone
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ONTAP-SAN-Economy SIS0l A LUNS ALEE If
SHEE £ U= X FlexVol 27| L|CE.

T M

BHAI= 7} LUNS Z35H=E M FlexVol 252 MMsHX|
Z25tEE ontap-san-economy MHL|CE 7|&

FlexVolZt Af PVS Z2H|Xdof| AtEL|Ct.

2 AFSH

o o

A

SZtoeF BE "giZ (M) E= "EE"(¥EH. *ASAR29|
42 = none AFTL|Ct*.

A28 AHAF HAHQILICEH * ASAR22| AL £ none
A-gtLCH >

MMEl 250 22 QoS MM IEQILICH AEE|X| &

[HHAI=0f| M qosPolicy &= adapativeQosPolicy &
SHLEE MEHBILICE TridentO|A QoS HM 152
At23l2{H ONTAP 9 .8 O|At0| LRBHLICH H|Z2R QoS
HM OES MEst M OF0| 4 74 40
HEXMOZE MEE|LF ol{of BLICL 3] QoS HH
J52 2E 29 & M|k st Migts
HEL|C}

MAE 2800 22 M3 QoS MM
AER|X| E/MA =0 qosPolicy E=
adapativeQosPolicy & StLIE MEHSILICE

AHLEOZ of2fEl =F2[ HIEYLICE * ASAR20]|
CHoH XIESHA DAL, .
SE0M SES

= =S =ZELIC

=
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HA
mv(7|%x_-||9§

ARE A ZSHK| OHYAI (M S0ll= £2|= AH|O|E ClHIO|A Sl ANPA/M T2 H|X ' &l
-K'E OiAIStH 2= b A2 B (xfs,

M2 ArE3HY 7|2 Z2H|N'Jd S MOoe = defaults JASLICL OIE S0, of2l 4 OHE

A=t

"true" * X| &=

Chol 2 A™ELIC true.
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“snapshotPolicy™

||7_I§\|"

42 ASAR2 * of



of7H H = Ad 7|22k
encryption  Af 2E0|M NetApp 28 LSSHNVE)S 2A8HstT,  "FALSE" * X|HE 22 ASAR2 * 0f
7127t2 2 HNBILICE false O] FME ALESI2{H ool 2 true M™TILICEH

NVE 20| dIA T} S2{AE A 243tz 0] QLO{0F BHL|CE.
SOl = 0| A NAEZ} 2 3tEl H 2 TridentOf| A

D ZH|NYE DE 282 NAEZL AF2 EIL|C} REA|SH
LH2 Ct2E "Trident’t NVE & NAES} ZH=S 6= it
"EESHIAL.

luksEncrypti LUKS 238 AMEELICH 2 "LUKS(Linux Unified ASAR29| AL "ZE false

on

Key Setup) AFE"&ZSHYAIL. ALt

tieringPolic "BIS"2 AMEdt= AlS HM * ASA R20]| sl X|HSHX|

y

oo *
ko=

nameTemplate AM2Xt XY 28 0|2 MAMs= HESAYLICE

22 o2 H|NY 9| o

Ch22 71=2440] Fol& o YLct.

version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: trident svm

username: admin

password: <password>

labels:

k8scluster: dev2

backend: dev2-sanbackend

storagePrefix: alternate-trident

debugTraceFlags:

api:

false

method: true
defaults:

spaceReserve: volume

gosPolicy: standard

spaceAllocation: 'false'

snapshotPolicy: default

snapshotReserve: '10'

®

E2I0|HE AHEot MHEl RE SE2| 2 ontap-san Trident= LUN HIEIH|O|E{E 85}V
?I3H FlexVolOll 10%2| 222 FIFEL|CE LUNS ALEXI7L PVCOIA @B st Metst 37|2

T 2H|XJELICE Trident= FlexVoldll 10%E 3=7FfLICHONTAPOIA AL 7153 37|2 EAIE).
O|M| AHEX7t QBT 718 EE HE = USLICH £t 0| HHOE QI A8 7Hsot S7t0| 23|
EE8E(X| 2= ot LUNO| ¢17| M&0| &= AS WX =+ UESLICE. ONTAP-SAN-ZH|0= HEE[X]|
obAL|Ct.

LS
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2 HolSt= HAIEQ| AL snapshotReserve Trident= LSt 20| 2& 37|18 AlLteiL|Ct.
Total volume size = [(PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

1.12 LUN HIEIH|O|EHE £85}7] ?I6H FlexVold| F£7t=|= 10%2] Trident®ILIC = 5%, PVC A = 5GiB2e| E<

Aggregate State Size Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB 5.00GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

x| ol o

CHE ool M= CHEE2| 07 B2 7|2URE F= 7|2 #4842 B0 SLIC 0l= HAES Folsh= 71 4
HHEHOlL|C}
odd -

Ho

@ NetApp ONTAP on Trident2t 27Hl Amazon FSxE AF&5H= E2, NetApp2 IP F=4 CHA LIFO]|
[t DNS 0|22 X|H& 2g HEShL|CH

ONTAP SANZ| o

C2jO|HE ArEdtE 7|2 #HYLILE ontap-san

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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MetroCluster 0|

Het 5l ek Sof| Al HOlE #3522 HUHO|EY eIt == WAEE 8 = "SVM =H| &l 57
Ct

UKILH 5! AX|Ho| AR E ALESIH SVM2 X|HSt1 managementLIF Of7 H4E MeFetL|CE

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

ONTAP SAN ZH|M9| of

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>


https://docs.netapp.com/ko-kr/trident-2502/trident-reco/backup.html#svm-replication-and-recovery
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ASAM 7|8k 152l of

O] 7|2 7 !|0|M= clientCertificate clientPrivateKey % trustedCACertificate
(EAEE CAE ME%t= 22 ME AFg)7t Ol HRIX| 1L backend. json SEI0|HE 2IZ A, 712l 7| &
EHAEE CAQSANO base64= QAL E Zf2 22t 7t ZLICE.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
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QrdtsE CHAP O
O| tlofME B MEEl true HHAHIEE ysecHap MATIHL|CE
ONTAP SAN CHAPZS]| o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN 0|2 =0] CHAPZ2| 0f

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP 0f

ONTAP HAIE0|A NVMeZE 7LHEl SVMO| QL0{0F BFL|CE. NVMe/TCPO| CHot 7| & Bl = 1 IL|C},

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

FCP(SCSI over FC) 0|

ONTAP HA =0 M FCZ SVME F+ddtiof RfLICt. FCOf| CHet 7|2 #All= g LIt

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP-SAN-O|Z 0] =2t0|Ho| CHet SM of

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

7te E9| il = of

Ol2{st MZ sl E Ho| mUNN EX 7242 ZE AEZ|X| E0|| CHsH HE(0l: spaceReserve 83,
spaceAllocation A&, HA encryption) 7t E2 AE2|X| MMof He|ElL|C}.

C}
=]

fuet

Trident= "Comments" ZE0| ZTZH|X'd 2|0|&2 AHTILICE FlexVol volume Trident0f] 40| A ™ E 2
Al 7t 20| e ZE 20|22 AEE|X| 250 F ZEXTLICt Mo E Qs AEE|X| ZE2|Xt= JHM4 E 8l 08
=EEZ 20|22 Yo|2EE Holg 4 JSLIC.
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ONTAP SANZ2| o
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84

version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN ZHX|A9| of

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP 0

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

8ol = £ StorageClassesOi| OHZIBHL|C}

CtS StorageClass o= 2 714 2| o= o|HESHYAI2. 2 StorageClass = HEE A&
parameters.selector &2 SALGH= O ALY £ Q= 7ty 22 S ELICL MEfSH 714 F0| S EO|

Hol&[0f AFLICE

* protection-gold StorageClass= SMAESl A Wiy JtA Zof O ELICH. “ontap-san &
g 23 7|58 M35tk RS SQLICH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

T oM 3 M ) Tty Eof| ofEELCH
IL|Ct
= .

* protection-not-gold StorageClass= HHAIEQ]
‘ontap-san = 0|2|9| ES #+F2 H3ot= T =2
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

app-mysqgldb StorageClasse HAEQ| M Huj 7t Zof| DHHELICH. “ontap-san-economy
mysqldb R4 ol Ciiet AEE|X] E M S HSot= Yot ELIC

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClasse= A=l = HHIWY 7tA Z0f
L ELICH. “ontap-san &H 2¥ 2= 5! 20,000EQE MEE M| 3ot= FLT

M
2
r
n
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k StorageClasse HHAEQl M| Hm| JtA ZExnp #HAlEO| | MW JHA “ontap-
san-economy =0 OHEEIL|CE ontap-san 5000 2&|S ZQIEE HRot RS E AMH|AL|CE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClasst £ A2l EZI0|H2| “sanType: nvme 7H4 Z0| ontap-san
O ELICH testaprp O| A2 RAUTH E MARJULICH testapp

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident= O 7HA Z0| MEHE|=X] 2Hst AEE|X| @F AFY0| ZFE|=X| &gt

ONTAP NAS =2}0|H

ONTAP NAS E210|H 7R

rr

ONTAP % Cloud Volumes ONTAP NAS EZ20|HHE AF235I0{ ONTAP HHAIEE 1St
HHEHOf| CHol LOEMA|L.
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ONTAP NAS E2(0[H ME HEQLICE

Trident= ONTAP S AEQt 4l = JEF OIS 22 NAS 2E2|X| E2I0[H E H|S Lt X E= AN

2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)LCH.

E2I0[H IZEE =25 2L OHMA REJE X[ ELICH XEE= OIHY A|AH
ontap-nas NFS SMBZ I} A|AEI  RWO, ROX, rwx, RWOP "™ nfs smb

HZESHIAIR

ontap-nas-economy NFS SMBZE IO} A|AEI  RWO, ROX, rwx, RWOP "™ nfs smb
EXSHAAL

ontap-nas-flexgroup NFSSMBE I A|AH RWO, ROX, rwx, RWOP ™ nfs smb
KXSIAAIL

* ‘ontap-san-economy' & =& AFEE 7t HLI 52 A2 E 0|k = 30T X[ ==
ONTAP & H[eH"AFEELICE

ontap-nas-economy @7 =28 AE 37t CHSELCH 31 “ontap-san-economy
E2I0|HE ALY £ gl= B20|Tt "X 2 E[= ONTAP =& H[otAtggLCt.

@ * CIoJE] H=z, T3l S5 L= 0|SH0| Y A= Of&tEl= 0= AFZ5HX| O A2
ontap—-nas—-economy.

* NetApp= ONTAP-SANZ H|2|$t 2= ONTAP =2t0|HO|A FlexVol AH5 SHEHS AESHA| b=

Z40| Z&LICt. o] 2H|E sHZdtHAH TridentO| A A< o|H| 27 AF2E XISt 10| what
FlexVol 2&2| 27|2 Z=H%fLICt.

ArEXRE A

= ONTAP EE= SVM #2|XI2 Aalsof otH, YutM oz 2 AE AL vsadmin EE= SVM AFEXL E=
7

Trident=
Zte oste Jix| |:|-E 0|29 AHEXE MY admin HLICE

Amazon FSx for NetApp ONTAP HHE 2| AL Trident2 22{AE AF2X} L= vsadmin SVM AF2XIE AFRSHH

ONTAP EE= SVM BE|XI2 AHEIHLE fsxadmin SYsH A& Jt7l L2 0| E9o| ArEXIE AAsHoF StL|Ct.
‘fsxadmin‘Ar%XrE SHAH ZE2|XHE FMetHO 2 CHAM[EL|C.

limitAggregateUsage W] H4E AMEStE{H Z2{AH 22| #oo| HREL|Ct.
@ Trident@ &M Amazon FSx for NetApp ONTAPE ALET f
‘limitAggregateUsage D7 BHa= B! fsxadmin AFE2 AL A™EOA 2SS SHX| vsadmin
StSLICH O] o7 M5 X|™SHH Lo Zro| AmigtL|Ct.

Trident =2t0|H7F A = = O HMeHA 2l %*% ONTAP Lof 2t —1‘— %!XI':.'J HESHX| §4ELICE. Tridentel
CHRE 22 MZ22 Z2[Z0ME 7L APIE 2 E6IE2 ¢30|=7} 01 LR7 &5ty el&LCt.

ONTAP NAS =Z2I0[HHE AIE3I0] WA= S e ZH| S &LCt

ONTAP NAS EZ|0|HE AFE25I0{ ONTAP HiAIEE A MSHY| 2ot 27 AMS, 15 M Y

YAZE HHMS ofsfBiLiC
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= 0|42 E2tO|HE ML & & StLIE 7t2|7|= AEL|X| 2HAE MUY = JUSLICLUE &
EZI0|HE AHE3dt= Gold 2222t sifE E2t0|HE A& 3t= Bronze ontap-nas-economy 2E{AE 714

£ ontap-nas USLICE.

—_

* EE Kubernetes ZIX} . E0f| ot NFS S0| AX|=|0] QOJOF SLICE "0f7|"XiM|EH LHE2 S HZESHIAIL.
o =
- =

* Trident= Windows = E0| M Mg = Pod0f| OFR2EEl SMB 282 X|[ELICH XIAISH LHE
TZH|NY S Qs ZH| &XHUAIL.

ONTAP H{AIEE QIZorL|Ct
Trident= ONTAP HAIEE Q15 st= F 7HX| 2EE NS EL|C.
* X4 39 7|8k 0| ZE0|M= ONTAP Wl =of| Ciet Z2%F #3to] ZRSfL|C ONTAP HE 19|

I =Xe]
| CHststE{ ™ = I vsadmin 20| OJ2] Mo|El Hot 2901 Agtut AAE A ™S At8st= 40| £5
admin.

tda

A
L|Ct

OIZ A 7|t O] REO|AM = Trident?t ONTAP 22 AE e E
SILICE O] A2 dHoll= Holofl= Z22I0|AHE QB A, 7| & A
o|3L

St7| 2|3l Wl =of| IS A
(=13 Alg|st

-_— O =

G E Z40| AOF FLICHAHT).

17F X =|0f Lofof
= A= CAQ

O|Z A 9| Base64Z=

0f0 r>=

| 0|S5t7| ?l8 7| & MHA=S AUCIO|ESR = AFLICH 2Lt oF Hojl
AHOZ HEtotH Molle Lol M 7|ZE S ®AHHOF BiLICt.

() NAZ3EAsA- S 2% HBdten ok 74 Thelol 8 olyel o1F wHol MBE s o
HFAH HH
=] =

A 5 7lEt 2SS ASELICH

OF

H SVM Hel/22AH Hel 2t2|Xtof| et Xtz ZFo| 2RfLICt E=
vsadmin 2t Z2 0/2] A= ME3h= 0| ZELICH admin. MHEtM S Trident H2[A0M AHEE
715 APIE &S = A= &= ONTAP 22|=2t9| 2o EFELICH AL X 2ot 210l HEE S0
Trident@ &H AFEE 2= UAX|TH FFSIR= 4&LICH

Trident2 ONTAP SHAl=EQt EASHY| 9|
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSONS EZESHAIR

"version": 1,

"backendName": "ExampleBackend",

"storageDriverName": "ontap-nas",

"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

}

ol Hol= X2 SHO| Yt HAER XFE|S QU IK|2HE Kol ROISHIAIL. HASTH MAE S A}
0|2/2%s = Baseb4 2 QI AL E|0 Kubernetes A4S 2 K EHEIL|CEH EHAl= o] MAM/IElS Xt ZTHof| Cist X|AlO|
oot RS CHARJILICE w2tM Kubernetes/AER|X| BE|XPIF £l ~ s 2| ME =G AL|CE

ol == OIZ NS AHS310] ONTAP Hell =0t SA1%H 4 9

o>

* clientCertificate: Base642 Q13
* clientPrivateKey: Base64 - HZ =l 72!
S

* TrustedCACertificate: A 2|2 S =
2 0| Oj7H HE-E NI Solof gL|Ct ME[E 4 A= CATF AFEE|X| O™ 0| 22

LS — — =

2etEel 3 E20= o BHAZF ZEE LI

1. S2I0|AHE QABM I 7|5 HdetL|Ch MH Al CN(2EH 0|5)S ONTAP AIEXtE HHSEIY QBSHAIR.

LICt. il = |0l = Ml ZkX| OH7H H==T}
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

Sk A
= T

L|C}.

im0

= CA
AE

IS ME ONTAP 22{2E0]| =7tetL|Ct Ol AE2|X| 22|X}7} o|0] A2|eh A 4
2 CA

(o]
= CAZ} ALEE|X| Qi FAIRHLCE.

ol el
o>

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP 22 AE{0f| 22I0|AHE QS M 8l 7|(1CHA)E MAX|EHL|Ct.

4. ONTAP E¢t 279| Adsto| ol

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

HHH S X|[SH=X| cert RITILICEH

ol

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

S. MHE QISME A5t 215 S HIAERLICE ONTAP 22| LIF> % <SVM 0|E>& 22| LIF IP 3 SVM

0|20 HHEL|Ct LIFQ| MH|A M&Ho| 2 M™E|0] U=X| 2l8H0F default-data-management L|CH

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64Z QIEA, 7| L A=Y & A= CAYBME TG HLICE

base64 -w 0 k8senv.pem >> cert baset64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4



7. O CHAIO|M F2 2tE AHE5He] WA =S WdRlL|Tt.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident
o —— et et it
- F—— +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
o - Rt et bt
o F—————— +
| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |
o —— o et bt et P
- e +
21E S YO|O|EStALE XHH ZE S 2defL|Ct
CI2 Q15 2P S A SI7iLE X2 5SS HSIEE 7| = HACS HB0|ES 4 YLICE 0| A SH3 AR 0|S
/LB E AHESt= HAEE 0%1\1% Af%&E% .:.HIOIE%* = AN IBME AESH= HAEE= ALEXL 0| E/Y=

J|gto 2 AM|0|EY HE M7t M 21F B S F=Itslof ghu|ct O&
Che Aldie 2~ ooy |_—r7|' E.:.E.J °:=1|:‘||0|EE| backend.Json OUZS tridentctl update backend

AtEeLct.

;9
>.
r
_|T|_
o
opt
kS
Ot
ih)
2
:i
I
ro
Ol
oz
T
o

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas"
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
e ittt e ittt b o
T e i+
| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |
R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

AT E oM o AE2|X| P2 K= HA ONTAPOIM AH8XIS| &= S 4C|0| EdHof BiLiCt. O

@ EF%OHE HAE HOIO|EZL ASLICEH ASME =|HE M of2] ASME MEXOA FIH =
ALICH 33 ChZ HAETH HHO[EE|0] M ASME AFERILICE J2{H ONTAP S2{AE0M

O] ASME AHE =+ ASLICE

HHAIEE OO EsH e 0] MM E EF0I Chet AMAT STE|AHLE O|F0f| MMEl =& AZ F&S 0/X|X|
USLICH A UHO|EO| HB5HH Trident’t ONTAP A=t SLGIH 2 2& HAUS M2 = AS2S

LIEFE LT,

Trident0l| CH3t AF2XF X| X ONTAP S &S AMASH|CH

PrivilegesOll A S g I ONTAP 22[X} H=E A EY HRIt SES A2 TridentE ONTAP 22{AH
oats AHMTE & Ol NE=2

UELICEH Trident HHAlE LMo Xt 0|22 EESHH Trident2 AF2X7t A ONTAP
5‘31&51 A2 A8 St 2P S T CE

Trident AFE X X[ gt MM CHSE XIS LHE 2 2 "Trident AFE AL K& Sgt MM T|"EHTSHMAIL.
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ONTAP CLI AtE
1. Ch2 S8 S ALEsto] Af et S WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHET]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role

<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

1.« AFSRH X1 2t A -

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM Z['H0j| M ALEX X[ ™ A g Mdste{H * AEZ|X| > AER[X| VM >> BF > MR X g+ 2
MEHBIL|CE required SVM.

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHSL|CY.

—

C. & * OfHollAf * + X7} * = Meyei|ct
o
|

gofl thet #AlS Folstn * ME + & S=igLCt
S Trident ALEXOA| OHE *: + * ALEX} S HE * H|O[X[0f| M THS EHAIE +HSHUAIL.

=
Xt * OF2Hoi| A 3=7t OtO[ 2 * + * & MEHBIL|CY.

N

*
| =2
ot

o
-

b. HL3t ALEX} 0|ES MEHSHL * Role * Off L3t EECHR HiwR0HIM FES MefelL|Ct.
c. M#* = S=eLCt

KtMISt 82 ChS HO|X|E EE5IHAIL.

* "ONTAP Z2|E 2ot ArEXL X[F HE" = "AF AL AIE JES Folgot

oIS Ol ALSR} T

NFS A AZE Hug palgi|ct

Trident= NFS AALE HMS ALESI0] T2H|X'Jet SF0I| Chet BMAE HO{FL|CE
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* Trident= HARE FHM XHE SHOZE e & USLICE 0| 2 ZEUHM 2EE|X| 22|Xt= SIEE = IP
F2E LIEHHE CIDR ZEQ = % X|I’getL|Ct. Trident= 0|2t t“-‘?—I(HI 6H: HE 7tse LE IPE AAl Al
S22 UEWT| Mol =7HEfLICt. = CIDRE XK 42H AA == 280 A= E0M H2 2E

324 el QLIAHAE IP7} AT E HHo| 27FELICH
© AEZ|X| BEXtE AARE HHES WYt FA S 52
0| XIHsHX| gtz ot Trident= 7|2 AALE HAHS AL

LS 1=

27F2 4 YBLICH PO 12 AATE HA

YATE HHS SHOE Bal

Trident'= ONTAP #IS 0| Tt HALE HMS SHOZ Be|ots 7|53 MBBLIC T2t AE2|x| Be|Rt=
PAIR FAS £SO OISt Al XX} -E PO SIBEIE F4 B7HS NFE 4 UBLICH AATE HH
22|12 2| ZtABfOID R, YALE YHS £M6HE Cf 0|4 AE2|K| AL et £5 H0| WX
QrLICE 8t 0|27 o1 EES DI Esim AHE Hel Lol IPS 2= SIX} =0k AE2(X| 22 AR0| Chet
AHAZ HBrsto] MESHE Xt Bl S KItLic

SH UEL7| Mg ALY mi= NAT(Network Address Translation)E AFESHXA| OHYA|2. NATE
()  Agstel Asalx) AESels MK P SAE 47} 0fLjat BRIEQIE NAT 548 Q4322
LHEL7| 810 RISHs B20] QOB AHHATL HRELIC,

of

T MR 8 S92 ALE00f LICh ChE2 WA= Folo| of LCt.

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

0] 7|52 MEY W= SVME| RE uXxtHE0| .= CIDR E5(0: 7|2 AAZE HM)S 5125t=
°—*!£EE A3 H Ol ol MY E AAZE FHO| Q=X| 2HI6HOF BfLILE Trident HE SVME
AFE3I2{H &4 NetApp ZHE ZH AfE|E MEHAL.

©

CtE2 219l OlE AFE3H0] 0] 7|50| ZSdts Y4{of chet 2FLICt

* autoExportPolicy 7t 2 HBH™E[H true YSLICE O|= TridentO] SVMO]| CHoH Of BHAEZ T = H| X L=l 2}
=50l ot AATE MMZS sym1 MMSID FA SES AMESIH 2] F71 2 ANE autoexportCIDRs
Me|gLCt SE0| =20 HZE m7tX| 282 4] gl0| ¢l AAZE MMZ ALSHH SEOf Cist JX| gt=
HM|AE Kttt 2 80| =20 AAE|H Tridentd| A X[HEl CIDR £ LHY| LE IPE ZE&6t= 7|2
gtree?t Z2 O|29| AARTE HMS MMTILICE 0[2{3t IP= A9l FlexVol volumed| A AF238H= LYE LY
Mo = FItEILICH
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° 0| =9 L3 25U Ch
* BHRIE YUID 403b5326-8482-40dB-96d0-d83fb3f4daec

autoExportPolicy 2 MHEBILICt true

AER|X| HEARLICH trident
= PVC UUID a79bcf5f-7b6d-4a40-9876-€2551f159c1¢c

0|£0| Trident_PVC_a79bcf5f_7b6d_4a40_9876_e2551f159c1c?! FlexVol gtreel| CHSE AA L E

M* 0|20] QI gtreedl| LSt trident-403b5326-8482-40db96d0-d83fb3f4daec HAALZE
I-IIH

trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc SVMO| HEE gl AATE HMS
trident empty MAMBILICL FlexVol AAZE HH X2 gtree AATE MHHoj| ZTEHEl = FXlo|

Ab9| TEto] ELICH ¥ LHELY| MM AZEX| g2 BE EF0M CHA| AL ELICH

. autoExportCIDRs FA EE SES TooiL|C o] EE= MEH AFEO|H 7|2M 2 £ ['0.0.0.0/0", /0"
LICH HOE|X| 42 HLR Trident= XX 20| U= BE HY HRQ RLIFHAE FAE AA S &
Ittt

O] ol M= 192.168.0.0/24 4 SZH0| MISELICE Ol ZAHZ=0| A= 0] F4 Helof 5%'— Kubernetes ===
IPZ} TridentOl| M ‘443t AARZE YMof| RIHEICHE WS LIEFHLICE Trident=s AdE= L EE SEY 0 =9
IP =25 HASHH 0|A ®ISdts —’F—_’t SE1 CHZSH 2QIRIL|Cl autoExportCIDRs. 71IAI Al IPE BE-St 2
Trident= AlA| CH&t .. =20 2210|E IPOY| Ciet LIELHZ| E™ 7% 2HELICE

M
Hra

HHoll = £ 2 % autoExportCIDRs HAEE AMHO|ESY 4+ autoExportPolicy UELICE 7|= CIDRS
s = #a|stHLE AH|SH= HA =0 A CIDRE F7H2 = UELICEH CIDRE A = 7| & HZAO0| UK
o} 2 XO|5i0F SHL|CH HHOI= off CHAH H|SHAISHSI T AS 02 AMME| IATE XMMOZ Zalst AL

i re

autoExportPolicy USLICH O|E {IsiA= WA= ol o7 H+-E HH-HOF exportpPolicy BLICH
TridentOl|A] BHAEE MMSHHLE FOIO|ESt = E£= ST tridentbackend CRDE AHESI0] HAIEE =toleh &

tridentctl USLILCE.

97



./tridentctl get backends ontap nas auto export -n trident -o yaml
items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

LB MAEE Tridents ZE AATE HMS 2fQISH0 L =0f s St= MM A FEIS HAHELICE Trident=
el 2= Ao LIELT| HMO|M 0] L= IPE MAHSHH SR AES| M =E20|M 0] IPE THAESHX| 8= ot 23
Or2EE YX|RLC).
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Atso = 2eElgd = UASLICE o[ A 5tH Hett 22 #AlE9| UUID X gtree O|E2 HA HHEE = 7H| M
MAELICEH 20| U= EE2 OH2E SHMRUCHIt CHA| OFR2ESHH M2 MME AATE MHMS

AtERiLCE.

ARoHH SHO=Z WHE 27| YHMO| AK|EL|C.
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2l0|HHE AI235I0 SMB 282 Z2H|XMYe & ontap-nas Y&LICH

ONTAP 2I|0]A SHAEHE 2/¢t SMB 282 4 M5I2{H SVMOIM NFS 2! SMB/CIFS
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SMB 2&& ZZH|Xdol2{H HA| CHE &=0]| L0{0F LTt

[= 2]

* Linux ZIEE2] & % Windows Server 20225 &&5t= Windows 2IXt = E7} Q= Kubernetes S2{AE
Trident= Windows E:EOHH It ML= Pod0]| OFREEl SMB 2&2 X &fLICt.

* Active Directory XtZ ZHO| Zat=l Trident S 7} StLt O| A JUELICH H|L MM

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

* Windows AMH|AZ M EI CS| ZEA|, £ “csi-proxy A5t H WindowsH| A A& E|= Kubernetes .= =9]
7:' O [CLn

4L E= "GitHub: Windows& CSI ZEA|"E "GitHub:CSI ZEA|"HESHIA2.
|

1. Z2|0|A ONTAP| 3L MEHOR SMB BRE MA5t7{L Tridentoll M RS WA 4 &LIC

@ ONTAPE Amazon FSx0ll= SMB 377 2R Ct.

9 20 AHCIZ AFE5I7LE ONTAP CLIE AISt= 5 7HX| & & SILIE SMB 22|kt S[fE Mde
"Microsoft 2t2| ZZ"UELICH. ONTAP CLIE AFESIH SMB 3RE MAMSHHH CIS2 MEAHAL.

a mast A

—

Okl

ROl ot Cl2EE| H2 28 Yoot

O]l vserver cifs share create BHLS SRE WMst= S0t -path M0 X|HE HZE SQlgL|Ct
Xdst A27} gle™ HFo| MojgL|ct,

b. X|MEl SVMzt HZEEI SMB 2RE MAstL|CE

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]

C.

Ok

Rt HGEI A= ARt

=

vserver cifs share show -share-name share name

(D) ®ME hES 2 SVB 2RE ML ETSHIAR,

O

2. HHAlE S MMS 1 SMB 252 XHSIHH O3

=Ea =

S TelioF LT 2 E FSx for ONTAP HolE 718 E82 &
"ONTAP 715 84 % O[H|2 FSX"EESHIAL.
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

% ontap-nas-flexgroups 2 A ontap-nas Trident= O|H| MZ& AAS AESIHH FlexVol2| 27|7t
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SfHY = OH QFE SULLL M2 SUS 2 = AFLICE v21.07 O|HO= ALEXIZL AHM BHE S2tS
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ALk
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Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

5GIBYILICE. 0l AL2Xt7HPVC R4 28 HULICH 0] volume show BHE CrS oIX|et A Z2tE
HA[SHOF LI,

snapshotReserve = 50%, PVC request = 5GiB2| 2%, & 2& 37|= 5/.5 = 10GiBO| 1 A8 7ts¢t 37[=
o <)
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Ho

CH2 ool M= RS O HaE 7|2UCE R 7|2 F82 BEo FLIT. ol= MA=E Holst= 7H 4
HFE Ol |}
odd .

(D TridentZt /= NetApp ONTAPO|A Amazon FSxE At238t= A IP A CHAl LIFO]| st DNS

0|2 XIFst= Aol EELICH.

ONTAP NAS ZH|d2| of

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup 0

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 0|

et B0f HAl= YO|E +F2= UHO|EY 2RI YT HASE P4 + "SVM =X & =+
Cf

% svm Of7H HEE AHESHH SVME K| ™St managementLIF

S
tZ&LItt.

-.-10

AQK|LH 5! *°|X|HH°| i34
Ct. dataLIF GIE @ CIS2

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB =E&2| o L|Ct

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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gt 2152 of

O| A2 %[ HHAE M O|RLICH clientCertificate, clientPrivateKey %
trustedCACertificate (ME[E £ U= CAE AESH= 2 ME A7t ofl YKL backend. json

S2H0|UE IS, 712l 7] & dl=E & A=

0|
B}
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1

backendName:

version:
DefaultNASBackend
storageDriverName: ontap-nas
10.0.0.1
10.0.0.15

svm: nfs svm

managementLIF:
dataLIF':

ZXR0OZXJWYXB
vciwKIyAgZG.
trustedCACertificate: zcyBbaG.

storagePrefix: myPrefix

clientCertificate:

clientPrivateKey:

AAZE HHo| of

O|o[ M= TridentO| A S& AAZE HMS ALZSI0 AATE MM XSO 2 Mo 8l 22|t
HE 20| ELICE % ontap-nas-flexgroup E2F0|HO| = SLSH| ontap-nas-economy

1

storageDriverName:

version:
ontap-nas
10.0.0.1
10.0.0.2
svm nfs
labels:
k8scluster:
backend:
autoExportPolicy: true
autoExportCIDRs:
10.0.0.0/24

username:

managementLIF:
dataLIF:

svm:

testl-nasbackend

admin
password: password

nfsMountOptions: nfsvers=4

CA 213X 2| baseb4 =

o
ARGE AUS

...ICMgJ3BhcGVyc?2
. .0cnksIGR1c2NyaX
. .b3Igb3duIGNsYXNz

test-cluster-east-1la

P ELIL).

=

=
x
=~

ot

=
S)

—

SfLct.



IPv6 =4 O

Ol Oflof| A= IPv6 =& AHE S 2O managementLIF &LICI.

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB 228 A25l= ONTAPE Amazon FSx2| 0f

‘smbShare SMB 2852 AI2%l= rFSx for ONTAPOH| O§7H HHLIF ZQSHL|CEH.

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

7ty 2o M=

=2

Otz EAIEl MZ sl = Ho| mAof|A ZE AEE|X| E0i| ol EF 7| 2240 BHE[N] JSLICHO:
spaceReserve 918, spaceAllocation &, A& encryption). 7t& 22 AEZ|X| MMof Ho|ElL|C}.
Trident= "Comments" ZE0f| ZZH|X'H 20|22 HHELICt BH2 9| FlexVol ontap-nas £ 9
FlexGroupOll ontap-nas-flexgroup M ELICt Trident= Z2H|X'E Al 714 20f| l= 2 E 20|22
AEE|X| SEO| SXMLICH Mo E 2o AEZ|X| #E|Xt= 7t E B O SEEE 80|22 20|28 E Molg
olaL|Ct

M H .

O] oM LB AER[X| 22 XA, spaceAllocation X encryption 42 Bl spaceReserve YH E2
7|22 XAl
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ONTAP NASZ2| of

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin
password: <passwo
nfsMountOptions:
defaults:

: ontap—-nas
.0.0.1

rd>
nfsvers=4

spaceReserve: none

encryption: "false"

gosPolicy: standard

labels:

store: nas store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:

app: msoffice

cost: "100"

zone: us_east la

defaults:

spaceReserve: volume

encryption:

"true"

unixPermissions: "0755"

adaptiveQosPolicy: adaptive-premium

- labels:
app: slack
cost: "75"

zone: us_east 1b

defaults:

spaceReserve . none

encryption:

"true"

unixPermissions: "0755"

- labels:
department:

legal

creditpoints: "5000"
zone: us_east 1b

defaults:

spaceReserve: none

encryption:

"true"

unixPermissions: "0755"

- labels:

1M
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup?| of

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS ZH|A9| of

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

Eioll = 2 StorageClassesOi| DN/ EHL|Ct

C}S StorageClass Hol= 2
parameters.selector =5
Ho|x|0] AELICE.

A 2t StorageClass = ZEE AHE5H0]
ob = ‘EAE 7t S8 = ELLICE MEfSt JHA 0| S &0

. protection—gold‘StorageClass'.: soll=ol X | S £ i 7td Zo oEELICH. Contap-
nas-flexgroup =& 2|8l B2 7|5E H3st= Lt SLILCL.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

. protection—not—gold‘StorageClass" sl = 9| H Hw 7ta =0 ojEELoct.
‘ontap-nas-flexgroup = 0|22 E3 £&F2 HM|Sdt= YT SQLICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

app-mysgldb StorageClasse= WA= | Hu JtA FZ0| DHZELICE,

‘ontap-nas mysqldb &
Afoil CHet AEZ|X| & FEE MSdt= RS EULICH

=
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClass

SHAl=ol Al Hm| JtA Zof
OHEELICH. “ontap-nas-flexgroup &H 2% 25 5! 20,000XQE %

HElE MSots fee YL

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

. creditpoints 5k StorageClasse HMAEQ| M| Hm JH4

b ZE1p WilEo| &= B “ontap-nas-
economy 7t E0| OfZEILIC ontap-nas 5000 32X ZQEE H

Rt RS E MH[AYL T

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Trident= O 744t Z20| MEHE|=X] 2FS D AEL|X| T A0 SFE[=X] &lgtLct.

Zx7| 24 = YH[0|E dataLIF

X7 78 2 O3 B S S A HAIE JSON IHof AH|O|EE HIO|E LIFE M3 & A&LICH

IJIo
o

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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@ PVC} 8Lt EE= 02| 7HQ| Poddl| HZE AL, M2 H|0|E LIF7I M52 H siedt=s D= PodE
Z =0t LIS CHA| =2{2f0F gfL|CH.

NetApp ONTAPE Amazon FSx
Trident= Amazon FSx for NetApp ONTAPS} &HH| At EAA|

"NetApp ONTAPE Amazon FSx" & 1Z40| NetApp ONTAP AEZ|X| & H|A[of 7|2tst
oY A|AERIZ A|ZISED AAlish £~ QUEE X|§l5H= et J?_*E'-I ad AWS A‘IHI¢°'L|EF. ONTAPE
FSXE AH25IH 2|3t NetApp 7I", s A 22| 7|52 &dl= sAlol, AWSO| H|O|EHE
XZot= o ohE thed, By, 2ot 2“‘“&!% 2 8g & UASLICE ONTAPE FSX&=
ONTAP I}l A|AE] 7|55 U B3| APIS X|IBiL|ct,

Amazon FSx for NetApp ONTAP It A|ABIZ Trident2t S50 Amazon EKS(Elastic Kubernetes

Service)H| A A= Kubernetes 22{AE 7 ONTAPO|A X|st= 28 Y I F3 282 TZH|HLEY
UEE g £ JASLICE

.‘

oY A|AEI2 Amazon FSx2| £8 2|AAO0|H, O]= AtLH ONTAP S2{AEQt QAFSLICE ZH SVM LHOf| A ThY
AAEIY DU ot ECE XZESH= HI0|E HH|0|L{Ql StLt O] Ato] E&ES MM £ AESLICE Amazon FSx for
NetApp ONTAP2 2220 A 22| oY A|ARIOCZ XS EIL Er. AHE% nr%' AAH 2315 * NetApp ONTAP *
2t efL|C},

TridentE Amazon FSx for NetApp ONTAP2} 2HH| AtE5HH Amazon EKS(Elastic Kubernetes Service)H| A
ML= Kubernetes 2 AE{7F ONTAPOIM X|2ldt= £8 H I 4 28S T2H[NIY & USLICH
27 At

"Trident 2 TAF2H"FSx for ONTAPE Trident2t Egtotz{™ CtS0| 2L |C.

* O] @X|El 7|Z& Amazon EKS 22{AH = XA 22|d Kubernetes kubectl 22{AH

* S{AHO ZAX LEOA HZEE £ Q= NetApp ONTAP It A|AEIE J|Z= Amazon FSx % SVM(Storage
Virtual Machine).

* Of| CHSH Z=H|El ZIAX} L E'NFS E= iSCSI”

@ EKS AMI 30| [t2t Amazon Linux % Ubuntu(AMI0| 23t == ZH| thA| S m2tof
"Amazon Machine Images(Ot0tE {2l O|O|X|)" &tL|Ct,

k= PN
°* SMB =8
° SMB 282 E20|HEt AF8E ontap-nas & UYSLICL.
° Trident EKS OHE20{|A|= SMB 2&0| X| ¥ E[X| et&LICt

° Trident= Windows L EOMOE MHE| = Podof| OFR2EEl SMB 258 X|{EL|C XISt LIS & "SMB
=5 TZH|NY S It ZH|" HZ5IAA 2.

* Trident 24.02 O|F0f|= XI5 20| EMSHEl Amazon FSx It A|AEIN|A MMEl 222 TridentOl| A AbH|E
2= UAELICE Trident 24.02 O| A MM O] EH|E HX|SI2H fsxFilesystemID AWS FSx for ONTAPZS|
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sl = M IO, AWS, apikey AWS apiRegion W AWSE secretKey A|™EL|CE

| X9 2 Tridento|
a

Lol

Tridentdl| IAM S S X|Hot= B2, apiKey U secretkey HEE H
2
H =

() RE8IR %OIE ELIC apiregion. KHE LIBS & "ONTAP 4]
FSX'"EZSHHAIL.

A
o

ol

[

Ol

Trident= & 7tX| 915 REE K|S ELICE

* XtH 3F 7(8H(HE): Xt

2
|
THE MBS AEE 4 9

AN

BEE AWS Secrets Manager0l| Q™ SHA| M ESLICE DY A|A E= SVMO|
UELICE fsxadmin vsadmin .

Trident2 SVM AtEXtE MEStHLE SUot AL S JHEl CHE 0| F 2| ALEXLE A& sHof

vsadmin &L|Ct. Amazon FSx for NetApp ONTAPO|= fsxadmin ONTAP 22 AH AIEXIE

I1|‘ﬂ75'.'9§ CHAISHE AFE2AEE admin /}ELICE Trident2t 2HH £ AMESH= vsadmin 0|
SLIC}

O

* QIEM 7|4k TridentS SVMO| MX|E QIEME AFRSI0] FSx IHY A|AEI0| SyMa EAIFLICH
QI Aol CHEH APMIE LIRS Satol RE0l T3t JIES AESHIAIL.

* "ONTAP NAS ¢IZ"
* "ONTAP SAN 213"

HIAEE otOpE M4 o|O|X[(AMI)

EKS Z2{AEE CHYst 2 HIX|E X[&SHK| T AWS= ZiE|0[L 5! EKSOI| CHS £ AMI(Amazon Machine
Images)E XM} ELICt CFS AMIE= Trident 24.100{| A EHAEE|A}SLICH

ofa| NAS NAS - ZHd SANZ HZESHYAI2  SAN - ZHY
AL2023 x86 64 ST o o o o
ANDARDE

EESHIAIR

AL2 x86 B4Z of ol Off*+ Off**
EXSHIAIR

BOTTLEROCKET x of * o sch ole sich ole
86_645

EESHAIR

AL2023 ARM 64 S o of o o
TANDARDE

KEXSHAIAIQ

AL2 ARM 642 of oll Off** Off**
EZSHIAIR

BOTTLEROCKET_A o * o sk ole et gle
RM_ 642

KRS
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s * OI2E SMO|A "nolock"S AFE38HOF BHL|CT.

* L EZ CHAl AZSHA] @810 PVE ARIE &= SIELICE

LS 1=

15t AMIZH 01710 LIZE|X] h2 A XIIE|X| oH=Chs o|oj= obelL|Th Ehad| B|AES XX
RS g SlOjgLic 0| 222 XEs= 210 YT AMIO| T3t XIZOE ABELIH

F

52 1o

* CHSS A8t st HIAE:

* EKS H%: 1.30

AKX 2 Helm S AWS OHERC =

* NASQ| AL NFSv32t NFSv4.10| 25 EH|AEE|A}ELICE

SAN M £ iSCSI= HIAEE|R}OH NVMe-oF = HIAEE|X| Zt&LICEH

HE HAE ™

1

* MM NZE ZefA, PVC, POD
I.

o A

AR Pod, PVC(YEL, gtree/LUN — ZR|A, NASSE AWS E12Y)

XtMet LIS 2relstiAlR

=

* "NetApp ONTAP-E Amazon FSx 2A]"
* "NetApp ONTAPE Amazon FSx 221 AA|E2"
IAM 2% 5! AWS SecretS MAEtL|C}
S Xt ZHS HAMOZ HSsh= il AWS IAM HE 2 21E38H0] Kubernetes PodE
TS AWS 2|AA0| MMAT 5~ QEL|CE

(D) Aws A 922 A8l 215512 EKSE AL8H0Y Kubemetes S2{AEIZ 728H0} BHLICH

AWS Secrets Manager 2SS MAEHL|CH

Trident= AFEXHE 2l AEE|X| 22|E 2|8 FSx 7t M| CHSH APIE H*o”orﬂi O|E flsll XtH BHO|
ZQBIL|CE 0|23t X}2 ZHE HEdH= otF T 2 AWS Secrets Manager 4SS A= ZQL|CE. MH2tA
OFZl A|IMO0| gl= 2L vsadmin AHH | X} ZH0| L &=l AWS Secrets Manager @S MAsHof ghL|Ct,

0| oi[ofl M= Trident CSI At Y2 X&SL7| 2|2t AWS Secrets Manager @S E MABtL|CH
aws secretsmanager create-secret --name trident-secret --description

"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAM ZH S HdeL|ct

TridentE SHI2A| A&lista{™H AWS HotE ZQBILICE [M2tA Tridentol] 223 AL HEHS Hojst= HAMS
0FS0{0F B,
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CHZ ool M= AWS CLIE AHESHO] IAM FH S - etL|Ct.

aws ilam create-policy --policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

* XM JSON of *:

"Statement": |
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",

"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "x"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws—-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

HMS OHE FOl= Trident7t H#E MH|A AYol| L AYS HE o ArSRILIC
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AWS CLIE & ZSIAL

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \

-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json It&!: *

"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-

provider/<oidc provider>"

by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc provider>:aud": "sts.amazonaws.com",
"<oidc_provider>:sub":

"system:serviceaccount:trident:trident-controller"

}

OUNA CFS 242 trust-relationship. json YOOI EgL|CT.
* * <account_id>* - AWS A& ID

* * <oidc_provider> * - EKS 22{AE{2| OIDC. LS8 H& 5t oidc_providerE 7tM 2 = JA&LICL

aws eks describe-cluster —--name my-cluster —--query

"cluster.identity.oidc.issuer"\

--output text | sed -e "s/“https:\/\///"
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ARN>

*OICh &

aws lam attach-role-policy --role—-name my-role --policy-arn <IAM policy

A7 HEEA

OIDC &2Xt7t 22{AES}

|01 A=X| 2telgtL|Ct CHg BE S AHE5t0 2ol = ASLICEH
aws ilam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -£f4
E£3H0[ H|0] Y= B O3 HHES AHE3H0] IAM OIDCE S AE0f| HZeL|C
eksctl utils associate-iam-oidc-provider --cluster $cluster name
--approve
eksctl®lL|Ct
CHE ool A= EKSOIM AMH[A AFof| Chet IAM SHets et
eksctl create iamserviceaccount --name trident-controller --namespace
trident \
-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \
-—attach-policy-arn <IAM-Policy ARN> --approve
TridentE A X|SL|Ct
Trident2 KubernetesOl|Al Amazon FSx for NetApp ONTAP AEZ|X| &2|E 2+tA3}5H0]
WXt 2H2|XE7F OfE2[AH|0|E =0 HEE = JA=F XL
Che W B StLIE AH8SH0] TridentE AXIg &~ JUELICH
=
=0
* EKS F7t7ls
AU T|SE A
7lsE gdstet

St CS| AHAF HES2 =23 ARSI AIR. XiMlet LI
L|Cp &= o|-*|A|9

2 2 "CSI 250]| CHslf AHAF
HelmE E3} TridentS MX|gtL|C}
1. Trident MX| Z213 m{7|X|E CtREEEHL|C}
Trident AX| T2 724 11|19|x|01|'— Trident XIS HHZESHD TridentS AX|st= Of| Z Qe D E Z40] ZTSHE|0f
UESLICH GitHubl| ApAH MIMOf| A X[ A Q| Trident BX| T2 MS CRECEStT 252 FLICH
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https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html

wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident-
installer-25.02.0.tar.gz

tar -xf trident-installer-25.02.0.tar.gz

cd trident-installer

2. r}

olo
riot
o

He-E MBS0 * 22RE SSAH* W * 2222 ID * F219| gt T

Ct2 M= TridentS A X|st
SCI

H
Hllﬂ
|.J
]
w
(@]
W
»D

cloud-identity 2 HHELICt cloud-provider.

helm install trident trident-operator-100.2502.0.tgz \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:
arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

—-—Create—-namespace

HHZ AFRSI 0| &, HIYAHO|A, XIE, MEf, A HE 5! X HS ol 22 MX| HFE WHE ZES £ helm
list UELICE.

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2502.0 25.02.0

EKS OH=E2S £l TridentS MX|gfL|Ct
Trident EKS OHE20f|= £| 4l Hot THX| 3l O ~X0| e E|0 LM AWSOl| A Amazon EKS2t &H| AFEE =

AT 0| BB ck EXS OIS 801 Amazon EKS Bofaefol Hofn} o E 4K o2 BYoD
of=2g2 HA|, 74 U Yrlo|Eete ol W el FY 4 UBLIC

R RPN

AWS EKSE Trident =22 7d38t7| TO| Lt Att0] q=X

fot
ro
Of
=
>
10)

* OHER 7t0] = Amazon EKS S2{AE AFEYLICE

* AWS OpZIZ2][0] A0)| i3t AWS 3t
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
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"aws-marketplace:Unsubscribe
* AMI 88: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 ARM (AL2_ARM_64)
* LE 2% AMD E= ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AE

AWSO|| CH3H Trident OHE2S M stetL|Ct
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eksctIQL|Ct

CHS E& ool M= Trident EKS 7t 7|52 MX[gfL|Ct.

eksctl create addon --name netapp trident-operator --cluster

<cluster name> \

--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
--force

i

2|

rH

&3t 2 AZAE 0o YSLIct
1. 0l Amazon EKS 2£&2 gLICt https://console.aws.amazon.com/eks/home#/clusters.

—

1Z EFM AOf|A * 22 AE * E MEfSILICH
NetApp Trident CSI 7t 7|52 #+4Y S2{AEQ| 0|E2 MESIL|CY.
Add-ons * £ MEHSH CH2 * Get more add-ons * & MEHSIL|CE.

=7t 715 “= > HO|X|o| M CtS S > eLC)

Q‘ A w0 D

=
a. AWS Marketplace EKS-addons AM0f|A{ * Trident by NetApp * 2QI2HS MEHSHL|C}
b. C}S * 2 MeEqBiL|C},

—1d

6. Medst &7t 7|5 7 * 2F Ho|X|0i|M Ct2 2 A LCE
a. AtEg MM+ 3 MEfgtL|Ct
b. IAM gt B * o] ZL *NOT SET * 22 FHA|2.
c. 7t 7|5 7+ A7\t * of w2t * LA ZF * MMO| configurationValues OH7H 45 0| THAO|A THE
Ht-arnC = AFYLICE 22 T2 gA ez dFdof LIt

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"
}
== 2 YHUZE MFe| & MEist 2 7|E =201 et 5tLt o] &el 2 S Amazon EKS o=
ETom S0 & YALIT] o 8 M= MRS B0 12 HAa SEet 5o SRI0) AMELITL
2 2T HIAXIE AHE3I0 5= =HE SHEY = ASLICL 0] SHE MEHSHT jq01I Amazon EKS
71 7150| XbM| 22|30k otz A™H S 2HEISHK| b=X| ZRISHIAI2.

8. HE % 7t H|Oo|X[0]|M * BHET| * & MEABLICE

=

=7t 715 EX7F 2=EH EX[E =7t 7| 50| HAIELIC.

AWS CLIZE £X8HAA 2

1. MY S oHELIC}H add-on. json
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",
"addonVersion": "v25.02.1-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(D) <role ARN>"O EFOfA] 4443t of2re| ARNOE HIELICY.

2. Trident EKS OHE22 MX|gtL|Ct.

aws eks create-addon --cli-input-json file://add-on.json

Trident EKS &7} 7|52 YHI0|EQtLICt

127



eksctIQL|Ct

* FSxN Trident CSI 7t 7|52 oix| KT S =l gtL|Ct. 2{AF O|F 22 WHELIL ny-cluster.

eksctl get addon --name netapp trident-operator --cluster my-cluster
==L
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.02.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O|F EHAISl ZHOM ALEE += U= HCI0|E of2fioff HetE HEC=Z 7t 7|53 YO0l ERLICE.

eksctl update addon --name netapp trident-operator --version
v25.02.1-eksbuild.l --cluster my-cluster --force

=M Z2 MAHSD Amazon EKS F7t 7| AH0| 7|& dH ot S&6H= 8 --force Amazon EKS F7t 7|5
0| EZI Amistn £ EXME sl Zdt= Ol =30 &= 2F HIAX|IZF EA|ELICE o] M2 XIFHsH7| Mol
Amazon EKS 0H=20]| Zt2|5ljof ot= M™ES Zt2|SHX| Q=X| SHRISHAMA|R. 0|23t M2 0| MO Z

HOMX|7| 2Lt of @Fe| CHE F40] the

KtMISE L8 2 & BZSHMAIR "5=71 7[5". Amazon EKS

—

I.
Kubernetes ZE 2t2|0f| CHot XtA|SH LHE 2 E T ESHMA|L "Kubernetes S1% 22|,

]

2|

© o & W N

rH
>
bal

U}

d

I HZE|0] ASLICH
. Amazon EKS 2&2 https://console.aws.amazon.com/eks/home#/clustersgL|C}.

2|

—

El
|

i}

1=

oM * SHAE * E MEfRL|CE
NetApp Trident CSI OHER2E YH|0|EEY 2 AE2| 0|F2 MEfLCE

Add-ons * B MEHBIL|CY.

*

Trident by NetApp * £ MEHSHCHS * HE * S
Trident by NetApp * 4 H|O|X[0f| M CtS S A ELICE

a. ArEg M+ 3 MEigLCt

MEdStLCE

-

b. MEHX™ 1M MF * S &S0 2Roj w2t ~FetL|ct
&

EH
c. HF U

AWS CLIS EZSHAA QR

CHE ool M= EKS 7} 715
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https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc—-cni --addon-version v25.02.1-eksbuild.l \

--service-account-role-arn <role-ARN> --configuration-values '({}'
--resolve-conflicts --preserve

Trident EKS &7} 7|52 X H/A|HEL|Ct
Amazon EKS OHER2Z M|7HSt= & 7HX| 40| JUELICE.

* * 2P AE0| OHIEL AT EQ 0 RX| *— 0| SME ZE MXO| Amazon EKS #z2|Z H|7gtL|Ct, est
MO EE AlZEfSt = Amazon EKSOA YH|0|EE 22|11 Amazon EKS 0HERE XHS2 2 YH|0|Edt=
7|5 E HAHELICE SHX|2E 22{AE0| OHER AT EQ 07} HEEIL|CE 0] SME AFR3SIH Amazon EKS
OHE20| Ofl X7t 22| A X[7t ElL|C} O] SMS Ar2dHH O =20]| CHE CHREFRIO| @I&LICE. -
preserve’ BE| FME RX|5I0 7} 7|52 RXIELICE

* * 2HAEHOM OHER AT EQ O 2tHS| XA * — NetAppe S2HAEO| S&E 2|2AT gl 202t
SHAEHW M Amazon EKS OHE2EZ HAHY A2 HETILICE --preserve F7t 7|52 HHSHHH
HHOUAN SMZ2 “delete MAHTIAUAR.

(D) oh==0f 1AM AFol @izs|o] A0 1AM AFO| HIHEIX| gLiC
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eksctIQL|Ct

Ot HHS MHSHH Trident EKS 227} 7|50]| M7 E/L|C.

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

- NetApp Trident CSI £7t 7|52 MAHY 22{AE2| 0|2 ME4BIL|CE
A

2

3

4. X7t 7|5 * HS MENSH CFS * Trident by NetApp *. * £ MEHSL|CL
S. M7 * E MEiSLICE

6

. Remove netapp_trident-operator confirmation * CH3t AMXfoj| A TS S $3stL|Ct

a. Amazon EKS7} OE20] gt M Z2|E SXISITE of2{H * 2 AN K| * & MEfEH
Ft71se RE 28 A 2l o+ UAXRE S2H| F7F AT EQYHE /XISt = <R 0

aeig puBiLICH

-

b. netapp_trident-operator * & |24gtL|LC}.

C. ®AH * & MEfelL(Ct,
AWS CLIE &=t

EHAH O|EQZ HH D my-cluster CHS BES AaBL|C

aws eks delete-addon --cluster—-name my-cluster —--addon-name
netapp trident-operator --preserve

AEEX] HAEE FLGRfLICt

ONTAP SAN % NAS E2to|H £t

AER|X| HHAIEE MMSIE{H JSON EE= YAML SAIO R 1A IS 0HS0{0f SHL|CH Ao M Yst= AEE|X]
HItH=S
O H0=

FY(NAS £ SAN), Il Al 2e, SVME 7HR2} ol g
Ho|5t1 AWS L= E AHESIH AFESH = SVMO| X}

JH
o =
0f
o
2
¥ 0
ot
FIF

HS B FSLIC
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSONZ EESHMAIL

"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "tbc-ontap-nas",

"svm": "svm-name",
"aws": {

"fsxFilesystemID": "fsS-XXXXXXXXXX"
b
"managementLIF": null,

"credentials": {
"name" :

name",

"type": "awsarn"

"arn:aws:secretsmanager:us-west-2:XXXXXXXX:sSecret

:secret:secret-

:secret-
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HH S MHSI0] Trident TBC(HIE TANE MAMStD HSBHL|CH
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r
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kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident A= L M(TBC)O| H3MOZE MME|/}E=X] Q-
Kubectl get tbc -n trident
NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-

b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP =210|H ME H&
CtS S20|HE AE38H0] TridentS Amazon FSx for NetApp ONTAPS} E88t 4= U&L|Ct

* ontap-san: ZZH|XYEl 2} PVE XA Amazon FSx for NetApp ONTAP =& L2 LUNQILICH 22
AEZ|X|0] HEELICE

* ontap-nas: ZZH|XYEl 2t PVE A Amazon FSx for NetApp ONTAP & ILICH NFS 5 SMBO]|
HEELICH

* ontap-san-economy: ZZH|XYEl Zt PV= Amazon FSx for NetApp ONTAP 8% 714 7ts$H LUN 42
LUNRILICE,

* ontap-nas-economy: ZZ2H|XYEl 2} PV giree2, Amazon FSx for NetApp ONTAP 2822 1 4g
UAE= gtree SILICE

* ontap-nas-flexgroup: ZE2H|XJE 2t PVi= XA Amazon FSx for NetApp ONTAP FlexGroup
SFYLICE

Z2to[of| CHet XAt LHE2 "NAS =2t0[H"S! "SAN E2(0[H"S EZRSHYAL,

T4 DU0| MYE|H ks HES HASI0] EKS Lo 7+ ot S doefLict.

kubectl create -f configuration file
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kubectl get tbc -n trident

NAME

PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

OH7H -
version

storageDriverName

backendName

managementLIF

BACKEND NAME

backend-fsx-ontap-nas

Success

29

AE2[X| E2t0[H 2| O|F LTt

ALE X XY 0|5 = AEE|X|
ol =

Z2{AH E= SVM 2| LIFS] IP
F4a FrtetEl =0Ql O|F(FQDN)E
Xgg = AELICL IPve ZSIE
AH25I0 Trident?t BX|El B2 IPv6
FAE MEBOEE 2¥Y &+
UELICL IPv6 TA= HEZE

S O{0F SLICHOI:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]). aws " HEHOM 2
H3dt=s 32
‘fsxFilesystemID, TridentO|
AWSO|lA SVM HEE 2517
mZol £ M3 2RI &Lt
managementLIF.
managementLIF [2tA SVMOI|[A]
ARZXtof| chet Xt S (Ol:
vsadmin)2 |3 dl{Of StH

AFEZ X0l AH| <to] QUO{Of ehL|Ct.
vsadmin

BACKEND UUID

7a551921-997c-4c37-aldl-

of

FAF 1

o

0Ot

ontap-nas ontap-nas-
economy, , ontap-nas-
flexgroup,,, ontap-san
ontap-san—-economy

E2l0|H O|& +"_" + dataLIF

"10.0.0.1","
[2001:1234:ABCD::fefe]"
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oH7H 4

dataLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

134

29 o

OTZEZLIFY IP FAYL|CE *
ONTAP NAS E2t0|H *: NetApp=
dataLIFE X[¥ & AS AHEELICE
MBEX| = E 2 Tridents
SVMO|M H[O|E] LIFE 7FN&L|C}.
NFS 02 E %ol Atget
FQDN(E3tEl =02l 0|5)2
X|™g £ AELICt o] stH
2I2E ZHI DNSE MAMsto] of2
CIO|E| LIFS 2E WA Y S AT
USLICEH x=7| M 20| HEY
USLICH S XY A2, * ONTAP
SAN E2t0|H *; iSCSI0f| CHaH
X|™SHX| O A2, Trident= ONTAP
MEHR | UN HS AFRS}0] CHE 22
NME MHst= ol ZRstiSCILIFE
ZMBL|CEH HIO|E LIF7t HAINMOZ
Hol|x|of o™ ATt MM EL|Ct
IPv6 Z2f3E ARSI Trident?t
MKl A2 IPv6 TAE AISIEE

M £ QELICL IPv6 TA=

2 =2 FO{OF SL|CHO:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]).

o
!

s AARE Y UM 3 HOO|E  false
[Boolean] &4 2t Trident= A
autoExportCIDRs =42

AE3I0 autoExportPolicy

AARE HMS XSO #e|d +

UAELICH

0| M™M=l A0 csll Kubernetes  "["0.0.0.0/0",":/0"]"
LC |IPE ZEZ5I= CIDR

autoExportPolicy SELICH

Trident= % autoExportCIDRs

SME A8

autoExportPolicy HAZLE

HME XSCE el = JASLICH

B0 HEY &2l JSON H4

2|0]= MEYLICH

Baseb4 - 2210|HE QIS X9
olFLEl ZhelL|ct QIS A 7|ut
oIZ0 AtElLICt

Base64 - 22}0|HE JHQI 7|9
QITYE ZIRULICH 2B A 7|t
QIE0f AHZEILICE

888664 - A._'Elg _J'\_ 9}1% CA "
QB Mo QIFLE ZryL|ct. MEd
Abgh. QI1Z M 7|t oI5 0fl AFRELCH.



OH7H i

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

e

S AE E= SYMO| HEE ALKt
O|ELICE Xt BH 7|8t 2150
AMEEILICE off: vsadmin.

S AEH £= SVYMO| A

Zotes g2
XA 5 7|8 A B0 A E L

=L

MEZ AEE|X| 7h HAYLICE

SVMO[A Mf ZEES T2H|XNIe o
AEE|S HEAFMA So|= 2Kt
2 9lAL|CEH o] Oj7 H2E

AAL|0| ESI2{™ A{ HHolEE A M SHOf
SfLCk,

* NetApp ONTAP * £ Of0tZE FSxO|
CHSH A= XIESHK| DR Al MIZE 2
vsadmin HlE fsxadmin
OHOZ[AH|O|E AtEHS HMst
TridentE AH23}H0] H|otst= O
ot Moto] TSR0 UK
obAL|CY

[Eoa=]

QEE EE 37|17t 0| URC 2 ER
2 g0l AofgtL|Ct =S gtree
% LUNOIIM 2t2|3H= = &2 Z|ch
37|18 Hetsta,
gtreesPerFlexvol M2 86
FlexVol volume% Z|CH gtree 5
AHEX K™ &~ JAELICH

o

FlexVol volume% Z|CH LUN2 [50,
200] H{of| LO{OF BIL|CE SANEH

o

= BiE Al ArEe T2
Eai3LICE oA, {"api"false,
"method":true} =H| sfZ2S TI&st
XpAISt 23 "I st AT}
OHL| AFBEX| OHYAIR
debugTraceFlags.

£ EE LEEINFS OIRE M
Z22Q|L|Ct. Kubernetes T+ 29|
OIRE SMS UUXOZ AEZ|X|
S A0 X[™H0f UK, AER|X|
e A0 OLRE SM0| X|HE[X| g2
A2 Trident= AEE2|X| HHAl= Q|
T ool XY E OIRE SMS
AtEst = ZUptL|Ct AER|X|
SeA = 74 IHYof OIRE
SM0| X|HE|X| g2 H L Trident=
HAZ F7 =50f| OIRE SMS
HNYSHX| k&LICt

of

SVM 2| LIF7t X" =l 220

TpEL Tt

trident

AHESHR| OFHAIL.

""(7'%&!9%

lll1 Oolll

nullL|Ct
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OH7H 4 29 o

nasType NFS EE= SMB 28 MAMZ2 nfs
TFABIL|CH M nfs smb, EE
nullL|Ct. SMB =282 22 &
A5 OF 2L|Ct smb. Null2
MESIH 7| 2MOZ NFS 250|
A™ELICH

gtreesPerFlexvol FlexVol volumed £[CH gtree, He[  "200"
[50, 300] LHol| 2l0{of o
smbShare Microsoft 2t2] 2& EE= ONTAP smb-share

CLIE A5t MdE SMB 372
0|2 &= TridentlA SMB 285
MMSIEE 5| 85t= 0|E2 XIEY =
AUELICE O] Oj7HH = ONTAP
BHoll E0f| CHSF Amazon FSxO|
ZeetL|Ct,

useREST ONTAP REST APIE AME3tE B2  false
OH7H H4-QULICH 2 true E™SHH
Trident0| ] ONTAP REST APIE
AtESHe] A =Rt EABILICE Of
7|52 AH25t2{™ ONTAP 9.11.1
O| 40| HREILICE ot AFEE|=
ONTAP 21901 g2t =
OHZ 2|0 M0i| CHEH HAM|A HTtO|
Ag0{0F ontap ELICE O|= Of2
HOo|El gt} o] ofsH

SEEILICH vsadmin cluster-

admin

aws AWS FSx for ONTAP2| 7+
ool M CH2E2 K- = JASLIC -
fsxFilesystemID: AWS FSx "
ot A ARSI IDE X|FSHAIR. - v
apiRegion:AWS AP| X|¥ A
O|EULIC}. - apikey:AWS API
7|JLICH - secretKey:AWS H|H
7|4Lct.

credentials AWS Secrets Manager0i| X &g
FSx SVM X4 S X|&gfL|ct. -
name: SVMQ| X4 ZHO| L t=
H|2Z 2] ARN(Amazon Resource
Name). type-: &2
‘awsarn' - LICH XhA|eH LHE2
2 "AWS Secrets Manager &3S
ML O ERSHAIR.

T4 MMO|lM O]2{et M S ALESIY] 7|2 E2H[X'J S MO &= defaults AFLICL OIE S0, of2 74 OIxE
x
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OH7H 4
spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

securityStyle

-
_ITl_
|>
Hm
u
A
THH
A
rro

Bl = 0f| A qosPolicy EE=
adapativeQosPolicy & StLtE
MEHEFLICE, Tridentofl A QoS &Y
JE2 AME35l2{™ ONTAP 9 .8
0|A&f0] HQPIL|CH HISH QoS M
JE2 M85t M OF0| 2 +4
QA0 HEXHoZ MEE|TE 5ljof
ZLICL SR QoS M IE2 2E
FIZE F N2[Zol| ciet detS
Mgt

MYE 2800 2292 39 QoS
M OZQlL|Ct AERX| E EF=
Bl = 0f| A qosPolicy &&=
adapativeQosPolicy & StLtE
MEHSHL|Ct. ONTAPO A X[ & E|X|
%S - NAS - 0| RO

M 2E0IM NetApp 28
ASSHNVE)S &MststD, 712342
2 MHBILIC} false O FME
AHE235t2{™ NVE 20| MIA Tt

S A A 2ESHE|0] A0{OF
SrL|C} BHA =0 A NAEZL A SHE
A2 TridentO| M| ZZ2H|NHE BE
SE2 NAEZ} AFEEILICH XAt
LH22 CHS 2 "TridentZt NVE &
NAES} &S ot= WA TSIAA 2.

LUKS 2=otE ArEeiLCt S
"LUKS(Linux Unified Key Setup)
AE"EESHYA 2. SANETH S,

AH8E B3t M none

MZ2 =50 et 2oF AEFY NFS
X mixed % unix HQt AEFY
SMB X[¥ mixed Y ntfs EOt
AEF

true

none

none

snapshotPolicy ‘none QUCHH,

nn

‘else

false

false

NFS 7|22} unix YILICt. SMB
7|22 ntfs YLICE.

— HA'LC
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SMB 28 IZH|NH 2 Qs+ =H

C2l0|HE AI235I0] SMB 282 T Z2H|MYE 4 ontap-nas YSLICH CHS THAIE 24Z317| Mol ONTAP SAN

AIEFSE2| of|

CE2l0|HE A0 SMB 252 T 2H|XJ5t2{™ ontap-nas CHS 0| ERBiLICY,
* Linux Z1EE8{ =& % Windows Server 2019 Al&i5t= Windo b =E7} Q= Kubernetes 22 AE]

Trident= Windows iEOiIM”J AHAE| = Podd| Df% El sSMB 2&2 XA gLCE.

=
* Active Directory AtZ ZHO0| Z 82l Trident 27t 8Lt 0| A QELICH H|Y MMSL7| smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windows MH|AZ FEEl CSI ZEA|. £ “csi-proxy’ 14512 H Windows0l| A M E|= Kubernetes = =9
F R &= "GitHub: Windows& CSI ZEA|"E "GitHub:CSI ZEA"HZSIMA L.

CHA|
1. SMB 3 RE MMEILIC 39 24 AHQ % Af St7{LI ONTAP CLIE AtE3%t= £ 7tX| ghH = StLLZ SMB
2|t B2RE MM & "Microsoft thl ZE"UELICEH ONTAP CLIE AHE3%10{ SMB 3R 5 MAstH™ L2323
MEMAL

0| vserver cifs share create &
X ™ot A2t glo™ HAHOo| AoigiL|Ct,

b. XI&El SVMT} SIZE SMB ZRE MALICH

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
C. 3R7t WHEIA=X| =eletLct.

vserver cifs share show -share-name share name

() xSt LB S 2 "SMB 292 M ELICHATSAAL.

2. willc E MMet o SMB 252 XIAst2{H CH22 1 A6ofF BIL|CH 2= FSx for ONTAP #ollE 18 M2 2
"ONTAP 714 M 5! 0f|H[E FSX"HZSIMAIL.
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OH7H 4 29 o

smbShare Microsoft Zt2| 2& £= ONTAP  smb-share
CLIZE AHE73I0] &=l SMB 37
0|2 & TridentO|M SMB 282
MMSIEE 5| 85H= 0|52 XEY
2 AELICE O] D7HEH = ONTAP
gHoll = 0f| CHEE Amazon FSxO|
ZegtL|Ct,

nasType *E r 2 MHEG0F SLIC smb smb
nullel 3 7|2442 2
‘nfs" ™ EL|CT

=2od
securityStyle ME2 SEO0|| CHot Eot AEHY ntfs EE= mixed SMB =2 &0
SMB 289 Z2 L= mixed 2 CHoH AHE £ JASLICH

MO ntfs SHL|CE.

unixPermissions DEE MEHSIL|CH SMB 220 "
CHSHAS * = Hlg] Sofof gt *

XNEA A S PVCE LT

Kubernetes StorageClass ZHMIE #45t0 AEE|X| A S MHSHH Tridentoll E&
TZ2H|NY 9HS XA Lt M El Kubernetes StorageClass& A2t PVO| CHEt
HMAE QA= PersistentVolumeClaim(PVC)S AAEtL|Ct. 12 CH2 PVE Z 20|
bet &~ JUSLICE

AEE[X| SHAE MHtLCt

Kubernetes StorageClass 71 H|E #AgfL|Ct

= "Kubernetes StorageClass 244" TridentE s 22 A 0| AL E[= ProvisionerZ A'E5t11 Tridentdl| 2&
ID2H|NY 2HS XIAIRLICE ol E &5 Ch3at Z2&LICH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

AWS BottlerocketO| Al NFSv3 252 Z2H|XJst2{H LR35t € mountOptions AEE|X| E2i{A0]| Z=7FEL|CL.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

TridentOf| Al 288 ZT2H|NYSt= WHS M O{SH= O AF2E= % 07 HEF AEE|X| SejAT A XHE6H=
BFEHO|| CHSE XFM|Bt PersistentVolumeClaim LHEE S "Kubernetes 2! Trident L EE E"AETSIMA| 2.

AE2|X] SHAE MLt

CHA|
1. Kubernetes 2LEHEO|2 2 KubernetesOl|A| M-Mdst= O] AFREILICE kubectl

kubectl create -f storage-class-ontapnas.yaml

fjo

2. O|H| Kubernetes®t Trident 250{|A| * BASIC-CSI * AEZ|X| 2eA 7} EA|E| DT Trident= BHAIENA 2
ZABHoF ghL|C.

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

A "PersistentVolumeClaim"(PVC)= 22 AE 2| PersistentVolumeOf| CHEE M| A - ]L|Ct,

£
[
-
S

PVCE 5% 27| EE N2 REC| MIE QYFIES THY & s SeiAs welxi o3
T MHIA 2F)S HojE 4+ YaLIth

- 1 O

StorageClassS f90f0=| PersistentVolume 37| 8 HNA BE(

2 ;
0x
OIF
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HE OiLTAE

PersistentVolume ¥Z OjL|HAE

O] MZ DHL|HAE = StorageClasset HZE 10GiQ| 7|2 PVE 20 basic-csi &LICH

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: ontap-gold
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersistentVolumeClaim M Z OjL|HAE
olz{st ol 7|2XQl pvC M M2 H{FLICE.

RWX M| A PVC
0| 0f|0f| M= 0] E0]| 2! StorageClass2t HZE RWX HMA Hot0| = 7|2 PVCE 2 basic-csi &HLIL

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

NVMe/TCP7} R!= PVC
0| oflofl M= 0|20] QI StorageClass2t HZEI RWX M| A HEH0| A= NVMe/TCPE 7|2 PVCE EO
protection-gold &LIC|.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

PV 2! PVCE Z{detL|C}
|

1. PVCE 2t5LCL

kubectl create -f pvc.yaml
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2. PVC MEHE =it

kubectl get pvc

NAME

TridentO|M 22

Trident £

0|2{3t Oj7f A= X

M
(=)

1

ojc|of *

I2HINY RY

=5

STATUS VOLUME
pvc-storage Bound pv-name 2Gi

L HIHS
- od=

I 2H| X5t
HFEHO|| CHSE XFM|St PersistentVolumeClaim LHEE £ "Kubernetes 2!

Lo

o

CAPACITY ACCESS MODES STORAGECLASS AGE

HDD, 3}0|EZ2|E,

SSD

ONTAP-NAS,
ONTAP-NAS-
0|20,
ONTAP-NAS-
Flexgroup,
ONTAP-SAN,
solidfire-SAN,
GCP-CV, Azure-
NetApp-It
ONTAP-SAN-
O|2 0]

kA%

A

RWO

Z2H|XMYst= M| AFE6H0F St= Trident 22| AEE[X|

E0E ol RY9
O|C|017} Zete|of
UL,
slo|HE|E= &
LEE oofgLct

]I§|:||x-|L-I HitH %
SE=EIT IR

E0| 0] W=
Foof St

£
mjo »>
=}

150 M
e | >
o o

rerirrio

o
-
Il

Rl
Mkt

1o 1o
o
rhu
o

il
-
O

5m

X OoSh= of| AFRE[= 5 07 Ha2f AER|X| EfAT M 2 ESH=
S Trident LEHE"EIXSHAA L.

=S 2L

ol 2|3

X E L
ONTAP-NAS,
ONTAP-NAS-
o|Z 0],
ONTAP-NAS-
Flexgroup,
ONTAP-SAN,
solidfire-SAN

0| Thick: All

ONTAP; Thin: All
ONTAP &
solidfire-SAN

HE =210|H

ONTAP-NAS,
ONTAP-SAN,
solidfire-SAN,
GCP-CV

ONTAP-NAS,
ONTAP-SAN,
solidfire-SAN,
GCP-CV
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QEBHAIAIR

2ot =YLt H, 73 E2 gzotE oot stz
=ES AHYLIC EEYLIC
IOPS L2 o YLt E2 0 HelolM  =&2 ol2fst

IOPSE E&T &~ IOPSE
AEL|Ct e C

" ONTAP Select A|ARIO|A| X| & =|X| Q&L|Ct

ME 88 =M HZBIL|C}

Xt P
HAEsH| st HE 9 -9l 0f| 7} Lt }ELICE.

kubectl create -f pv-pod.yaml
Lt o= PVCE L0 &3] /et 7|2 #48 BHELICh * 71= 74 =

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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XLt
ONTAP-NAS,
ONTAP-NAS-
O|Z 0|,
ONTAP-NAS-
Flexgroups,
ONTAP-SAN

solidfire-SAN

VCIt MEE[H PVE Z=0f FAE = JASLICE 0] HM0l= PVE Podof|



() = Zslol 18 482 DUEYE 4 kubectl get pod —-watch YBLILE
2. 280| of| OIREE|0] J=X] /my/mount /path EQIBL|CE
kubectl exec -it pv-pod -- df -h /my/mount/path
Filesystem Size

Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O PodE AtH|e = AELICL Pod 88 T2 12 [ 0|4 EXHSIX| X2 2E2 |XIELICL

kubectl delete pod pv-pod

EKS 22{AE{0f| A Trident EKS OHE2Z AIEHL|C}

NetApp Trident2 KubernetesO| A Amazon FSx for NetApp ONTAP AEZ2|X| Z2|E
7HASESHO] R 22[XE7F O Z 2|70 =0 HEY = UL F X[ LT NetApp
Trident EKS O =20i|= %[ &1 2ot x| 3! H1 £=F0| ZE 0 Q2H AWSOA Amazon
EKS2t BH A8 S 4= QUCH= A0| HBEIASLICH EKS 0HEREZ AHE3SHH Amazon EKS
SS{AES| Hotut ot S Il*’“OE HESID OlER2E HX|, 4 8! HH|0|ESH= O

(o]

.l
o QS RHOIZFS FQl A olA | |C}

ne

=78 s

AWS EKSE Trident OHER22 71 A617| Hof| CHS AP0 QIEX] SIS L.

* X7} 7|58 AT £ Ql= ATH0| Q= Amazon EKS 23{AE AX™QULICE € "Amazon EKS 0=
"EIERSHA L.

* AWS Ozl1Ea[0]A0f CHet AWS #Hot:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 88: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 ARM (AL2_ARM_64)
* L= 2%: AMD E= ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AE

EHA|

1. EKS PodOflM AWS 2| AA0] BMAL £~ JLE |AM et B AWS L= E MHSHUAIR. ZAet LHE2 2 "IAM

gt 8L AWS Secrets MESLICIEHZSHYAI2.
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2. EKS Kubernetes 22{AE{0f|A * Add-ons * O Z 0| SEL|Ct.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [,

Upgrade now J

¥ Cluster info info

Status.

@ Active

Cluster health issues

@0

Kubernetes version  info
1.30

Upgrade insights

20

Support period Provider
@ standard support until July 28, 2025 EKS

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags
( () New versions are available for 1 add-on.
Add-ons (3) e " view detaits ) ( edit ) ( Remove )

[ Q Find add-on

] [Any categ... ¥ ] [ Any status ¥ ] 3 matches

3. AWS Marketplace 0HE2 * O 2 0|58t0{ STORAGE_CATEGORYZS MEHSILLCE.

4. NetApp Trident * £ 0} Trident OfE29| &t0I2t2

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc, X

M1 NetApp

NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

5. i3t %7} 7|5 B{HE Mely
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d storage workflows. Product details [?

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

Pricing starting at
View pricing details [

Cancel




MNetApp Trident Remove add-on

Listed by Category Status
I NetApp storage (Z) Ready to install

You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
another offer if ane is available.

Version

Select the version for this add-on,

[ v24.10.0-eksbuild.1 - |

Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,

qutset "| 13]

¥ Optional configuration settings

Cancel Previous -

6. LCOl|lM H&E IAM SY S8 S MefetL|Ct.
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Review and add

Step 1: Select add-ons

Selected add-ons (1)

L Q Find add-on | 1

Add-on name & Type v Status

netapp_trident-operator storage @ Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name A IAM role [3 v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel [ Previous ﬁf_mF_j

IS g A7(0* of wat * 7 gt Mo 1 gh oivh =5 O HHA(1EA)0IM 2HE HE OlEC=

-

7. X3t 7
HHEELICE g2 CHS " Alolofof fL|Ct.

{
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"
}
= oiZ YHUZE MH E MBS HR I" OH=20| CHet StLt o] &fef B E Amazon EKS
OHES MHOZ Hoi2 4 ULICE 0] SMS AISSIX| 041 7|Z MHI SB35t 3L XHo|
(=Pt

@ *'HH°“—IEf 7 OF HAIXIZ AISS10] 5 2HS 2 4 YALICE 0] SME tEHOUI
Tofl Amazon EKS =7t 7|50] XA t*EIOHOF ote A S BeSHK| =R =QUSHHAIL.
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¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples": [
{
"cloudIdentity": ""
1
15

"properties”: {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string"

1

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.
1v {
"cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam
: 1186785786363 role/tri-env-eks—trident-controller-rolel' "

w.

8. Create * & MEHBILICE.
AEH T}

9. oj=29] _Active_QIX| =tolgtL|Ct,

Add-ons (1) View details Edit Remove
L Q netapp X } L Any categ... ¥ 1 [ Any status ¥ | 1 match 1
NNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your pers and i ators focus on ication FSx for

ONTAP flexibility, ity, and integrat ilities make it the ideal chaice for organizations seeking efficient containerized starage warkflows. Product details [

Category Status Version EKS Pod Identity 1AM role for service account

storage @ Active v24.10.0-eksbuild.1 - (IRSA)

Mot set
Listed by

NetApp, Inc. [3

View subscription

10. C}2 EES HASIK Trident’t 2 AE{0f| SHIZH| 2 X|=[0f UA=X| =HQIBfLICE

kubectl get pods -n trident

M. HXE A&stn AE2[X| HAC S ESL|CH XM LIS S "AEE|X| MAES FHSLICHEESIYAIL.

CLIE Ar835}0] Trident EKS OHE22 A X|/H[AgfLICH

CLIE ALE735I0{ NetApp Trident EKS 7} 7|52 A X|gL|Ct.

CHE B ool M= Trident EKS =7t 7|5& 2XAIHLICHTHE HE Eg).
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.02.1-eksbuild.l

CLIE A2510{ NetApp Trident EKS OHE22 X[ gfL|C}.
CHS HES MSHH Trident EKS £7t 7| 50| M E/L|C
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eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl2 HBHAIEE QS L|C}

HHOIl = = Trident2t AE2|X| A|AE! ZHo| A E ™ O|StL|Ct. Trident= 2k AEZ[X| A|AEID}
EMSH=E W Trident7t AEE[X| A|AEHINM 252 T2H|XESH= WS 22 FL|Ct.

TridentE BX|¢t = CI3 HAl= HAEE Md5H= ALICH

TridentBackendConfig CRD (AFE2XAI XA ZlaA Ho[)E AFESHH Kubernetes
QEHO|AE S8 Trident WMAEE =F MMstD pejfgd &= A
L= Kubernetes HYZEO| SliYdl= crn1 €2 AMESIH Y o~ JASLICE
“kubectl.

TridentBackendConfig

TridentBackendConfig(tbc tbconfig tbackendconfig, ,)= & ALK Trident B =
THE = 0|F 7|8t CRD “kubectl &LICt. O|X| Kubernetes X AEZ|X| #E2|Xt= M BHE RE
Kubernetes CLIE Solf ZI& BHAIEE Q=1 22| o~ (‘tridentct! Y SLICE.

JHH|E 2HS M TridentBackendConfig LSt 22 40| A EIL|CH

*© WOlE = ARSXEZL MBSt ol Wt Tridentol] 2l5H Xt 2 M ELICE 0] g2 LHREHCOZ a
TridentBackend (tbe, tridentbackend) CRE HEA|EL|C}.

* = TridentBackendConfig TridentO|A] TS Of] 1 RSHA| HIQIY EILICE TridentBackend

= TridentBackendConfig 2F Y O E TridentBackend FAILICtH MXH= AHEXEY |'tl AEE
Aot #5E7| 2o M3 ot= QUE{HO|ARILICEH EXH= Trident?t AA| BAE WK S LIEHLH = SHHIL|CH

wx Ay

JE
2

-

i

@ TridentBackend CRS& Trident01| °|'LH ANEOZ MMEIL|CEH 4£XE 4 i&LCt,
YUC|O|EStHH AN E ot O] U2 TridentBackendConfig TAHELICE.

2l

CR X2 C}2 O| 2 XA TridentBackendConfig.
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

ClIAE2|0lM Hot= AEE|X| Z2HZ/AH| 200 Chet HE 714

— o

o

SOISt £ "Trident - &% 27" Y&LICt,

£ spec MAEH 1 D7 tHE ALERILICE O] Ol0f M MA=E ontap-san 2E2|X| E2I0|HE AHE5I
o7l0l E= EAIE 19 047 H-E AEYLICH Hot= 2AE2|X| E2t0|Hof| Cet 78 F8 S22 & "A 527
C2to[of chigt Hll= 18 FEYULICHE RS AL,

O| spec MM0f|= CRO| M2 = El TridentBackendConfig X deletionPolicy HEEE X
credentials USLICH

ok

=

2

* credentials: O] Of7 Ha= e HEO|H AER|X| A|AR/AMH|AE Q1B56H= O AFRE= Xt BHSE
TSHSHL|CH AP X} MM Kubernetes SecretQ 2 MMEIL|CH XA ZHS A"t EHIAEZ FMEISH & QIO @27}
HHLH'6'H_| |:|-
=2od .

* deletionPolicy: Ol BE= 7t AK|E mf O O] YOojLH=X| MO[LICt. TridentBackendConfig Ch&
T 7IX| 2t B SHLIE A EY £ JSLICH

° delete: O| 2 Q6 CR2} HAE MAEIt R &= MAH|ELICH TridentBackendConfig. O 240]
7|22t LCt.

° retain: CR2 MH[SHE TridentBackendConfig WA= HO|T7} A& =X|sHH 2 2t2|e
tridentctl USLICH AN HME 2 retain BHSHH ALEX7L O™ 2 2(X(21.04 O|™)Z
CtR2O20|=stn MM E HAlES |X|g = JASLICE o] HEL| Zt2 E TtE Z YO0l EY

TridentBackendConfig U&LICH

HHAIE Q| O|E2 2 AME5IK spec.backendName " AM™ELICH, X[HSIK| $OMH HiAI=O]
@ O|Z£0| 7HAl| O|& ‘TridentBackendConfig(metadata.name EH™EL|Ct. S AFESI0] WA=

0|52 BAHLZ A= A0] ESLICE spec.backendName.

Z OFE HHOIEOf|= tridentctl HZE TridentBackendConfig HA|7F Si&LICH CRE BHS0]
TridentBackendConfig O|2{St HHAIEE RE[SIEE MEHS o~ kubectl UESLICEH SLTH 74

O§7H ¥94~( spec.storagePrefix,, spec.storageDriverName )8 X HY I FO|E
71200} spec.backendName ZLIC} Trident= MZ MM El £ 7|Z HAEQL XSO 2

HIQIZBLICE TridentBackendConfig
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples

A IR

= MESIH M HAEES W52 kubectl CIZS & OF LTt
- B "FHUE[A B2 M Met|Ct B2 = Trident7t AE2|X| 22{AE/AMH|AL EAHE O 2R3t Xt SHO|

ZSE|of JELICE
2. 7HH|

4y

LIC}. TridentBackendContig AE2|X| S2IAE|/MHIA0 Cifet XAIst LHS T O EHAlof A
g HxHIAL.

fot min

rok miu
pe ro

HAIEE MHot 20|= S AMESH0] MBS 2ESD FIHME BEE &Y £ kubectl get tbc <tbc-

name> -n <trident-namespace> U&LIC|.

12tA|: Kubernetes Secret A A

HAIZ0f| Chet HMA XtH SHO| ZetEl Ao S MLt Ol 2 2AE2|X| MH|A/ZHE0ICE CHELICE | E S

= A0
CtEat Z&LCt

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

O #ofl= 2 AE2|X| ZHE2| H|20|| Zet=|0{0F 5h= BET Q&[] ASLICE

AEZ|X| EHE = HE dHYALICH H|Y e dELct
Azure NetApp Files Ze0|HE IDYL|CH A SE0M SE0|HAE ID
GCP& Cloud Volumes Service private_key_id 4! 719] IDYLICE. CVS EH2| Xt

0:1o|-o 7|.I| GCP A—|H|A 71|I-Io1| |:|-|o|-
API 9|9| g

GCP2 Cloud Volumes Service 7hel 7| Jiel 7], Ccvs Z2[Xt de2 JtHE
GCP MH|A A ™o CHEt API 7|2
old
=T

2 2 (NetApp HCI/SolidFire) ANEZOIE HYE X4 ZH0| 9= SolidFire

S2{AEQ MVIPYLIC
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https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

AEEX| SHE Yz = AHYLID HIF EERolE e,

=

ONTAP ALK} 0|2 S2{AE/SVMO|| HZE AL X}
O|EQIL|C}. XHH =H 7|t
A EIL|CH

ONTAP

oo
ot

S AE/SVMO| H&5H= 2= At
Y 7€t QIB0f| AFZELICE

ONTAP clientPrivateKeyS ME{BIL|C} Base64 - 22I0|¢E 7l 7|2
QAL E ZALICE QASAM 7[gt
21E0i| AFEELICt

ONTAP ME ALEXL 0|2 QIHIR = ALEX} 0| S |LICE
useCHAP = TRUEQ! A2
Z4QLICH ontap-san™ % 9
ZS? “ontap-san-economy

ONTAP HME|AEA|ZE] CHAP O|L|A|0f|O|E{ 2t IL|C}.
useCHAP = TRUE?Q! &2
LALICE ontap-san™ % 29
Z{ ‘ontap-san-economy

ONTAP chapTargetUsername & MEHSIL|CH CH& ALKt O] SRILICH useCHAP =
TRUE?! 2% E+QLIC} ontap-
san" % 2| B2 ‘ontap-san-

economy

ONTAP HE{EFZO|LIE A2 CHAP E}2U O|L|A]0j[O|E{
2= LIC} useCHAP = TRUE?!

42 U+LCh ontap-san~ ¥ 9

42 “ontap-san-economy

O THAINM BLE o= CHS THAIOA BHE JHMIC] 2 E0f|A TridentBackendConfig RZELICH
spec.credentials

20HA|: TridentBackendConfig CR2 MASL|Ct
O|M| CR2 BtE FH|7} TridentBackendConfig E|UELICE O] G0l A= Of2f EA|El ZHM|E ARSI

C2}0|HE TridentBackendConfig AF26t= MAIEE ontap-san AASLICH

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

3CHA|: CRE| MEHE &QIELICH TridentBackendConfig

O|X| CRE2 MMHOTZ TridentBackendConfig MENE =QIg = QUELICt CHS 0| 2 EXSHUAIL.

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

1=

o

—

[n

7t A E| D CRO| HIQIYE|R}ELICE TridentBackendConfig

I.

glo

U B SHLHE A8 £ ASLIT

do
0
rlo

Ct

* Bound: TridentBackendConfig CR2 HAEL} AALH HMAZ0|= configRef CRE| uidE AEE0]
TridentBackendConfig U&LICt.

* Unbound: & AFESH0 " "LIEPHL|CE. “TridentBackendConfig Z4A|7t WAI=0f| HIQIZ X
AUSLICH. MZE MMEI BE ‘TridentBackendConfig CRSE 7|2X Q= 0| BHAIH| /JESLICH THA|7t
HZE 20i|= ChAl HIQIY K| 2 MEE = EE 5 SSLICL

- O

* Deleting: TridentBackendConfig CRO| deletionPolicy MHNE =S HHEUESLICH. CRO| AFK|E[H
TridentBackendConfig &MA| AEHZ MEHEIL|CH

o tHollEof H7 =& 22 (PVC)O| 8l= 82 2 TridentBackendConfig &MA|SHH TridentO| Bl EQF
TridentBackendConfig CRZ ArA|gfL|Ct.

o BHA =0l PVC7t oLt O| & Rl B2 AMK| MEE MSHEILICEH TridentBackendConfig CR2 0|20
AN HATZ AEPILICH, 2E pvcZt AHEl Z0|2F BAIE 3 *TridentBackendConfig 7t
J\I-x-||5||_|[:|.
| = .

* Lost: CRIt HZEl BAIEJ} TridentBackendConfig 42 E= QEHOZE AU
TridentBackendConfig CR2 AHK|El BHAl=0f CHot RS ™3| 71X 2 UELICE

o

TridentBackendConfig {0l #AI0| crRE MMEY £ “deletionPolicy UELICE.
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* Unknown: Trident7t CR2} HZEl HHAHIEO| AME| tE= =X E 2ol
L=

A2 Jljelo| T 4 Q&L|C)

O EtAo M= HAET §SHo 2 WHEHLICH of 20| FIt2 XMa2[g = A= Z 0| of= JH "

A= A" ASLICE.

=

=

AR

!

(MEH AFeh) 4EHA|: XhM[TE LHE S 2helst

Chs ¥

glo
o
o

AASo] Ao TS XEMISE YEE HE 5+ UASFLICH

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID
PHASE STATUS STORAGE DRIVER DELETION POLICY

backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699e6ab8 Bound Success ontap-san delete

eSO YAML/JSON HEE H2 £+& TridentBackendConfig U&LILCH

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

== 2tolgh &~ TridentBackendConfig S1&LICH
OlE S0, API M7} SEHSIX| ¢47Lt CRD7t 2l B2 tridentbackends.trident.netapp.io O]
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRO| CHSE SEOE MM EI BHAIE Q| TridentBackendConfig ¥ 7t backenduuID EEHE|
backendName X &LICt O] 1astOperationStatus EE= CRE| OFX|2h 2 MEfE LIEFHAL|CE O] MEi=
TridentBackendConfig AM&XI7} EB|HSIHLKO: AFEXI7F HATH LHE) Tridentdl| 2[5 EE2|HE & USLICEH
(0ll: spec Trident MA|E F). M3 E= 1Y = JYSLICEH phase CRE BHAIE 7HO| 2HA| MEHE
TridentBackendConfig LIEFHLICEH 22| 0|0 A O] = phase 240| HIQIEH =0 /}EL|CL &, CRO| EHAIEL}
HEE|O] JAS2 TridentBackendConfig 2|0|EfLICE,

08
I
mjo
>
0%
OF

2 MESI0 HZEE JHM|7t tridentctl EEE HAIEE AO|O|ESHALE AHE 5
@ TridentBackendConfig SA&FLIC 2H"0{7| E HZESHIA2"(2 TridentBackendConfig)
Atole| HMetap 2t El THAIS O|SHLICH tridentctl.

=2
n
e

2|

_| T
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backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html
backend_options.html

n

>
0

Ot
2
_III
=2
In
el
L]
1A
2
mo
>
o
ely
rir
ox
IE

Off CHol kubect1 LOtFLICE

1z
>

TridentBackendConfig Trident?} BHAIEE AH|/FXISHESE X|ASLICHZ|E deletionPolicy).
HM|5tq™ 7} deletionPolicy DELETER MANE[N J=X| &QlgtL|Ct, T AY|SH{ ™
ntBackendConfig 7t RX| 2 MHEE[N UYE=X| deletionPolicy ZHQITIL|CE O|ZH A| StH BHAl= T} 7|
A5 22| £ tridentctl JYSLICH

2 1E U
=>'=I_ - 52
0 M

D =

v ok

w 1R

[
o

kubectl delete tbc <tbc-name> -n trident

Trident2 Ol AF2 £2l Kubernetes H|2S AX|SHA| TridentBackendConfig %&LICH Kubernetes AF2 A=
7|2 Moljof EL|Ct H|Y MEE AN E mf= F2|sHof SL|Ct A= MAZO0|A AHSHK| Qb= Z20|2t Af|HoF
SHL|C}
= .

kubectl get tbc -n trident

If= £ tridentctl get backend -o yaml -n trident S EX|st= ZE HACO EEZ 7IHS2
£ tridentctl get backend -n trident UELICE O] 550z 2 UHE MAEE tridentctl
ZotEIL|CE

sol= £ lnjo|E3t|ct
A= E A0 EdHOf 3h= 0| R= of2] 7HX[7t AUSE = ASLICEL
* AEE[X| A|ARI0] CHot XtH ZHO| HAE|JASLICE XtH ZSES UOI0|ESHEH ZHA0| M AL E|= Kubernetes

@S E TridentBackendConfig HHIO|EsHOF SLICE Trident= MSE Z[A XtH ZSHOZ HAEE
SO 2 YOO ERLICE CHs HAHES M0 Kubernetes Secrets YH|0|ESHAYAIL.

kubectl apply -f <updated-secret-file.yaml> -n trident

* Of7H tH2=(0ll: AL 52 ONTAP SVME| 0| E)

520 =
° Ct2 HHS AR50 KubernetesE Edl| QLEMEE 21X AUO|O|EE £ TridentBackendConfig
ol&L|Ct
M- .

kubectl apply -f <updated-backend-file.yaml>
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o L= LS HAHZS AME510] 7|& CRE2 HZET £ TridentBackendConfig U&LICE.

kubectl edit tbc <tbc-name> -n trident

* QIS Injo|=0f Anfste! WA S DiXIRtOR YRT PHOR A KAPLICL £

kubectl describe tbc <tbc-name> -n trident & A EIE E 0=
(D 2olgh £ kubectl get tbc <tbc-name> -o yaml -n trident USLICH

© 74 ool EH|E =elst ot 2 update S CHA| e = AUSLIC

(=
=.
[«3
D
=
-
(2]
"_"
o
>
0f0
of
2
1E
e
n
r_E
me
4>
00}'
ot
-
o

= ArEot0] HllE 2| HH S +AlSt= Y- tdll tridentctl HOHELICE

o> rR

E ddof 2ofstE Woll= 80 22XVt s AYLIC ChZ B S dAsto] 208 B QIS =&eld
L|C}

g0 &

74 DM ZHE 2elst Tt 0= S CHA| HAlSHH create EHLILH

mjo
4>
ost

ot
~
il

TridentOf| A MHAEZ AfX|SHAH LHS

tridentctl get backend -n trident
|

2. woll == AF[ELICE

tridentctl delete backend <backend-name> -n trident

@ Trident?} O] EHAI = 0| A OFZl =X
280| Z=H|XJE[X| gt&LCt.

1= E
rr
Mkt
o
it
[>
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Trident?t 210 A= WMAIEES HeiH Ch23 AL CH

tridentctl get backend -n trident

* DE MR YEE 2o o2 Y S AdYLch

tridentctl get backend -o json -n trident

o
2
in

iy
i}
i
°

m

el

sl
Ix}

SO QAr|0| 01| AITHSLE SHI= M0l 2R\ 7 UL HRE UTO|ES ATHSLICH TS HHS Agotol
212 20 Y0l HolE 4+ YBLct

74 oM 22X E 2elsotil Fot 20l|l= BHS ChA| HAASHH update ELICEH

HHAIC S ALt AEZ|X| 22HAE AlESLIC

CtE2 WA= 24K Chel £215t= JSONQZ EHE & = BEQ| tridentctl HYLICE O g REEIEIE

AX[sliof t= FEHEIEIS AFEFLIC.

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

Ol 2 AHE6t] BHE BHAIEN|E TridentBackendConfig MEELICH

O EAO= TridentBackendConfig #2|Xt= O|X| & 7HX| Dest WAooz BAlEE pta|gd & JUSLICE O]
= =4 Z&LCE
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82510f Ot= HAIEE o a4 22| TridentBackendConfig 4= tridentctl JUESLITI?
2
o

St0{ OHE HHOIE 2 AFE5H0] 22|e tridentctl 3 TridentBackendConfig QU&LIT?

2 A8t Bl TridentBackendConfig #2| tridentctl

Ol MMofM= QLEHMEES M d5t0d Kubernetes QIEJH|O|AE &6l 21 TridentBackendConfig MAEl
HHAIEE 2|5h= o Bast HAIE BEYLICH tridentctl.

Of LIE2 ttZ AlLt2| 0] HEE LIL.

* Of|M 2SO 7| 20| tridentctl 7t §l= 7|&E WAIET} TridentBackendConfig UASLIC

CIE QEMEY}L Q= SQ TridentBackendConfig 2 ST M HAET} tridentctl }ESLICH.

T ALIE|2 20| M Tridente] 28 O|eF X 2 712t & WA =7} A& EAELICEH 2E|Xte TS F 7HX] &4

T olLIE MEE = ASLICH

£ A& AH8SH0] tridentctl THE WHAIEE 2ta|gL|Ct

* 2 A8 = HHAIEE A TridentBackendConfig JHA|of| HEQIZSILICH tridentctl O|EA| SHH
SHAIETL S ARSI 2t2|=|10, O X| $ELICH kubectl tridentctl.

AESHH 7|E HAEE 2|6t H kubectl 7| A0 HIQIE E|= 2 TridentBackendConfig A5l O}
LICt Zts 2o Ciet i 2= ChSa 25U

et ujo

—_

. Kubernetes &5 E MMIMA|Q. H|ZO|= Trident7t AEZ|X| 22{AE/MH|AQ} EASH=E O ZRFH XA
SHO| ZotE|of UYSLICt
C}.

7|Z sl Eof HIRIE E|= E MM5t2{H TridentBackendConfig HAE AMHE AHO{OF L|Ct. O] Gf|of| A=
CHEat 22 JSON He|E Mgsf@ A EE M-A/UCHD 7P- gLt

tridentctl get backend ontap-nas-backend -n trident

fmm Fomm -
e F——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e o
e et e e e e e e e e o o +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e e ——

o - fomm - fomm - +
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cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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1CHA|: Kubernetes Secret 244

O ofofl EAIE! ZAXE il =of| CHet Xt SFO| XotEl Y= E MLt

—

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2CHA|: TridentBackendConfig CRS MABL|CH

CHE Sl = 7|& A AR XHS2 2 HIRIEE|[= CRE ontap-nas-backend 2t E= TridentBackendConfig
AUL|CHO] ofld[2t Z0]). CHE 27 AFe0] SFE[=X| 2l gLt

+ St HollE 0|E0| off MQ|E|0] spec.backendName J&SLICE.

© A 07 Hae el wollEer S S| Ct,

-
ot

HOF 2fLICH.

(o]

M

>

i

He dt Bl AE 7} OfLl Kubernetes SecretS Sl M2 ElL|Ct

o
T

ru2
MH>

= -

IR B FR)S e wolset 5
=
o

. Xt

0| 22 = TridentBackendConfig CHS2t 20| EA|EL|CE.

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident

tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

3THA: CRe| MEHE SHQISLICt TridentBackendConfig

E Mot :?_—0“_ TridentBackendConfig S EtA|7t E|0{Of "Bound &L|C}. ESH 7| &
UUIDE S5HA| Bt =00k SfL|Ct.

_7F_I:IH



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|H| HAETt ZHH|E AFESHH 2tM S| thec-ontap-nas-backend TridentBackendConfig 2t2|&L|CH.
2 M85t HRlE tridentctl 22| TridentBackendConfig

‘tridentctl® 2 AMESI0| DHE HAIEE LIFSt= O AFBE = “TridentBackendConfig®
1i

UELICH. EDH ZA2|XH= “spec.deletionPolicy” & MAH[SID “TridentBackendConfig®
2 HHSI0 “retain® O[|2{eh HAEE M| UZ|SI=E MEHE +E “tridentctl®

2
i
mn
2
il
gjo
1E
R
n
N
mjo
>
00
Of
2
0>
0

T

MEl AO = TridentBackendConfig 7HFEgfLICH
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ZHO|AM o] M2HOZ MME|Qlol BHAl=0f| HIQIEE|0] Q= A2 E TridentBackendConfig EQIL|CE
[EHAl=9] YUID &HEh.

1CHA: Q10| deletionPolicy & MHE[N JUESLICE retain

O 7}X|Z deletionPolicy ATHEZSLICH O 8H2 £ retain AHHOF SL|CH. O|FHA| SIH crO|
MHE|{E "TridentBackendConfig HAE HO|Jt AL EXYSIH 2 2|2 4 tridentctl JASLICL

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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() 712 2%EX retain 2 F C1S BB THSIK DHIAIL. deletionPolicy
2CHA|: TridentBackendConfig CR2 AMM[EL|CH
OrX|2t CHAl= CR2 AX|ShH= TridentBackendConfig AYULICE 71 2 MHEE|0] retain J=X

deletionPolicy CHS RS Al Tide & JASLICE.

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

e - e et +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

e — o

e it ittt e Fo——————— Fom +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-bo06-
0a5315ac5f82 | online | 33 |

o Fom e

et bt o o —_ +

AER|X| SHAS MABLIC

Kubernetes StorageClass 7HHIE F#d5t1 AE2|X| A E M5t Tridentdl| =&

Z2H|INE YHE X|Alghct.

Kubernetes StorageClass 7iH|S 7148t |Ct

MEJI AH|E|™ TridentBackendConfig Trident2 HAIE Xt E MA 2 AK|SHK] 11 7|&E QENMES

= "Kubernetes StorageClass Z{4|" TridentE {2 2 A0 AHEE|= Provisioner2 A5t Tridentdl| 28

IT2H|XNd SEE XIAILIC o€ S L2 Z&LI0.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate

TridentOf| Al 288 T2H|NYSt= WHS M O{SH= O AF2E= % 07 HEf AEE|X| AT A XHE6H=
BFEHO|| CHSE XFM|Bt PersistentVolumeClaim LHEE S "Kubernetes 2! Trident L EEE"AETSIMA| 2.

AEEX| SHAE YHLIC

StorageClass 2{H|E MHot = AEE|X| SeHA S Hde = JAELICE 22 S22 U2 ols AEdHAHL =3 =
A= R MK 7|2 HE0| Lt ASLICH.

CHA|
1. Kubernetes 2L EHEO|2 2 KubernetesOl|A| MMdst= O] AF2EILICE kubectl

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. 0|H| Kubernetes®?l Trident 25=0|A| * BASIC-CSI * AE2|X| 22fA T} EA|E| D Trident= BHAIEO| A &
ZiASHof S|t

o

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

I

"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggr4d"

—

Ha Saa s

Trident?} "S& S =0f Chet ZHErol AE2|X] 224 F oS gLt

- =

= HX| T2 30 8A M35 = TS HESHH &4 E20|H 0|22 HiE BACKEND TYPE = sample-

input/storage-class-csi.yaml.templ USLICE.
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AEZ|X| EAE Et2|eiL|CH

—

7|E AE2|X| SAS 8D, 7|2 A2X| FAS HHOID, AE2|X| S22 HASS
Astn, Agalx] SHAS AFY 5 YL

7|1E 2EEX| SAE LT

* 7|Z Kubernetes AE2|X| 22{AE HefH 12 TS 2L
kubectl get storageclass

* Kubernetes AE2|X| S2fA ME HEE HHH L3 HHS HAotL|CY.

tridentctl get storageclass
* Tridente| S7|2Hel AE2|X] BHA MF YHE HHH CHZ BHS JAHLICH

tridentctl get storageclass <storage-class> -o json
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718 AEE|X] SHAS AHEHLIC

Kubernetes 1.60Il= 7|2 2E2|X| 22HA S EFSt= 7150| FIE[A}SLICE AEXIEFF =& SA(PVC)l
ST 2ES XK Y= R B 25S Z=H|XN o= Hl A 8Els 2E2|X| 2 AL

* 2EZ|X| 22HA HOloM FMZS true 2 HHSIY 7|2 AER(X| 22HAE

storageclass.kubernetes.io/is-default-class H2IBIL|Ct AFQFO]| 2t CHE ZfO|Lt =M EXl=
FALSEZ s{{A{ElL|C}.

* S BEE MESIH 7|E A& K| 2HAE T2 AER[X| SAA R FHY & AUSLICE

= T

kubectl patch storageclass <storage-class-name> -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'
* OHIEX 2 O HEE AE0IH 7|2 AEZ|X| E2iA FME HAHE & USLICL

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

EESH Trident X T2 HS0f|= 0 FA2 Zetdol= oM ASLICH

@ S AE0= o Hof| 5tLte| 7|2 AE2|X| S2HARH QA0{OF BfLICH KubernetesO|A = 0] &2
HAUS A= AS 72O R FA6HK| = §XIT 7|2 AEE|X| S ATt gl= AXME SELIC

AE2|X] S A0 CHeE HA=E AHEIL|CE

Hot= JSONCE HHY = U= BE2| tridentctl G[RILICE O] 5g
oE|

CH22 Trident ¥l = ZHK|of| CHell =
= FEEEIE A8t

FEEE= HA AXsliof & 4

AN

tridentctl get storageclass -o json | jg '[.items[] |
.Config.name, backends: [.storage] |unique}]'

{storageClass:

AER|X| A AF|ELICH

KubernetesOi A AEE[X| 2HAE ATH|SI2{H L3 B S AALLIC
kubectl delete storageclass <storage-class>

<storage-class> = AEZ|X| 22HAE WKN|SHOf SL|LCE.

O AEE[X| 2 AE Soll HdE I =2E2 HEEIX| M Tridentol| M A% 22| ghL|Cf.

—_

= ==
ME56t= A0| ZELICH parameters. £fsType. 7| & StorageClassesE AMA|St0 X[HEI CHE CHA|

parameters. fsType AM6{O} SrL|C},

Trident= ‘43t Z2F01 CHolf Bl gf2 fsType MEELICE iSCSI WA= BL StorageClassOf|
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=52 Z2H|XJ5t 2ot

i

ES ZRH[MIELIC

T El Kubernetes StorageClassE A5t PVO| CHot BHAE R HSH=

—
—
_a_
o

o
PersistentVolumeClaim(PVC)S MMefL|Ct. O3 CF2 PVE ZE0f| &g &~ JUSLICE
e
A "PersistentVolumeClaim"(PVC)= 22 AE 9| PersistentVolumeOf| CHEE HM[A - ]L|Ct,

PVC= E3 37| & dMA ZEO MEES QST MY £~ JSLICH E2{AH 2e2|Xt= AZE
StorageClassE AF25t0 PersistentVolume 37| 5! HMA DE(0: M5 = AH|A £F)E MO 4+ ASLICE

.U
<
@)
i
0>
0%
rot
ot
H
[n
2
1
i:(1
mjo
E
Ho

=t

kubectl create -f pvc.yaml
2. PVC &ENE ElgtL|C,

|

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. 282 Pod0i| OF2ERL|C
kubectl create -f pv-pod.yaml
@ 2 M85t I Aetg BLIEAE & kubectl get pod —-watch USLICE
2. 280| of| OFR2EE|0] UEX] /my/mount /path EQITIL|CH
kubectl exec -it task-pv-pod -- df -h /my/mount/path
3. O|H| PodE AtHIE 4= UYSLICH Pod S8 T2IM2 O 0|4 EXSHX| X|2t 2EE2 |X|ELICH

—
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kubectl delete pod pv-pod

ME OLIHAE

PersistentVolumeClaim MZ OjL|HAE

olz{et o= 7|=&2l PVC 74 &M

o

HoFLCt

RWO 2 M|A PVC
0| of|loil A= 0|Z20]| Q! StorageClasst HZEl RWO M| A HsHO|

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

NVMe/TCP7} = PVC

0| of|of A= 0] =0]| Q! StorageClass2t HZEl RWO HAM|A H$H0| A= NVMe/TCPE 7|2 PVCE 20

protection-gold &LICH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

= 7|2 PVCE B0 basic-csi &LICL
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POD O{L|HAE ME
0| 0fl= PVCE L LOf 24617 fet 7|2 182 HHFELICE.
712 74

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

7|2 NVMe/TCP 14

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

TridentOf| Al 2&2 T 2H|XNJ5t= WHE M O{SH= O AFRE[= 5 07 HEt AER|X| AT A
BFEHO|| CHSE XEM|SE PersistentVolumeClaim LHEE £ "Kubernetes 2! Trident @ EH E At XS

F
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= FXF

o

fot

=
=

J

TridentE AF235H Kubernetes AF2A7F MM E 20| S &2 22 £ QELICE iSCSI, NFS
S FC =282 &%&dte o Zest 40| et IHE =2Qlgh 4~ JUELICY.

@ iISCSI 28 &2 ontap-san, ontap-san-economy solidfire-san E2t0|HO|A X[ E[H
Kubernetes 1.16 0|40 ZQBIL|CE,

1EHA: 28

1ot

tE2 X| ISt £ StorageClassS 74 gLt

StorageClass M2|E MZ!St0] allowVolumeExpansion BEE Z “true MEELICE,

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

7| & StorageClass 2| 22 Of7ff H4E TESHE R a11owVolumeExpansion WRIEL|CH

2CHA|: M3 StorageClassS AF238H0{ PVCE A etL|Ct
PVC H2olE M MZ st 37| tHoIEE E Yool EFLICE

spec.resources.requests.storage. 0| 37|= el 37| =2C} 7{0f grL|C.

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= S 28 (PV)2 251 0| @7 =& 2Y(PVC)dt HZELICL.

kubectl get pvc
NAME STATUS VOLUME
ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

CAPACITY

kubectl get pv
CAPACITY ACCESS MODES

NAME

RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

3712 THY 4 YTE PVE E=0f HZELICH ISCSI PVl 37|12 ZHY 0f £ 74x| AlLk2| 27} YALICH

* PV7} Pod0fl 22 EL Trident= 2E2|X| HAZ0|M 2ES 2ESt D CIHIO|AS CHA| AZHSH D IHY
A AE| :'7|§ et

« HZEX| 2 PVel IVIE ?E’g St 10 SHH Trident= AEZ|X| HAEH M S22 & TILICEH PVCZF PODY|
HFQIZI £[H Trident7t C|H}O|A S CHA| ZHAtSH THY A|ARIS] I 7|E ZHEBILICEH O3 CHS &E 20|
MAMOZ 2=l & Kubernetesoﬂkl PVC Z7|E YO|O|EEL|CE.

0| oflof| A= E AF838t= Pod?Zt san-pve A EILICH
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

4tHA|: PVE =ERILICH
MEE Pvel 37|12 1Gi0llM 2GIE =X PVC Me|E HMESH E spec.resources.requests.storage

2GiZ YH|0|EgLCt,

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

Trident 282 37| 2Ql5t0] WE0| SHIZA| ZHS5H=X| =elet = JASLICT.

=

T
<
o
T
<
e}
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

CSI ProvisionerE At25t0d FC Persistent Volume(PV)2 &&& £ AEL|CE,
@ FC 22 S82 ontap-san S210|H0|Af X|2E|0 Kubernetes 1.16 0|A0] TQstL|Ct,

PN

12 25 =d

Lot

X|@lot= 2 StorageClass= T4 %fL|Ct

o

StorageClass H2|E MESI0 allowvolumeExpansion BEE £ “true’ ™ etL|C.

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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TP

7|Z StorageClass 2| 2

2CHA|: MM 3 StorageClassS AF238H0] PVCE A stL|Ct

= Hio

=
HE s S

= —--d

PVC Ho|E HEst M= Hdt= 37|18 ttdst=F E Yool EgLCt
= Hefl 37| 2L} 7ok gLt

spec.resources.requests.storage. 0| 37|=

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
1Gi

storageClassName:

storage:
ontap-san

Trident= S 28 (PV)S 221 0| G7 =& 2d(PVC)at HZ LI

kubectl get pvc

E ST allowVolumeExpansion HE

JetL|Ch.

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

3CH7|: PVCE 2%lst= PODE HolgtL|Ct
7€ ZFE £ YT =E PVE I HATLICE FC PV 27|12 =&Y e F 7HX| ALIE|27} Q&LICE.
* PV7I Podd| HZEl AL Trident= AEE|X| HHAISO|AM 252 SHESHT CHIO|A S CHA| AZHSH D THA
AAEIO| 37 IE ZHEL|CE,
« HZEEX| A2 PVel IV|E 2E7gofE1I'_ 5HH Trident= AE2|X| BHAlE 0| M 22S SHRISHL|CEH PVCZt PODO|
HFQIZ £[H Trident7t C|H}O|AE CHA| ZHALSH DY A|ARIO| I7|E ZHBILICEH O3 CHs 2HEF 20|

MIZMOR 2AREl S Kubernetesoﬂkl PVC 37| H|0|EgL|CY.
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O] olof| M= E AFESH= Pod7t san-pve MM EIL|CE

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

4tH|: PVE SHEELICH
MAE PV 37|E 1Gi0AM 2GIiZ2 ZH5t2H PVC ™o|E MESI E spec.resources.requests.storage

2GiZ YH[o|EgLCt.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

Trident 282 37| 2Ql5t0] WE0| SHIZA| ZHS5H=X| =elet = JASLICT.

=

T
<
o
T
<
e}
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

Trident= , ontap-nas-economy, ontap-nas-flexgroup gcp-cvs X azure-netapp-files HHAE0f[A
T 2H|XYE[= NFS PVSO| Clist 2& =22 ontap-nas X[HELICH

1CH): 28 &&2S |2/t = StorageClass= TAEHLICt

37|18 2EoHHH HA 22| X7 EEE true L33 20| &
SeHAE A M6H0F ZLICH allowVolumeExpansion

0z
ot
2
ML
o
mjo
Jok
021
mot
4>
g0
H1
I
|>
Hm
i)
A

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true
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O] SMES AFESHX| ¢t o0 AEZ|X| FHAE MHTt A2 E A8 28 &2 518510 7|&E AEE[X|
S AE ZCHSHA MES &~ kubectl edit storageclass USLICH

2CHA|: M3t StorageClassS AFE3t0| PVCE MM BhL|Ct

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Trident= 0| PVCOI| CH3H 20MiB NFS PVZE Al Msl{of tL|LC}

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2m42s

3CHA|: PVE ShareLCt
M2 MAM=l 20MiB PVl 37|2 1GIBE ZHst2{H PVCE MESI 1GIBE MAETL|Ct

spec.resources.requests.storage.

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

Trident 282 37| 2&QI5t0] 37|17} SHIZAH| ZHEA=K] 2ele £ ASFLICH

=

_U
<
o
T
<
i
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

= M85 7|E AEE[X| Z&S Kubernetes PVE 7} &2 £ tridentctl import
Lt
M- .

He 8l ae At

[HA}

(=N

TridentE2 282 7182 = U

rr

T =M Z Containerize St1 7|E H|0|E &let2 CHA| ALEEIL|Ct

O E2 OiZS2|Z|0|Mof| Ar2E Cl|O|E| MES| 2ES AMEYLICE

o 4> ol
du o2 op

71 gHAlSE Kubernetes 22{AE S MM EHLICEH

Z0il oiZ2[#0| M H|0|E{ Oro|2f|0] M

=
el
J
41

s P
EE2 7IMR7| Toj| tHE 18] MY E HESHIAIL.

* Trident= RW(27|-47]) S8 ONTAP &2t 7tH 2 4 UELICL. DP(HO|H E3) 8 =82 SnapMirror
CHa EFQLICE E&2 Trident2 7t 27| Tof| O] 2tAZ six|sHOF 2FL|Ct.
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g4 A0 gl= 282 7ML Aol Z5LILL &8 =282 7IHREH 282 EET LIS 7INR7IE

El

i

@ KubernetesZt 0| HZAZ QA5 M 2 PODY| A HZE £ Q7| mi20
EB0|M ES| ZQtLICt 0|2 QI8 Ci|0|E{ 7t &AME! 4~ QI&LICE.

PVCO|| X|"38H0F StX|2 storageClass Trident= 7FM 2= S 0| Oi/iH+E AHE0HX| g5 LICE AEE|X]|
SdlA= 28§ 44 S0l 2E2|X| E40f| Wet AHE Zhse S0|lM dEisHE o AFEELIL. 2&0| 0|0] AL8=
IMHRE ot 22 MEY BRIt QIELICH et 280| PVCO| XY E AE2|X]| S22k LX|SHX| Gi=
AL fE= 20 A= 7HH 27(0f ZoigfL|ct.

7|= H|E 37|= PVCOIA ZRE| D ANEILICH AEZ|X| E2IO|HOIM 222 712 & pv= PVCO| Cst
ClaimRefE AtEst0] MM EIL|CE,

o MetE MM H30| PVOM 2 retain ™ EILICE KubernetesO|Al PVC B! PVE 43X O Z HIQIZSt
AEE|X| SaA Q| BIbA| st K 1o MAHof| OHA| BIHAM| Bhet Ho HxHo| HH|0|EElL|CE,

r2

o AEE|X| 22jAQ| T2 FMO| O|H delete PVE ANY M AEZ|X| 2F0| AfH|ELICE

712X O 2 Trident= PVCE Zt2|stl BHAI=0f|A| FlexVol volume % LUNS| O|E2 HHELICH SO E
MESto] 22|l X| ¢t 282 7IM 8 £ --no-manage Y&LICt 2 "--no-manage ALE5HH Trident= 7HA| 2]
£ F7| 2t PVC E= PVO| CHt 7 2A S SHSHK| ESLICEH PVIF AHE|HE AEZ[X| EE2 AHWIEX|
GO EE EEYUEE IV ZHI A2 OE &P FAIELICH

0| M ZiH|0|{3tEl /T 2 E0]| KubernetesE A2, 12 X| 91 Kubernetes 2|5
AEZ|X| 289 2t0|ZTALO|2 2 2ot = HR0 fETLICt

— oT TTod™

PVC % PVO| =M0| F71=[0] XS 712 2 PVCR PVt 22| A =X| IR E LIEH= F MK SXo2
AMEEILILE. O FA2 AL ®AHE £ §ELIT.

ZES 7tHaLt

i

L

ME3IH 282 7IM2 & tridentctl import UELICEH

A

1. PVCE MAMdt= of| AF2E PVC(Persistent Volume Claim) TH(0]:)& 2HSLICt pve. yaml. PVC Tt =

namespace , , accessModes % storageClassName 0| EEE|0{Of “name TL|CH MEAMOZ PVC

Ho|of| X|HE £ unixPermissions Y&ELICH.

Ltz

rlo

&2 Ato| of LTt

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class
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@ PVOIE = 28 37(9 22 F7H 07K = ZESHK| OFYAIR. 0|2 218 7F 27| HHO|

2. “tridentctl import @& AE35I0 £2&0| Z8tEl Trident QI =20] 0|21t AEZ|X|0|M EES DRI AlESH=
O|£(0fl: ONTAP FlexVol, £ =&, Cloud Volumes Service A2)2 X[™g 4= QUELICE -FPVC Tt Q|
dE2E X|H5I2{H 2Tt ’1'8°*L|Ef

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>

o
X #ElE S2to|Hof Tt LS =28 7 27| ol AESHIAL.

o

ONTAP NAS %! ONTAP NAS FlexGroupS X|&gfL|Ct

Trident= % ontap-nas-flexgroup EEI0|HE A3 28 71H27|E ontap-nas X|#ELICE

A
HA

L|C}.

o>

* “ontap-nas-economy E20|H = gtreeE 71210 22|

® .
H=2o0o

C2l0|HZE MME=l 2t 282 ontap-nas ONTAP 22{AE{ 2| FlexVol volume®IL|C}t. E2IO|HZ FlexVol 282
7IM2+& ontap-nas Y2 SLELICH. ONTAP EE1£E‘|01| 0|0] }= FlexVol 282 PVCE 7t 2 £ ontap-

nas USLICH OFE7HX| 2 FlexGroup 282 PVCE 7t 2 £ ontap-nas-flexgroup U&LICH

A
= T
=
= &=

ruHI
o

585X giE LIt

o|F

o

=i
ontap—nas"é't' ‘ontap-nas-flexgroup =2to|H

ONTAP NAS?| 01|
CHE2 22lkl= 28 Y 22X 2= =28 714 27(9| of IL|C}.
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CHZ ool M= 2t Ol F2|

=0 ontap nas

|h
MM

252 7IMZLICt managed volume.

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm -

CI+E ME2E Il --no-manage Trident= 282| 0|5

= HHEX|

CtZ Ol= unmanaged volume ontap nas WMAEON 718 ZL|CH

Lt

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-

file> --no-manage

o e Fomm -
fom - o fom— - fomm -
| NAME | SIZE | STORAGE CLASS
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
e o fomm - fomm -
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
o - fommm - fomm -
fom— - o fom - e

ONTAP SAN

Trident= % ontap-san-economy E2I0|HE A5 28 7IH27|E

Trident= £HY

ontap-san K| gLIC}

LUNO| Zst=l ONTAP SAN FlexVol 252 782 &= U&LICE O] ontap-san 2 PVC %

FlexVol volume LH2| LUNO]| CH3t FlexVol volumeE MMst= E2t0|H et YX[EEL|Ct. Trident= FlexVol volumeE

7tMet PVC Heolet AZRILICE.

ONTAP SAN 0|
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ChE22 Helkl= 2F % 2el=X = 28 7t 79| o gLct.

el =28
22| E= 289 FR Tridente| 0|22 FlexVol volume?2| 0|28 HAIOZ FlexVol volume L{2| LUNSQ| 1un0
O|E2 pve-<uuid> @ HiEL|CH

LIS 0|0l M= ontap-san-managed BA=0]| R/ = FlexVol volumeE ontap san default 7t&ZLICt

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fossssssssssssesessssssesososssassasssssa=s femmmm=== fommsmssmemaaa=
fremsmm=a==s L e e e X
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesms s oo s e n e s s s s e e froccscssmemeea==
fe========c R fe======s e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
foss==s=ss=ssscsessssssssosossssss=s=ssss=s Fem=m==== fosssessme=a====
fmmmmmmmaaa e fmmmmmaae fommmemaae +

HE|E|X| = =5

Ct2 Oll= unmanaged example volume ontap san HAEO|AM Z71HFZLICE

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
ARttt Fosmmmmmes Focoscsmsmsmsoss
Pommmmmmm== e et Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
LBttt P o=
Fommmmmomoe Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommmmmmmmomeorrrrrrrr e re e e mm o e Fommmememesemos
Pommmmmmm== ettt Pommmmm== o= +

Ct= olo[ A2t 20| Kubernetes ‘== IQNZF IQNE S/ 5H= igroupdi| LUNO| OfEE[0] JIOH 2F I} LuN
already mapped to initiator(s) in this group EA|EILICL 22 71 222{H O[L|A[Y|O|EHE
HZASEAHLE LUN OfZ S s A|sHOF SfL|Ct.
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Trident= E2t0|HE AM235t0] NetApp Element 2 EQ)|0] 5! NetApp HCI 28 7tM27|8 solidfire-san
K| gLk,

Element S2}0|t{= 2 25 0|22 X|LICt J2{Lt 25 0|Z0| S Tridentd| M 25
() et ol 2XIS sZslein 282 226kn 1R 28 0|22 T S 2N 282

7t™ELct.

24 ol

CHE KoM= element-managed A 0N EES element default 7IHZLCL.

tridentctl import volume element default element-managed -f pvc-basic-

import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e

e e e e e e e e e P fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s R fossmessmemae==
fe========= femessesssssssasss s e se s esssss s f=m====== fememe==== 4

Google 2ZI2E S E
Trident= E2I0|HE AIBSIY 2E& 71N R7|E gcp-cvs X[ & ELICH
Google Cloud Platform0f|Al NetApp Cloud Volumes ServiceZl X|¢st= 2852 71 2™ off et
@ =28 ZE2E 7|ECE EES MEYLICL =& 2= U230 L”E &L LHELWI| B29| :/

ULALICL O E S0, AAZE HZJ} Q1 2R 10.0.0.1:/adroit-jolly-swift 2& dE2&=
QL|C} adroit-jolly-swift.
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Google Cloud Platform?2| of|

LIS Olo M= gep-cvs &l 28 28 AM88H0] adroit-jolly-swift HAENAN EES gecpevs YEppr
7tMZLICt.

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommemmcemsmerrrrrrrrrrers s re e e em o Fommmmom= Fommemmcemeomoee
Fommmmmmm== et Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmssesesese s s s s e e it fommmmmmmmemem=
e L e e e S e et +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmmmsmeososorreroememerene oo memmm o Fommomome Fommmmmmomoomo=s
Fommcmmomo= B e Fommcomo= oo +

Azure NetApp Files

Trident= E2I0|HHE ARSI 28 7t 7|8 azure-netapp-files K| ¥ ELICH

Azure NetApp Files 282 7INe{H S| 28 dERE 7|ECE &S AMELLICL
C20l L= 282 WELWZ| B2 . oe'—'?'—%l LICH O|E S0{, OIRE 2271 21 32
10.0.0.2:/importvoll 25 OE'_ QLICH importvoll.

Azure NetApp Files2| 0|

Lt Olofl M= azure-netapp-files 28 27t Y= importvoll MHAEHAM SES
azurenetappfiles 40517 7tNZLIC}

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

e femememm== femmmemsmeaaaaae
o e e e e e e fro— e 4
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesme s m e e oo s e a e e e e s e e o=
fre=s====m==s e et fe======s e +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

R e fememeemeaeaa==
fmmmmmmm==a R fmmmmm==e femememaae +
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Google Cloud NetApp =&
Trident= EE2I0|HE A28t 28 7t 227|2 google-cloud-netapp-volumes K| gL|CH

Google Cloud NetApp 2Z9| ofIL|C}

LS 00X = google-cloud-netapp-volumes 2E0| Z&E testvoleasiaeastl HAEOM SES
backend-tbc-genvl 7F&LICE

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

o fomm -
e Fommm o
fom - fomm - +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm—————

e it e e P fomm e
fom - e +

| pvc-a69cdal9-218c-4ca%-a941-aea05dd13dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8¢cl1l8cdfl-0770-4bc0-bcc5-¢c6295fe6d837 | online | true
|

e fomm -

Fm fomm et et
fom - fom—m————— +

CHZ ool M= St ol &= 72| E2&0| A= M EES2 7INHZLICH google-cloud-netapp-volumes.
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

=& 0|8 % 0|22 AEX X|HELICE

TridentE ALEctH MM 20| 20| Y= 0|E1} 20|22 &Eet £ JUSLICL 0|2 S
=52 i Kubernetes 2| AA(PVC)H| Al A OjZe £~ QEL|CEH BHAl = 2| Hoj| A
ALEXL X[H =& O|E U ALEXL X|H 2|02 22 Moot = USLIC
MM IIHR7| £= EXste ZE =52 Hl

M o
0%
0x

2 ot
N
410
rot
o
MH
S

AlZtsE7| o
AEXF X[ 7ttt 28 018 % 8ll0l= X[&:

1. 28 44, 7M7Y 28 =X

bal
1%
i
~
~

2. ONTAP-NAS-Economy E2l0|H{2| AL Qtree =& 0|S¢t 0|E HIEEIS [ELICH
=

3. ONTAP-SAN-O|Z 0| E2}0|HH2| AL LUN 0]

Hst Abet

1. AF2Xt K™ 7Hs 8t

—_

|22 ONTAP 2I8|0|A E210|HQ}0t SSHEIL|CE

IE2 7|Z =B HEE[X| &Lt

r

=
=
2. MEXXIF 7tstt 2

AMEX X[ 7tste 28 0182 2 5%

1. 0|2 WBalo| ¥R PO Qlof QI WASHH WIS o] AIfgiLict. J2iLt YE S8 Z2IHO|
Anjets 280| 052 71 B 7ol ozt X F LT

2. WOlI= 20| M 0| HB2US ABSI0] 28 0152 XNIHE F0I= AE2IX HEAES ABE 4 giaLC
2ot MEAL 22 BE0| T F7¢8 4 ABLICH
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E SJEE= E Ao FHolE & ASLICE

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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EE o

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

Yo
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster

}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

HES KIS FELICH

o= A

.0;"1*:

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

. 0:"2*:

196



"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

12{SHOF 2 At

1. 282 7IME 22 7|& 280 EF YAl9| 2|0|£0| /= Z=0 0t 20| 0| HL|o|EELICE o|E EH
Ct2 1} *{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} &2 &L|Ct.

2. A2lEE EES 7IMQE 2R =28 0|52 WollE Folo| RE zjdof HolE o/ WEAS mWELICE

3. Tridente AEE|X| FAZL U= £210|A HAXL AR S X[ 2ISHK| gh&LICH

4. HIZSIO=2 Qs IRt & 0|50 MAE|X| gt B Trident= R 74| 22| 2XIE FIt6t0f 1RT EE
0|52 MdgfL|ct.

5. NAS ZH| &2 AL8X} X|H 0| E0| 64X Xx2I5H= Z2 Trident= 7| & Y &l0f W2} 282 0|82
X|’gefLICt CHE 2 & ONTAP E210|H2| B2 £& 0|E0| 0|5 H|ot2 =0totH 28 Md TEMATt
AnfetL|Ct
= = .

HIJAHO[A HA[OA NFS E2EES SRELIC

TridentS AFESHH 7|2 WA 0|20 EFS ddet = otLf 0|49 H= HIYAH0]A0] A

2R 4+ UBLICE

iy

TridentVolumeReference CR2 AL&3H StL} 0| 49| Kubernetes U AT 0| A0 A ReadWriteMany(rwx) NFS
=58 HHSH S/ 4= JELICE 0] Kubernetes WIO|E|E &2 M2 CHS1t 22 0| S HMlagtL|Ct.

« HOotZ HESHY| 2[t Chket £Z2f MM[A K|
* = Trident NFS 28 E2}0|H{ 2t S 2HElL|C}

* tridentctl EE= 7|El 7|2 Kubernetes 7|S0]| OtLl 7|50i| 9| &8tX| t&L|Ch

O| Cto|{ a2 27l 2| Kubernetes HIJAHO| AWM NFS 28 282 20 ELICI.
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----------------- 4 Primary PV Secondary PV e —

"primary" ‘ 7 "seconda
®*r@ O =x=e

£ Trident
namespace
v TVol >

I
1
1
1
1
I
1
1
1
I
1
1
1
I
]
1
1
1
¥
1
1
1
I
1
1
1
1
1
1
1
bl

- e o o e
H

TridentVolumeReference
primary/pvci
4 . ’
---------------- - Storage B G CE P TP
Volume
2 A|Et
R HATIOE NFS 28 SRS A48 = ASLICH
o EES SRIEE AA PVCE FAEILICE
A HYAHO|A ARKHE AA PVCE| H|O[E{0]| HMAS £ U= HotS FO{RILICE
9 CH4& W[ AT O|AOA CRE 2HE £ U= HTHE BOo{gfL|Ct
SHAH Z2|Xb= CHA HLADO|A Sl ARXN A E2|AMVolumeReference CR2 A S £~ Ql= #HoHS

FofgLtt.

CHAN | AT O] A0 M TridentVolumeReference S MASILICH

CHAN HUADO| AL AQXH= AA PVCE (X617 I8 E2|VolumeReference CRS A A SHL|LE.

o CHe dd2amo[ 20 5t¢| PVCE ZHELICE

Chat i AT0| A0 AQXH #E PVCY Hl0|E| AAE ALBSHI| 2I8H 519 PVCE BHELIC,
A2 5 T4 U JAHO|AS TS|}
HOtS BEE| I IYAHO|A 2t BRE AA LIYAHO|A AQK}, SHAE| Ba|Xt 3 Cf4 QAT O|A
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2RA2 Y 3 Z=X|7F BRYLICEH AER HE2 ZF TA oM XFE L.

CHA|
Tx 24 HYAHO|A ARK: * PVC M (pvel)S tha HIYAHO| AR SREY 4 A= A
HAAHO|AOM FMS(namespace2 AFEEILICH shareToNamespace

mjo

2ofst

rir
>
>

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident2 PVel HHAIE NFS AEE|X| 252 MMetLCt,

c HEE FEE FIES M8 PVCE 02| WA 0|AN ZRE = ASLICH
‘trident.netapp.io/shareToNamespace: namespace2,namespace3,namespace4 0| £

=0,

@ ° 2 Ar8%t0 2E HYAHO|A0 ZREY 4= + ASLICL E ST, Ct3at ZELICH
trident.netapp.io/shareToNamespace: *

o FME HSUSIT-E PVCE YHIO|EY 4 shareToNamespace U&LICH

2. » 22{AE 22|t CiA HJATHO|A ARXIOA| CHAH HIJAT|O]ANA E2|HIVolumeReference CRS
MMt 4 Q= HotE 20517 2ol AH2X XE 22 M8t kubecon R3St A|2.

3. * CHAN AT O|A ARQAE: * AA HJUATO|AS A ZESH= CHA H| QAT O] AN TridentVolumeReference
CRE THSLIC} pvcl.

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

199



4.« CfA HAAHO|A ARXE: * (pve2 "CHA HIJAHO|AN pvc MM (“namespace?). FAZ AF25H0
shareFromPVC &A PVCE X|™ghL|LCt.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() & pvcel 371 A4 pycELt R7iLt Zotok gLict,

21

Trident= CHA PVCE| =M E 9111 shareFromPvC CHA PVE 2A PVE 7t2|7|10 &A PV AEE|X| E|AAE
SRot= M| AE2|X| 2|AAT} Q= 619 282 E tHA PVE MMSILICH CHA PVCRF PVZE HAOZ HA|EILICE

Ok

7 252 AT

o] HIYAHO|ANM SREl= EES AHE = UASLICE Trident= 24 HIYAHO[ANM SFOH| CHEE HMAS
M3t =28S /o= E H2H o[ A0 Ciet HMAS FX|LCHL 2ES HZESts ZE HIYAHO| AT}
HAHEH TridentOil M 8 2ES AfFISLICEH

“tridentctl get'5t¢l 22 #E|5t= Of AL ELICE

FEYE|EIE AH8SIH[tridentct] 61 EES 71N HHS AU £ get JYSLICEH XMITH LHE2
213:. /Trident-reference/tridentctl.htmi[tridentctl EH & SM|S ATSHAAIL

Usage:
tridentctl get [option]

e

2 3:

* *-h, --help: =80 Cigt =S LICL.
* —-parentOfSubordinate string: 0% &4

* —-subordinateOf string: HZ|E =E2| £oIZ X|otgfL|Ct.
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Mgt Abet
* Trident= CHet HIYAHO| AV SR SEM L= AS LA = §ISLICE OHY &3 £ 7|Bf Z2MAS
MESHH 7 =8 HIOIEHE HOMX| =T OHOF gLt

* IL= shareFromNamespace M2 TridentVolumeReference MAHSIHLE CRE AMH|SHH A PVCO||
EHJ WMAE FAY 4= shareToNamespace USLICEH HMA HEHS FASH{H 5t PVCE AK|SHO}
'c'>'|'|__||:|-
= .

* o5tel 2BUIME 2”4 22 W DI2-E A8 E =+ SlELICH

HIJAHO|A ZH ZF AMA0 THEE XEMISE LIE 2 CHE 2 HZoHHAI2.

s E HIZSAIAQHAAHO|A 7HEE 22 {|AUAHO|A 7t 22 HYAEZ Q8] helloZ AFREHL|CH
* HI2 S ARNEA7| "NetAppTVE & ESHAA| Q HFRIL|CE,

HYAHO|A HA0 2L S2 =5

TridentE AL25HH STt Kubernetes 35'-1 Ef Qtof] Y= CHE LA DO|AS 7|&E =&

= o = O el AL
E= S5AHAS MBI M 282 4dY = ASLCH
2 g 24
282 2 =57 Hol| AA Gl Cia BHAlES| RY0| Yot AER|X| S2HATF SUTHK| =HelgtL|Ch
IS PNES
R AR AXH 28 SHE 28 £+ ASLICH
o EES Stz =E AA PVCE 7#MELICH
AA HJAHO|A ARXHE AA PVCE| HIO|E 0| HMAL -~ U= HEHS FO{TLICL
e CHA LI ATO| A0 A CRE THE £ QU= HEHE Ro{FLIC
S AE Za|Xt= A HYAH 0| Al AQXH|H| E2|AVolumeReference CRS MM s 4= Ql= SIS
SofgfL|Ct
T =

CHAF | A O] A M TridentVolumeReference S M etL|Ct

CHAN HIJATO| AL ARKH= AA PYVCE EZESH| 2IsH E2[VolumeReference CRS A gL

Chet Ui Amoj 20 22 PVCE HdLICH

CHed HIYAm0| A9 £ RXH= PVCE M50 22 HIYAH0|A0M PVCE SHELICE
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A Sl HiYAmo|A S et Ct
HotS 2FSHY| ol HYAHO0|A MAUM =2FS 22 SHISHH 24 YA O[A ARXL S AH 2H2|X} 8
CHe HIYAmO| A 2RX0| HYut 2P0 BRBfLICH AFEAF A2 2t BA oM XIFE LT

A

1% AA HRUJATO|A ARKE * (pvel AA HIYA ]11|0|*01| pvC M4 (“namespacel)(namespace2. LA
HLADO|A ZRE & A= HEE BOE) FME AERLICE cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

TridentS PVe} HHOIC AEZ|X| 2828 MAMSH|C}.

c HEE FRE 52 MESI PVCE o3 HIAAHO|A0 3R = UELICE
‘trident.netapp.io/cloneToNamespace: namespace2,namespace3,namespace4 0|

=0,

@ ° 2 M85 2= HIYATO| AN SRY & + ASLICE o|E SH, CHSat 25 L CH
trident.netapp.io/cloneToNamespace: *

o FMZ HOSIEE PVCE YOHO|EE 4 cloneToNamespace USLICE
2. * S AE H2|X;: * A L AT O]A AL XA TridentVolumeReference CRE 2HE 4= Q= HoIS
Host2H AHEX}F X|H &t} kubeconfigE (namespace2 PHELICEH)

3. *CHA HIUATHO|A AQKE: * AA |QUAT|0|AZE &ZXSH= LA 4| AT 0| AN TridentVolumeReference
CR2 BHELICt pvel.
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. CfA HUAAHO|A ARXKE: * (pve2 CHA HJAHO|ANAM pvc MM (“namespace2) £
cloneFromSnapshot, cloneFromNamespace FA& AF&310] cloneFrompve &4 PVCE K| & gfL|C

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

X|st Aret

* ONTAP-NAS-0O|Z 0| EZI0|HE A2t Z2H|XJE PVCe| HR &7 M8 222 X|HE[X| &LICH
SnapMirrorE A2 =E2 SHIL|Ct
Trident2 sl =10]| CHH|S 2lsl o SHHAES AA SEEI DA E

5171
22| AE{Q| EfY 25 70| O |/8LIT. 0| 20| XIHE CRDASRE XIH 242
AMol)2 ABst0] T B 288 4+ AL

Ly
i
ﬂllrll JHI

2t Oj=f 2A H-E(PVC)

0f2] 24 ®MAELICH
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™

L]
=
]

ZA S SiASLIC

* Mot HEH(TIZRH) S0l 2kt =& &4
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* AlElE HYLH = 010| T2|0| M Fof| 2 AN S AEZ 0fE2|H|0|Me FE&A Tet

S AP 27 Aret
AIZfst7] Hof| Ch3ah 22 AP 27 AFZ0| SFE=X| 2RISHAL.

ONTAP 22{AH

* * Trident *: Trident HHZ 22.10 0| At0] ONTAPE tHAIEZ & 238= A A 9l LA Kubernetes 22{AE Z 50
QUO{OF BfL|Ct.

o *2IO|MIA *: AA SICHA ONTAP 22{AE 250X 0| ES HEE AL 5= ONTAP SnapMirror H| S 7|
20| MIA S SISO LT XEMIBH LI 2 S "ONTAPS| SnapMirror 2f0|MIA JHR" RERSHUA|L.

IjofE

* * 22{2F 31 SVM *: ONTAP A E2|X| WAl =Z T|o{2sl{of LT} XtMIst LH82 & "22{AH 2! SVM I|ofE
Ha" HESHA L.

() = ONTAP 22128 zto| =] B2o] ALBEl= SVM 0|Z0| DRBHR| SHolghict,

* *Trident & SVM *: I|{ZI =l ¥ H SVMS EtZl 22{AEQ| Trident| A AFE S 4= JU0{OF BfLICE.

K| = E2to[H
=& SH|= ONTAP-NAS %! ONTAP-SAN E2t0[H{0f| A X[ &l L|C}.

CtZ EHAIE +=Ast CRD KX E AFE3HH 28 =84 B =& 742l 0|3 2| Y elLct.

1. 2 Kubernetes 22 AE{0|A] C}S THAE S| C}

a. 07 H=EE AHE36H0 StorageClass 7HMIE trident.netapp.io/replication: true PHELICH
of|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. O|Hof| M=l StorageClassE AH23t0] PVCE MM L|Ct
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. 224 MEZ MirrorRelationship CRS A gtL|Ct.

ol

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas
Tridente 22| LHF DE2 ZE2| 9ix| O|0|E E=(DP) 4EiE 7t 2 Lt MirrorRelationship2| &FEl
ZEE xfZLct

d. TridentMirrorRelationship CR2 7182t PVCe| LHE 0|1t SVME ¥ &LICE

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

gLct,

ABH
T od
a. trident.netapp.io/replication: true 07} HE AFE5I0| StorageClass £ THSL|CH

o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. CHAN & AA MHE AF3SI0 MirrorRelationship CRS A EHL|Ct.

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”



TridentOf| A LA =l 27| M 0| (= ONTAPL| AL 7|22 ALE3510 SnapMirror A& MMst
x7|3tgt|ct.

C. O|™0j| MAM3t StorageClassE AFE3t0{ PVCE MM st0] 2 X (SnapMirror CHAN) HEtS BfL|Ct,

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

Trident= TridentMirrorRelationship CRDE 2115111 2tA|7} gl= 22 282 MMSHX| ZELIC O 2HA|7t
AUO ™ Trident2 MZ2 FlexVol volumeS MirrorRelationship0i| & 2| |[o{ =2 El SVMmof|
HiX|SH= S E&BtL|CE
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=5 S JefLICt

Trident Mirror Relationship(TMR)2 PVC 7t SH| 2tA|2| otZ Z& LIEILl= CRDRILICE CHa TMRO|= dH=
MENE Trident0l] L2{F= AEf7F USLICEH CHA TMR| AEli= CHaat ZELICEH

« » M+ 2Z pVCe D|2] BAIQ thy EF50|H, 0[Z12 MZ2 2HAL|CE,
* *STE Y 2 pvCeE WX {02 2HA7} 2l= ReadWrite X O E 7ts8L

|CF.
* *MAEE *: 2Z PVCE 0|3 2A9f the =&0IH ool s Of=f 2hA|of| [AASLICE.

e 28 W8S BOMER e 280| 22 SF AV As 3R CHA| €8 E HEE

HIAE HULH 0| EX PVCE &ATL|C}
HZ Kubernetes 22{AE MM CFS HHAIE A TLICH

* TridentMirrorRelationship2| _spec.state_fieldS Z “promoted &G0 E&fL|CT.

A2lE MY Fof| EX PVCE &ASL|Ct
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1. 29
[e:]
o

ubernetes S AE{0|A PVCE| AHAIS WHSt AHAFO| Md = Wintx| 7|CrHEL|Ct.

K
Kubernetes 22{AE{0f| A Snapshotinfo CRS AA5t0] LHE M8 MEE It ZLICL.

2.2
of

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:

snapshot-name: csi-nas-snapshot

3. EX Kubernetes 221 AE{0|A TridentMirrorRelationship_CR 2| _spec.state_fieldS _promitted 3!
spec.promotedSnapshotHandle S 2 Y0 ESt AHAO| LHE 0|EQCZ AH|0| ERILICE

4. B X Kubernetes 22{AE0|A $ZAE TridentMirrorRelationship2| AEli(status.state ZE)E &tQIgHL|C}.
HURH = 0|2 HAE SFPELICH
0|24 2AE S76t7| Hol| Af 1Xt AFO|EE THE EHEZ ME{BL|CE

|

1. 27 Kubernetes 22{AE 0| A TridentMirrorRelationship2| _spec.remoteVolumeHandle_field Z£0|
AUHO| EE|}=X| =elefL|Ct.

2. B X Kubernetes 22{AE{0|A TridentMirrorRelationship®| _spec.mirror_fieldE £
‘reestablished” IC|O| EGLILC.

57t &
Trident= 14} 287 2k 250/ C+8 Kol X|AgtLCt

1Xt PVCE MZ2 24t PVCE =H[BLICH

0[O] 1Kt PVCet 2X} PVC7} U=X| ZHRISHIAIL.

oHA|
1. AHE HZX(CHAH) 22 AEO||M PersistentVolumeClaim % TridentMirrorRelationship CRDE AHA||EfLC}.
2. 2(A2) 2 AHO|A TridentMirrorRelationship CRDE AA|EHLICE.

PSS

3. MFstai= A 2KKCHAN PVCOl CHSH 1XHAA) 22{AE 0| M| TridentMirrorRelationship CRDE A A stL|Ct.
CHAE 2 AL 1At EE= 2K PVCO| 27|12 =HEhL|Ct

PVCE HALNZ 37|18 Y + A2H, CI0|E| 20| ¢dxf 27| xutet 22 ONTAPE XAS2 2 e flevxolsE
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PVCOIM =HIE MAHELICH
SHE HM7HstH o 2x S EO| CHolf CHS &Y F SILIE S TLICH
2%t PVCOllA MirrorRelationship2 AfA[gfL|Ct O A| SHH S| 2HA|7F ZO{EILICE
* L= spec.state ZEE  promessed = YOO ERILILCE,
PVC Af|(0]Foj| O|2{2 &)

Trident= SH|El PVCE &Qlstl 2& AHE Al5t7| Hol| SH| 241 S SHREIELICt.

TMRES AtH|efL|Ct

Ol E 2A12] ot ZollM TMRE AHA[SHH Tridentol| A &K E 2t=5H7] Hoj| LIHX| TMRO| _PROJED_STATEZ
FEHEIL|C} ARISHE R MESE TMRO| 0|0] PROJED_STATEO| = AL 7|Z O[3 2|7t ¢i2H TMRO|
A= 12 Trident?t 22 PVCE _ReadWrite_ =2 SZgL|Ct O|& | AX|SHH ONTAPS| 2 =E0i| CHSt
SnapMirror HIEFH[O|E{Z} SHA|EIL|Ct. O] 2F0| er= O|2] 2tA|0 ALSE 22 A 0|2 2HAE Mg uf
_establed_volume S| &4Ef2| M TMRS At&3HOF L[C}.

ONTAPZ| 22tol HEH mf 0|2 2HAH|E T o[ ERLIC

O 2Al= 88E = AMEX LOO|EY = JASLICH E= HEE M-S0 2AE HO[O|EY =+ state:
promoted state: reestablished U&LICL CHAF 258 LUt ReadWrite 2822 54T I
_promotedSnapshotHandle_2 AI&%t0{ ?ixf 58S S+ §& AHAS X|FE = JASLICL

ONTAPO| 2I2tQled i O2{ 2AE Y|O|EFfLICt

TridentO] ONTAP S AE{0]| 2™ HZAL|X| %2 MEH0|A CRDE AF238I0{ SnapMirror YC|0|ES 435t 4
UELICE CFS TridentActionMirrorUpdate Of| K| &AIS AIXSHMA|L.

of

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-b
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRD2| AEfE HtHSILIC}, O gt2 SUCCEEDED,In Progress
= Failed_OllM 7tX 2 = J}SLICE

CSl ESZX|E Ar8ELCt

Trident2 £ AtE510H Kubernetes 22{AHO| U= =E0| 252 MEIMOZ MMSt D HES
= i’lé'—lﬁf "CSI EEZX| 7|5".
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e

CSI EE2X| 7|58 ALSokR X9 Y 7t8 @eiof w2t S0l et HMAT} =Eo| 59| HEroz Rt 4
RUBLICE 25He| 2212E ZIAHE Kubemetes 22(XP7t Fe J|ute] LES M2 4 JBLICE ZEES K| L
L 0f2{ K| of2f 744 Folol PIX/E 4 UBLICE Tridents CHE F OB |EIX0IM 2I92C8 288

S Z2HIN Y + YEE CSI EZ2XIS ALS LI
CSI EBEX| 7|50 thof "017|" XuIs| LOHAIAIL.

Kubernetes= 5 7HX| 1Rt 28 HIQIY ZEE M3 L|CH

* VolumeBindingMode ' B “Immediate MANSIH TridenttAd EEZX|E QAGHK| 11 252 MdgL|Ct
=& Hield 8! 38X T=2H| X2 PvC7t ‘M E mf XM2|EL|Ct o] 82 7[220|H volumeBindingMode
EEEX| Mot 2HE HESHK| gi= SHAH| HedLCH 7 282 2% Pod?| 0|2 2 FAS 0| SLE|X|
o W ELICt

* VolumeBindingMode'& ‘WaitForFirstConsumer &ESIH PVCO| Cigt 7 S=E2| MM 5l HiQIH 0|
PVCE At8%t= ZETH 0| 2|10 W E mi7bx| XIHEL|CE O A 5tH EZ=X| 27 At Ml HEE|=
UM Hets SFSH| /s 2&0| W ELICt

—_

@ ‘WaitForFirstConsumer' HIRIZ 2 E0j|A= EEZX| 2{|0|20| ERSIX| &&L|Ct 0] 7|52 CSI
EZZX] 7|51 SEHOE ALEE 4 JUELICY.

EEZXIE MESHHH LHZ0| 2RELICH

£ 4ASl= Kubernetes 22 AE] "X &= Kubernetes H{ "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1lelled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* Z2{AHS LEofl= EEEX| 1A 8l topology.kubernetes.io/zone 8 HESH= 2i|0[=0] JA0{0F
(‘topology.kubernetes.io/region  &LICt. EZEX|E A5t ™ TridentE A X|5t7| Fof| 22{AE Q| LLE0]
o|2{et 2{|0|= * O] LO0{Of Trident SLILCE.
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

1EDH: EZ2X| Q1A Holl= M4
Trident AE2|X| WIS 7t Q2 7|ZOR 252 MYHOR DRIz M2 4+ UBLICH 2%
WOl Eofli= X 2IE|S O Y Y SRS LIEHHE Me4E 220| S £ supportedTopologies ALLICE
0|2{¢t HAIEE AFZOLE StorageClasses®| S K= FAY/HAOA o2t 4B 2{AH|0| Mo RHot=
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YAML

version: 1

storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password
supportedTopologies:

- topology.kubernetes.io/region:

topology.kubernetes.io/zone:

- topology.kubernetes.io/region:

topology.kubernetes.io/zone:

JSONS EZESHMAIR

212

us-eastl

us—-eastl-a

us-eastl

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region":

"topology.kubernetes.io/zone"

"us-eastl",

us-eastl-b

"us-eastl-a"

"topology.kubernetes.io/region":

"us-eastl",

- o1 X

£ MSst= o ArgELtt. ol2{gt S 8
A

"topology.kubernetes.io/zone": "us-eastl-b"
}
]
1
supportedTopologies HAEL X|H 8l JH 2=

(i) 9IS StorageClass Il M HBE 4 2l 88 753t gto] 22 LiepdLIct,
dY gl Aol ste| Zgto] Z3t=l StorageClasses?| AL Trident= YHAI=0]| =
AEZ|X| EEE Mg supportedTopologies & YSLICH CHS 0| & HZSHMAIL.

A =M HS ==
222 MASH|C}

—
—



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

O] M region X zone Bl[0|E2 AEZ[X| £2Q| 9[X|E LIEFHLICE topology.kubernetes.io/region

topology.kubernetes.io/zone 2E2|X| ES MEY £ U= 9IX[E X|HL|Ct.
2CHA|: EEZX|E QlASH= StorageClasses= H2o|gtL|Ct

SHAHQ LE| HSEl= EEZX| 20|22 7|89 StorageClassess MO[ot0] EEZX| MEE Hote £
AELICL o|EA| stH PVC Q0| Chot T2 HAES ot= AEZ|X| E1 Tridentol| M XStz EE2 ME8E = A
L E0| 519 MEZH Z™ELICE.

rr
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

/0l M= E StorageClass ™20l A volumeBindingMode & £ WaitForFirstConsumer A™ELI|CH, O]
StorageClassO| NE pvce popOM HZE WX EHSSHK| ASLICH. X =
‘allowedTopologies AFEE Y 8l YHZ MSYLICH netapp-san-us-eastl StorageClasse= 20
Ho|El WA= pvcE “san-backend-us-eastl MAL|CE

3EHAl: PVC 3 ALE

StorageClass?t ‘44 &[0 BHAI=0]| IHE =™ PVCE dHY = JSLICEH

Ozl OIE spec BESIMAIL.

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

O BiL|HAEE AESI PVCE TSH CHEat 22 20t L et
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Tridentoll M 2&2 443t PVCO| HIRIE3I2{H PODOIM PVCE A ELICEH CIZ O|E HESHAIL.
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apiVersion: vl

kind:

Pod

metadata:

spec:

0| podSpec2 KubernetesMlA SHE XS0 = =E0]| PodE 0|2kt EE= us-eastl-b YO

name: app-pod-1

affinity:

nodeAffinity:

requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl

preferredDuringSchedulingIgnoredDuringExecution:

- weight: 1
preference:

matchExpressions:

- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b

securityContext:

runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000

volumes:

- name: voll

persistentVolumeClaim:

claimName: pvc-san

containers:

- name: sec-ctx-demo

image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:

- name: voll

mountPath: /data/demo

securityContext:

allowPrivilegeEscalation: false

UM MEHSIEZE ys-ecastl-a K|A|IRLICE us-eastl

Ct

dlo
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

HHAIEE AO|0|ESHH ZEA|ZLICtH supportedTopologies

-

7| & WA EE AH|O|ESIH A8 tridentctl backend update HHE2 E2Y + supportedTopologies
UAELICE 0l= o[0| Z=2H|XJE HZEo| F&S FX| %2H =% PVCOITH ALEEILICE

KEMISE LIS 2RISHYAIR

* "UH|O|LA0] it 2| a2 E 2| RLICH

° “EI:E HEﬁHjlu

ARAF ZHY

I SE(PVS)2Q| Kubernetes 28 AHA2 SEL| AE SAM2E X[HELICH TridentE
A8t W E 252 ARAS M5 Trldent QUM HHE AHLS JIMRD, T|E
ARHAOM M 2 ES M5k, ALl 22 CI0|E|S 2RE 4 LT

=5 A2 OHSOM X2 ELICH ontap-nas , ontap-nas-flexgroup , ontap-san, ontap-san-
economy , solidfire-san, gcp-cvs, azure-netapp-files, Jg|n google-cloud-netapp-
volumes 2HMXt.

A|Z}st7| Hof|
AHARS ALEStE{H Q|2 AHAF HE Z2{9t CRD(AF2X} MOl 2|AA HO|)7t QI0{0F BHL|Ct. Kubernetes
Orchestrator2| MAL|CHO|: Kubeadm, GKE, OpenShift).

Kubernetes Hi 20| AL AE S| 5! CRD7} ZHE|X| 2 22 2 BXSMUAREE AHA HESEE
HY ST

@ GKE 2t30|M 2R Al 28 2HME MdY 32 AWM EERE WHSHX| DHYAL. GKEE=
LHEE sAHT AR HEEHE ASHLIL
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1. & "VolumeSnapshotClass' 2t LI|Ct XtA[Tt LIE2 S "VolumeSnapshotClass"&ZSH A2,

° 7t driver Trident CSI E20|HE 7}2|ZIL|LC}.

=

° deletionPolicy = Retain & 4 Delete USLICH 2 HESHH Retain JHHIE AMHSHE AEE|X]
S2{AEH9| 7|2 22X A-AF0| EEELICE volumeSnapshot

o

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. 7|= PvCel AHAFS MAMTHLICE,
ol
° 0] oo M= 7|&E PVCO| ARARS MM THL|CE

A

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass

source:

persistentVolumeClaimName: pvcl

° O] of|ofl M= Ol F0] ! PVCO| Chet =& ARAE M| E pvcl ME5t AHA0|ES 2 pvel-

snap AM™ELICt. VolumeSnapshot2 PVCe |ASHH “vVolumeSnapshotContent AKX AMHARS
LIEfLH = 2K HZEL|CH
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kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE

pvcl-snap 50s

° VolumeSnapshotO| CHet KM€ pvcl-snap B AEE & volumeSnapshotContent UFLICE
= Snapshot Content Name O] 2AH4FZ M| E3t= VolumeSnapshotContent Z4K|E AlE LT
‘Ready To Use'Oi7if = ARIAES ARSI M PVCE MAY =~ UAS S LIEHRILICE.

=2 ocoo=2 T Moo=

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%
Ready To Use: true
Restore Size: 3Gi

25 AWM PVCE MA3LICH

£ M85t 0| AAE HHE VolumeSnapshot2 A5 PVCE MHE <pvec-name> & dataSource
UELICH PVCIt EHE = PODO|| 2415104 CHE PVCE DX 2 ALY 4= AUELICE

@ PVCE AA E51 S Al = of|M MM EILICEH € "KB: Trident PVC AHA| A PVCE MMdot=
Z12 CHA| A= Of| A AT & IELICHE TSN,

CHZ ool M= E HI0IH FZ22=2 A5t PVCE pvcl-snap ZHELIL.

cat pvc-from-snap.yaml
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apiVersion: vl
kind:

metadata:

PersistentVolumeClaim
name: pvc-from-snap
spec:
accessModes:
- ReadWriteOnce
storageClassName: golden
resources:
requests:
storage: 3Gi
dataSource:
name: pvcl-snap
kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

=5 29ME 7INBLIT

Trident= S2{AH 22|X7t 24| E Q51 Trident 2| F0i[A &4

ME | A
VolumeSnapshotContent £ "Kubernetes AFH T2 H| X' El AHAF

LHA
HX
o=

AlZFSE2| Fof|
Tridentol| A A

24k &9l 2ES WIstAL 7hAM2toF gLt

=

1. * 22{AE #2|X}: * VolumeSnapshotContent i
TridentO| M ARHAF QIZZ L1 A ZFEIL|CE

H A

= 7tNE = UAEE 57| 26l
A1|A"x| QIBhL|Ct.

A= AHAFS APESH= NS AMEHL|CH J2iH

o o

° Of| A BHllE ALHAFO| O|2E annotations ASE “trident.netapp.io/internalSnapshotName: <"backend-

snapshot-name">"X| &&tL|LCt.

° <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> " 0f|A]

‘snapshotHandle X HYLICt. O] BEE= S20A 2 AHLXO0| Tridentd| HM3st= FLS
‘ListSnapshots MEYLICE
CR HH HM|etoZ QI8 7} <volumeSnapshotContentName> HAIE AHAF O| St oHA

®

X[ = YSLIC.

o

CHE Oflof| A= volumeSnapshotContent BAE AMAS EEXSH= HH|E snap-01 MAeL|CH
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent

metadata:
name: import-snap-content

annotations:
trident.netapp.io/internalSnapshotName

"snap-01" # This is the

name of the snapshot on the backend

spec:
deletionPolicy: Retain
csi.trident.netapp.io

driver:
pvc-£71223b5-23b9-4235-bbfe-e269%9ac7b84b0/import-

source:
snapshotHandle:
snap-content # <import PV name or source PV name>/<volume-snapshot-

content—name>

volumeSnapshotRef:
name: import-snap
namespace: default
ALt of

£ X ZT5t= CR2 volumeSnapshotContent 24A

2. * 2B{AE #2|X}: * VolumeSnapshot ZHA|
A2 XGE HUYAHO|ANAN E ALBSHEE MMAE volumeSnapshot REELICE

2 M Z5t= volumeSnapshotContent O[E0] Q! import-snap-content CR2

o
CHS dlxoM = 8 E
import-snap ohsL|C fVolumeSnapshot

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot

metadata:
import-snap
(not required for pre-

name:
csi-snapclass

spec:
# volumeSnapshotClassName

provisioned or imported snapshots)

source:
volumeSnapshotContentName: import-snap-content
olAlst T

MHEEl 2 volumeSnapshotContent

3. * LR Ma[(=X 2e o3): o A% ZHERL M2 YWY E
E31E MMSILICE Trident?t £ "TridentSnapshot A A gtL|Ct
7|7t (8 volumeSnapshotContent) 2 readyToUse, & VolumeSnapshot(E) 2

ListSnapshots &
© 9l Atha Thy
“true” - LICE.

C -

° Trident?} “readyToUse=true @t2tatL|Ct.
4. * DE ALEXt: * M & & X5H= volumeSnapshot A S PHELICt PersistentVolumeClaim. O7|A (£
spec.dataSourceRef) O VolumeSnapshot O|ERQLIC spec.dataSource

of
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CHE oMol M= BEE import-snap 2 &ZESH= PVCE volumeSnapshot PHELICEH

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ARAES ABOH =28 HIOIHE SELICE

% ontap-nas-economy E2I0|HHE A0 I2H|XHE SES| 2 2ME S| fls 7|2Xo= AHA
ClAE2| 7 SHZELICH ontap-nas 2 A A 21X H|O|EHE ‘_rl SIEE .snapshot CIHERZIE AEGL|CE

8 294 S/ ONTAP CLIE AIE3I0 285 0| A0 7|1=5 & MEfl= SALLIC

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ AN SAE S SGHE 7|E 28 70| FOHAFLICE AMM SAE0| MYE = =& ColE o
Chet 13 Ateh2 & ELT
HAFO A A =8

Trident= (TASR) CRE A5t AHAFOIA HMIXf2[0[A AMESHH 2EEE SHY = UES
TridentActionSnapshotRestore SL|C} 0] CR2 E 4 Kubernetes X2 ZESSHH 2H{0| 2= =l 20|
R =X gF&LICE

Trident= ontap-san-economy , , ontap-nas, , , ontap-nas-flexgroup azure-netapp-files OflA]

AL E2E ontap-san A AELICH gep-cvs, google-cloud-netapp-volumes W solidfire-san
E2tolH.

x}
HiRIFE PVC 3 M8 7t 28 240 QL0{0F gLCt.

o

* PVC &Ef7t Bound@IX| 2olstLt,
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kubectl get pvc
* 28 AUAE A EY FH[It ==X =l

-

kubectl get vs

A

1. TASR CRS MiAstL|Ct. 0] B0l M= PVC & 28 AHAH| CHSt CRE pvel pvcl-snapshot A Al stL|Ct.

@ TASR CRE PVC & VS7} U= 1|2 A0 A0] 210{0F BHL|C}.

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. CR

mo

HE3stof ARMFo M SRIELICE O] o= AR AFA “pvet S FEILICE

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

21

Trident= AR 40| A ClIO|E{E SR ELICH A 57 JEHE 2ole = ASLIC

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* R 22| LR Tridents Zoff 2 Al 2HE AIS2 2 MA|T5HX| GA5LIC 2 S CHA| =ABH0

@ gL,
« 22| Xt Hoto| 2= Kubernetes AHEXAH= OHE2[H|0|M | ADO|ANA TASR CR2 MAde
Ue 2| Xte| HotS Hiotof g 4~ UEL|CH

HZE AHARO| Rl= PVE AMHIELICEH
HAEl AHARO| Q= 1 252 AH|SHH SHE Trident 280| "AMK| AE|"Z QCO|EEIL|CH 28 AHAS
X735t Trident 252 AtM[EHL|C.

=25 AU HEER S HiEZeL|C
Kubernetes HIZE A| AHAF ZIEE2{Qt CRD7t X HE[X| Qf2 AL CtSot 20| g &~ QUEL|Ct
CHA|

1. 28 AHYAF CRDE MMt

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ Lot AR namespace HYAHO|AE E11 deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml YO[O|EQILIC

Gl

o
|

= LHA"
° ll%'ﬂ' ﬁI:li-lJ\

* "VolumeSnapshotClass"
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