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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete
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HHZ Ol Af SELinuxZ X 2|sH= Al
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SCC(Security Context Constraints)
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allowHostDirVolumePlugin
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allowHostNetwork

allowHostPID

allowHostPorts

allowPrivilegeEscalation
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allowPrivilegedContainer Trident tE XEE= =52 true
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requiredDropCapabilities Trident =& ZEE= H$H0| Y= none
9‘|E1|0||-‘|E St 7|58 AAe =
SiSLICt
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