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defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"
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Trident AE2|X|E 2t2|5t7| 25 FSx vserverdl| CHEE APIE St 2 0|2 QSN = AHH SHO| LetL|Ct.

-1 O O
O|2{3t AtH SHE HYot= oM HHH 2 AWS Secrets Manager H|2 S AM3St= Z4QULICEH 2tA OFX] glo™
vsadmin A ™| XtH ZHO0| Z&tEl AWS Secrets Manager H|Z 2 THS0{0F BtL|Ct,

0| Of|H|0f M= Trident CSI Xt2 ZHE X EHst7| 2|8l AWS Secrets Manager H|ZS BHSL|CE.

aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials™\

-—-secret-string

"{\"username\":\"vsadmin\", \"password\" :\"<svmpassword>\"}"

IAMAIH*”Q!S

o

Trident = SHIE2H| AHstHH AWS #eHo| BREILICH [EtM Trident 227t oS 20{5H= HAMS DHS0{0}
sHL|C}
= .

CHS oflA[oll A= AWS CLIS AH25te] IAM M S M ATt CE

aws iam create-policy --policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

K JSON O Al:



"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

MH|A 7| ® HZ(IRSA)S 93t Pod ID = IAM 2 A

Kubernetes AH|A HE S 4510 EKS Pod Identity FE= AH|A AN HZA(IRSA)S 28t IAM HE2 S5l AWS
=

Identity and Access Management(IAM) S&tS &S £ %!Q'—l':f MH|A AEHE ABSIEE A HE ZE
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Amazon EKS Pod Identity #Z 2 Amazon EC2 QIAEIA TZEO0| Amazon EC2 QIAEAQ| X1H SEHS
HZshs LAlnt SASHA| o Z2|AH|0| M| Xt ZHE 2E2|5h= 7|52 M3ELICH
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aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

AMst 22 L2 HZHMIR."Amazon EKS Pod Identity Agent & &"

trust-relationship.json A4:

EKS AMH|A FH|7t Pod Identity0l| CHSt O] HetS e ~ JA X trust-relationship.json2 M-dgfL|Ct OH

ocood
ChZ O] 42| Moz Hets phsL|C).

aws ilam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json It :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"


https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
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aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

-—-role-name fsxn-csi-role

TC D HZ MAM:

IAM SE 3t Trident AH|A A (trident-controller) Zt0l| Pod ID HZ S 2HSLICH

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

MH|A A ™ HZ(IRSA)S 23t IAM &
AWS CLI AME:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json I:

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}



CHS 242 YOIO|ESHM|R. trust-relationship. json OFY:

* <account_id> - AWS A& ID

* <oidc_provider> - EKS 22{AE{2| OIDCYLI|C} LSS HA5I0] oidc_providerE 22 5= ASLICH

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
-—output text | sed -e "s/“https:\/\///"

IAM HMS ALESH0 1AM S HZ:
HHo| WHEH OIS BHS A 9| HHAM HHE HMS Ao JZLLIC

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

OICD S&At7t HEE|N A=X| 2QlstM K-

OIDC S&X7t S2{AE{2t HEE0| JA=X| 2SN R, CHS HES ArEste 2ele = ASLIC
aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4
£20] 0] QO C}S WS ALR310] IAM OIDCE 22| AE{0| HZSILICH

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve
eksctl2 AF88H= 22 CHS Ol AH83H0] EKS2| AMH|A A ™ol Chot IAM S MdstA( 2.

eksctl create iamserviceaccount --name trident-controller --namespace

trident \
-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole

--role-only \
--attach-policy-arn <IAM-Policy ARN> --approve

Trident A X|

Trident KubernetesOl|Al Amazon FSx for NetApp ONTAP AEZ|X| &2|E ZtA3}510]
JHEEXERl 22| X7t of E2|A|0|M Bz of| EEY = JA=E X[ AL C.
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1. Trident Helm MZAE Z=71gtL|Ct,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. L2 0| & AF25H0] Trident A X|SHAR.

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace
P2 MEE = UELICH helm 1ist O|F, HIYAHO|A, KtE, ME, 4 HH, JHH Hz S dX| M2
HEE HESH= BEYLICL

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2502.0 25.02.0

MH|A A™ HZE(IRSA)
1. Trident Helm X%t
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helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 2R SIS U 22 E ID*of| Chet ZtE AFetct.

—

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace

10



N >

M2 AMEY £ JUELICHhelm 1ist O|F, WIYATO[A, XtE, e, ¥ HM, IiY HS S| MX| M&E
HE HEs=

_g_'é'
Eots FFYLIC

o0z orl
i r1o
O

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

iISCSIE Arg3dtz{H S2t0|HE HEE{0|A iSCSIZt EM3}HE|0] UE=X| 2QISHA| 2. AL2023 Worker
LE OSE ME3t= 22 helm AX|0|AM node prep THZHEHSE F715H0 iSCSI 220|HE K|S
Atsate & JASLICE

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

EKS OHE22 =3} Trident A X|

Trident EKS OHE20]|= %|Al Hot miX|Qf 1 $M0| TeHE| 0] QoM AWSH A Amazon EKSSt SHH| Rt 8t
HSE|YSLICE EKS 7t 7| 5SS AH26IH Amazon EKS 22 AE Q| Hotnp otMME X|&X o2 HEE 4~ Qo

7t 7158 BX|, 7Y, UUI0|ESt= o 2Rt S FY + ASUCHL

| A
Dz

AWS EKSO|| thet Trident 7t 7|58 T+d5t7| HOfl THE AFE0] A=X] 2QISHAIR.

* F7t +=0| Y= Amazon EKS 22AH AH

* AWS Oz Za[0]A0f CHet AWS #Hot:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI R&: Amazon Linux 2(AL2_x86_64) EE= Amazon Linux 2 Arm(AL2_ARM_64)
*LE R AMD E= ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AH

AWSO|| Trident OiE& A5}
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b. NetApp 2| Trident &X} 2
C. *[}2*2 MEHSIN|Q.

t7ls +4

AE HEMS.

a. AWS Marketplace S MIM7ILX| ot 2 A A

A3E5H 4
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M

"cloudIdentity":

"cloudProvider": "AWS"

+

== o2 L Choll xHY2E MBS

HECR HOE & ASLICL 0| 3
LT 2F HAIXIE AHESIH = -E— |
7|50l ALE A7t 2H 2H2[8H0F ot=

*ChE*2 MESHNIR.

HE 5 7L HO|X|0| M *RUHST[*E MEISHA K.

OHE2 HX|7t t=E|H EX|E 0 ==20] FAIELICY.

AWS CLI

1. HMSICt add-on. json IHY:

Pod Identity2| 22 Ct2 AHAIS ALE5HM(R:

"'eks.amazonaws.com/role-arn:

HL|Ct. https://console.aws.amazon.com/eks/home#/clusters )

Xtoll *"Trident™S i2dgtL|C}.

Td S 2o ZLICt

=5 0| tHA0IM

<role ARN>'",

188 Amazon EKS =7} 7|5
FASHH 20| AloigtL|Ct,

[ i = |

517 Tofl Amazon EKS &7}


https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA 2!52| 2 L2 HAS AI8stMa:

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v25.6.0-eksbuild.l1",

"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(i) HIRCh<role aRN> O EMO)M MAE 2J2e| ARNS ALSBILILE

2. Trident EKS Ol E2S &X|5IH Q.
aws eks create-addon --cli-input-json file://add-on.]json

EINE

CHS of|d| B2 Trident EKS &7t 7|52 AX|gL|Ch.

eksctl create addon --name netapp trident-operator --cluster
<cluster name> --force

Trident EKS OE& ¥O[0|E

13



i
iL]
Tk
Mk

1. Amazon EKS 2&2 gLIC} https://console.aws.amazon.com/eks/home#/clusters .

2. AZ EMM KO M *ERAE*E MEHSILICE
3. NetApp Trident CSI 37} 7|52 YO|0|Est2 = S2{AE Q| 0|2 MERILICE
4. It 7|5 HE MESIM K.
5. * NetApp 2| Trident *& MEiS Ot *HE*S MEABILICE
6. * NetApp 2| Trident 7+43* T|O| X|0l| M LSS S BfLICH
a. AHSSta 42 *HH*S MENSHM|R.
b. *MEAN M MH*Z &St o w2t S™ELICH
C. *HZ A KE*S MEHSHMIR.
AWS CLI

CHS OIAI0IM = EKS 7t 7|sS ZE|0|ERfLILY

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

=N

uim

* FSxN Trident CSI OH=E22| Hx{f HH S <QISIM|Q. HHCt my-cluster 22 AE O|EQE,

eksctl get addon --name netapp trident-operator --cluster my-cluster
Of|Al =
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O|F ctA|9] =210l UPDATE AVAILABLEO]| Ht2tel HFMOZ OHER2E IH|0| EBtL|CE.

eksctl update addon --name netapp trident-operator --version

v25.6.0-eksbuild.l --cluster my-cluster --force


https://console.aws.amazon.com/eks/home#/clusters

HHSHH --force M3t Amazon EKS F7t 7|5 HX0| 7|& dH1} S=5H= 2 Amazon EKS 7t 7|5
YOO EZt MINEILICH SE2 i &st= Ol =30| &= 2F HAIX[7F EAIELICE o] M2 X[Hst7| Mo
Amazon EKS &7t 7| 50| ALEXt7t 2|sof 5t M™ S 2h2[oHX| =X &QIsth Q. o] M2 ArESHH siT
o] FO{MT| 7| tfEQIL|CE o] AHof CHet CHE S M| CHEE XHAM|SH LHE 2 LS 2 HESHNR.HER" .
Amazon EKS Kubernetes ZE 2t2[0]| CHSE XtA|St LHE 2 TS 2 R ESHMQ."FHU|E|A ZE 22|,

Trident EKS O =2 H|H/X| A
Amazon EKS £7} 7|52 HMAHst= tle & 7HA 40| J&L|CE.

s SHAEO 7 ATXEQ0| RX| - 0| SME MENSIH Amazon EKSOIA 2= MN S 2ta|shX| et&L|Ct St
Amazon EKSOl|A| RIHI0|EE 2|1, UL|0|EE A|ZISH = Amazon EKS 7t 7|52 X522 YH[0|Est=
7|sE HAHELICt oFX|2F S22 AEQ £t AZEQ0{= O E SX|ELICE 0] SME MEHSIH X7} 7|50|
Amazon EKS 7} 7|50| Ol XtA| 2t2|d AX|7t ElLICH O] M2 AF2SHH 71 7|s0]| CHREHJ! 0| 2 AlstX|
AELICt RXISICH ——preserve F7t 7|52 EEs{H HAN M2 FII5HM K.

SHAHM HER2 AT EL S TS| MAYLICH - NetApp 2 AE 0| S&E 2|2A7} gl= Z0T
S AE 0| M Amazon EKS OHE2S MAHY AS HMEELICE RAHBICE --preserve MM delete 7t
7158 M7Hsts SEYLICE

(D) =7t 71500 1AM AFol #ZE|0] U B T IAM AT FHEIX) kLt
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https://eksctl.io/usage/addons/
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https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
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https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
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- NetApp Trident CSI 7t 7|58 MAY SHAES| 0|ES MEigL|C

2

3

4. 27} 7|5 =4S MEHSHCHS * Trident by NetApp*S MEHBHL|C} *
5. *H|H*E MEfSIMI K.

6

. netapp_trident-operator X|7{ 2l CHS} AXtol| M CHS S S ELICH
a. Amazon EKS7} OHE20] CHet B 22| S SXISt=E St2{H *22{AE 0| |FX|*E MEfLIL|CE
22| AE0f| OHE2 2 ZELY0E RXI5I0 =22 2= 2T S XY 2e2|siH = 2 0| A SHMIK.
b. *netapp_trident-operator*S 23etL|Ct.
C. *H|H*E MEistAlR.
AWS CLI
HHPCH my-cluster 22{AE 0|52 Yot = kg BHS AASLICL
aws eks delete-addon --cluster-name my-cluster —--addon-name
netapp trident-operator --preserve
AN E
L2 HHE Trident EKS OHE2S HAHEHL|Ct.
eksctl delete addon --cluster K8s-arm --name netapp trident-operator

AE2|X| A 7

ONTAP SA AS E2I0|H Egf

FEfLICE o] mofl= sts M
21B55t= LEHS XIFHOF gLt th=2

&= SVMOl| ZtH S S MESt=

AEZ|X| HIEE 0HS2{™ JSON = YAML gAloZ 1 Ml g ots
QH(NAS EE= SAN), IH A|AH] E1I0IE1§ 74 & SVM, "EI" 0|E =
O[Ho M= NAS 7|8 AER|X|E HO|s5t AWS H|LUHS E A0 AL
S Ho{ELI|C

0f0
i
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
by
"Spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name" :
name",

"type": "awsarn"

:secret:secret-

"arn:aws:secretsmanager:us-west-2:xXxXXxXXXxX:secret:secret-

17



o
ojo
0F

o
rulo
o°=_*
[e]3

tO] Trident = L A(TBC)S Tt ASTLICL.

* yaml IL0j| A ESIO|HE HAlE 2H(TBC)S RHE1 L2 BHEE &Lt

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* E2O|HE #olE FH(TBC)O| 3 M= MHE|U=X] efletLct.

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP E2}0|H NE HE
CtS S20|HE AF238H0] Trident Amazon FSx for NetApp ONTAP ot E8tet 4= Ql&L|Ct.

* ontap-san: ZZH|XYEl 2} PVE X Amazon FSx for NetApp ONTAP & LHS| LUNRILICtH =2 HE|
HEELICH

ontap-nas: ZZH|XYE 2} PVE Amazon FSx for NetApp ONTAP L|Ct. NFS 5 SMBOj| #ZEHEILICE.

* ontap-san-economy: Z2H|XYEl 2t PV= Amazon FSx for NetApp ONTAP 2&Y 714 7538t LUN 7}
U= LUNRILICE.

ontap-nas-economy: ZE2H|XYEl Zt PVi= qtreeO| M, Amazon FSx for NetApp ONTAP =& +4
7ts5%t gtree =7t YL &LICE.

* ontap-nas- flexgroup T 2H| XY= 2t PVE Amazon FSx for NetApp ONTAP FlexGroup 252 ¢
FHH| Amazon FSxIL|Ct.

rot

ST MR HE= CZS HESHMR."NAS E210[H" J2|0"SAN E2t0[H"

T THAo| MM OHE S HASI EKS LHOA 3T THA S M-detLCt.

kubectl create -f configuration file

HEHE =elote{H The S 25 K.
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../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html

kubectl get tbc -n trident

NAME

PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

T

T

O 7HH 2~
version

storageDriverName

backendName

managementLIF

BACKEND NAME

backend-fsx-ontap-nas
Bound

HAE g g S olA|

oIS T SME C1S BE AES

Success

& EEto|H ol 0| F

AHEXHFO| O|F = AE2(X|
ol =

SAH E= SVYM 22| LIFS| IP
A "EstE Enel 0|E(FQDN)%
X8 = U}SLICH IPve S22
AHE3t0 Trident MX|st 22 IPv6
TAE ARSIEE MAT A
UAELICE IPv6 —7|C—_+_'.Z
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]2t 0| L= = JH°I6H0F
rL|ct g0 M3dh= 22
fsxFilesystemID(ﬂaHW|aws
HEo|ME Ci22 M3 2Rt
AELICH managementLIF Trident
SVME A7 20
managementLIF AWSO{|A|

HSots 2L et SVM(O:

vsadmin)Of| Al AtEXtol| CHt X+
SHZ MSH0F StH ALE O] A|

CH20| QL0{Of BIL|Ct vsadmin

oAgt

BACKEND UUID

7a551921-997c-4c37-aldl-

o

FAF 1

o

00t

ontap-nas, ontap-nas-
economy , ontap-nas-
flexgroup, ontap-san,
ontap-san—-economy

E2I0|H O|& +"_" + dataLIF

"10.0.0.1", "[2001:1234:abcd::fefe]"
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PR

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate

20

29

OTZEZE LIFQ IP 4. * ONTAP

NAS E2}0|H*: NetApp dataLIFE
X| ™5tz A2 HEELCH M3 =X
QtO ™ Trident SVMO||A| dataLIFS

7tMELICt NFS O E = of|
A8 FrtetE =l 0|
(FQDN)S X|HotH atec 2¢l

DNSE 2H50{ 042{ dataLIFO| ZX

2ol Sarer 4 gL £7] 4%

= HZO| 7tsgL|Ct. &=SiCH . *
ONTAP SAN E2t0[t{*: iSCSI|
CHol M= XIZESHK| OFM|R. Trident
ONTAP Selective LUN Map=

A3t TS E= Mus 23T5t=

ol ZRstiSCI LIFS ZA4gtL|Ct.

dataLIF7t HA|MO 2 HO|El H2
Z07t HMEILICEH IPve E2i02
A5 Trident A X[t AL IPv6
FTAE NS E MHE £

UELICE IPve FTAE=

[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]9F 20| tiE= 2 Foldlof

SfLct.

AtS UELHZ| M dd Sl H|olE

MR 2] E M50
autoExportPolicy J2[1
autoExportCIDRs =sME &7
Trident XtEQ 2 LILLY7| HMS
2alg = ASFLICH

==

Kubernetes ' E IPS ZE{2lgt
CIDR =% autoExportPolicy
M0 JASLICEH E AHE5H0
autoExportPolicy 12|11
autoExportCIDRs =42 Sl
Trident XSO 2 LHELY7| HMS
zele = ASLICE

250 582 2o|o| JSON 4
2ol MIE

Z2I0|HE 21Z A|2| Baseb4=
QIZYEl ZIAULICE QIS A 7|t
QlE0f ALEE

o

Z20|AHE 742! 7|2| Base64
QIZY =l ZIAULICE QIS A 7|t
QlE0f ALEE

o

ME[E £ Q= CAQIS A9
Base64= QAL El ZHIL|Ct MEH

=, ASA (8 ASof| ASE LT,

of

false

"["0.0.0.0/0", "::/0"]"



PR

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

29

SHAE E= SVYMO| HES ALKt
O|ERQLICE Xt ZH 7|8t 2150
AMEEILICE o] 2 S0, vsadmin.

S2{AE = SVMO| AZ517] 2ot
HIZH I-IEf A EF 7|t
2150 A+EELICt.

AMEZ ALK 7HY HA

SVMOIM ME22 258 Z2HXd
M AME &= HEALICE 4d
2ols +=8Y = ELIL Of
Oi7HH4~E YOOI ESIH MZ2
gHoll = = oS 040} StL|C}.

* Amazon FSx for NetApp ONTAP
Ol CHalf M= XIESHA| OtM|2.* HSEl
fsxadmin 12|12 vsadmin Trident
AF23SI0] TIA| AFR2S MDD
Hetsh= o] 2ot #gto] Zetk[of
UX| & LICE

QPYE EE 37|71 o] gt 2H

I ZH| XMoo *'JIH°“—|Ef EESt gtree
S LUNO]| CHaH 2t2|Sh= EEQI Z|cH
:l7|E H|skekL|C}.
gtreesPerFlexvol M2
AH25HH FlexVol volume 2 £[CH
Qtree =5 AL X[ MY &=
AELICH

Flexvol 28% [T LUNS [50, 200]
He| Lol RLoJoF ShL|CH SANEE
S,

ZH sHZ Al AFBE ClH O
Z2ULICL o|E E0, {"api"false,
"method":true} AFESHX| OFYA| L.
debugTraceFlags =X &S
Lle RtAlet 23 HI7 Hest
BRIt OlLHS.

£IHZE LEEINFS OIRE SM
22Q|L|Ct. Kubernetes X|&&
EEQ OIRE SN2 ™o =
AE2|X| A0 X ™ E[X[T
AER[X| S2A0 OIRE SM0|
X HE[X| 2 AL Trident =
AER[X| wAl=Eo 71 moy| X|HE
OI2E SMS AEELICH AER|X|
SefALt -_r“H ool OFRE SM0|
X HE[X| 2 AL Trident H2HEl
g+ =50 OtRE M2 HXstA|
or&LCt.

of

SVM managementLIF7} X| & &l &

Y E LI}

trident

AtESHX| OFM 2.

{10 (7'%

“100”

HoO
oT

21



PR

nasType

gtreesPerFlexvol

smbShare

useREST

aws

credentials

o

>
o
P

t&oto] 7|2

22

29 o

NFS = SMB 28 MMd2 nfs
TMELICH FM2 LS Z2&L Tt

nfs, smb, £ null. A 8H0f

SILICH smb SMB =2&2| 2. null£
AHSIH 7| 2XMO 2 NFS =50

AEE LIt

FlexVol volume & Z|CH Qtree= [50, "200"
300] He| LHOf| RUO{OF BhL|C}.

L2 & StLE X[™HeY &= AJELICE smb-share
Microsoft Management

ConsoleO|L} ONTAP CLIE AtE235I0]

o= SMB 3R®2| 0| K= Trident

SMB &2 RE UE = /UEE 5=

O|ELICt. o] oi7HtH 4= Amazon

FSx for ONTAP tHoll = of|

Hagct

ONTAP REST APIZE AIE5H7| I8t false
22 of7fHALICH M- Al true

Trident ONTAP REST APIE

AtE5H0e] A =Rt EABILICE Of

7|52 AH25t2{™ ONTAP 9.11.1

O|&fo| HRgfL|C} Dt ABE[=

ONTAP 2101 &gtof|= Ct30f| CHet

OHM|A HTHO| RLOJOF BLICE. ontap
OHZ2[AH|0| M. O] = AMH He|El 2o

ol ZFEILICH vsadmin 211

cluster-admin &%,

AWS FSx for ONTAP 2| 7£4

ool M CH2E2 X" = JASLIC
fsxFilesystemID : AWS FSx "
ot A AEIS IDE X[ ELICE. - o
apiRegion :AWS API X|g O|&.- nn
apikey : AWS API 7|. -

secretKey : AWS H|Z 7.

AWS Secrets Manager0i| X Ztst
FSx SVM XtA ZEE X|HELICt. -
name : SVMe| X144 ZHZ Eotdt=
H|Z 2| Amazon 2|AA 0|E
(ARN)RILICE - type : 88 awsarn
. HZSICH"AWS Secrets Manager
H|Z 2HE7(" XhM[ot L E2.

S ol 7

Ifo
rz

ODE2HNIES MY = USLICE defaults 718 MM 0| E S0, ot2iel 4 O


https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html

OH 74
spacelAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

243 7|
LUNO|| CHst 37t ehet true
SO BE; "AS M) EE" none
=="(FH2)
A2 AHAF XY none
MMHE 280 2HE QoS MM "
O2QlL|CH AEE|X| E L=

—

adaptiveQosPolicy & StLtE
MEHSILICE, Trident 0 A QoS & *H
JES AH2%12{H ONTAP 9.8
O|&0| HREL|Ct SREX =
QoS MM 1ES Ar&3H{O} 5tH, XX
J50| 2 M Q40| INEEo 2
HMEE|TE sfof BLICE 37 QoS
YOS DE &Y Hole| &
Xe2| kol it Alots ML Ct.
=3
o

r

dYE 2B0| 2HSE HEH Qos "
C—

3
M OZQlL|Ct AERX| E =
HHAIEEH 2 qosPolicy £
adaptiveQosPolicy & dLt=
MEHSIL|C}. ontap-nas-economyOi| A
KM= K| F&LICE.

AHARO| Of|2FEl 2 &2 HEE "0" Bt snapshotPolicy ~O|Ct

none , else

H A REERE SMES false

M 2E0|X NetApp =& false
I.

ASIHNVE)E &M 3tetLCt.
7|22t Ct3ot Z2&LIC false .
O SMZ ALESIZ{H SHAEO0|A
NVEX| CHet 20| MAE Bt

gt stalof SFL|Ct, HHAIE Ol A
NAEZ} M 3tEl Z2 Trident Of| Af
TZHXMHE ZE SE52 NAEY}
SEMSHEILICEH XM LHE2 CHS 2
A ZSIM 2. Trident NVE 2! NAES}

SH ZSots A

LUKS 2=3tE gdatetLct.
XF =St} Linux Unified Key
Setup(LUKS) AFE" . SANETH 8.

AH8E B3t M none

M2 280l et ZEQL|CL SMB ™
=52 32 HIH FAR.
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../trident-reco/security-reco.html
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../trident-reco/security-reco.html
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../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)
../trident-reco/security-reco.html#Use-Linux-Unified-Key-Setup-(LUKS)

OH7H'H = 29 =

ME =50 Cigt =2ot NFS 7|22t2 unix . SMB 7| 232
AEFURLICEH NFS K| mixed ntfs.

J2|10 unix HOF AEFY. SMB X[

mixed 12|10 ntfs HOF AEMY,

securityStyle

SMB 28 I ZH|XY Z=H|

CIS2 A0 SMB 282 T2H|HJdE & UELICL ontap-nas 2FAL 22387 HOONTAP SAN 2! NAS

=23 = o=

C2tolH Sgf LhE TS 2=otM K.

AlZst7| o

SMB 2&2 Z2H|X 57| Mol CHE S AL, ontap-nas 2 XH= CHS AFE 23 ofF FLILCE.

=

rr
gjo
o

* Linux ZIEE2{ =2} Windows Server 20198 & dlSt= St O &2 Windows ¥ =E71 = Kubernetes
SHAEYULICE Trident Windows ‘= E0{|A| A3 E[= Podd| OFREEl SMB &0 K| gfL|Ct.

* Active Directory XtZ SHE E&5t= Trident H|20| StLt O & A0{OF L|L}. HIZ S HHSHAH smbereds :

-1 OO

kubectl create secret generic smbcreds --from-literal username=user

—-—-from-literal password='password'

* Windows MH[AZ AME CSI ZEA|. 62 H csi-proxy , HZESICH'GitHub: CSI ZEA|" EEE"GitHub:
Windows& CS| ZZ A" WindowsOl|A Al E|= Kubernetes ==2| 2L

A
1. SMB F4{2 WHBILICL LS F 7HX| WY & StLIE AFE3t0]| SMB 22|Xt SRE Y8 4 ASLIC
"Microsoft Lfal Z&" 3% 20 AHQ = ONTAP CLI AFE. ONTAP CLIE AF83I0{ SMB 2RE
dgotzE:

a. vt E? SRl et Cl2Ee| 2 =8 e

Okl

O vserver cifs share create O BH2 S/ MM F0|| -path 40| X|HE =2 E =QlefL|Ct
4|

A2 I} EXYHK| @O @aio| AljEHL|C}H

LS — 1=

b. X|™MEl SVMZ} HEHEl SMB 2R E otSL|C}

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]

[other attributes] [-comment text]

C. SRt HYEA=K] 2RlSHA K.

Ok

vserver cifs share show -share-name share name
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https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
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https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
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https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
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(D) wzsithsvs 29 2571 RIS LB T2 TSR,

2. WOICZ MM 1 SMB 252 X|Hs2{H C}22 A8} FLICH ZE FSx for ONTAP Hall= T4 2 Mo

o=
22 % }_6|-A1|9_ "FSX for ONTAP 7+ &4 3! Of[H|" .

CHSH A
Of7HEH 4 Ay ol
smbShare CI2 = olLE X8 4= QSLICE.  smb-share

Microsoft Management
ConsoleO|L} ONTAP CLIE
AFE5H THE SMB 3R2| 0|2
= Trident SMB 285 OHE £
UNLE st= 0|E°"—|Ef. 0|
Of7H#H 4= Amazon FSx for
ONTAP eHoll=0j| ZQEHL|C}.

nasType M OF ELICt smb . null?! 22 smb
71242 o33t Z5LCh nts .

securityStyle ME S50 Cigt =2ot ntfs'E£E '‘mixed SMB 2&¢
AEllUICh AEAO LI 3R

ntfs F= mixed SMB &9

2.
unixPermissions MZ22 =50 et Z=IL|C}. "

SMB =E2| 22 H|®50{0f

2=

AEE|X| 2ejA 4 pvCc A

Kubernetes StorageClass K& F45t1 Trident 7t 288 Z=2H|X'dst= WHS
XAt AER|X| 22HAE HEL|CEH LM El Kubernetes StorageClassS AF25H0] PVO|
CHet AMAE 2HSH= PersistentVolumeClaim(PVC)2 THELICH O3 CHS PVE Z =0

st 4 gLt

ﬁEE|I| :;tEHA AH M

— OO

Kubernetes StorageClass ZiA| 1M

102 "Kubernetes StorageClass Z4H|" ZHK|= Trident SHE S A0 AF2E|= ZZ2H|X 2 AlE6tT Trident
SES LEH|XJot= WHE X|ARLICH NFSE A5t EE0i| CHet StorageclassE A& st2{H 0| of|®|Z
ALESHMIR(HH 54 S5 of2fQ| Trident £4 MM S HZSHAR).
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"
iISCSIE AIE3t0] Z&0] Lot StorageclassE %
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"
AWS Bottlerocket®ll Al NFSv3 2§52 T 2H|XJs}2{H

apiVersion:
kind:
metadata:

storage.k8s.io/vl

StorageClass

name: ontap-gold

provisioner: csi.trident.netapp.io

parameters:
backendType:

"ssd"

provisioningType:

"ontap-nas"
media:
"thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

|
=

2ol L3

Ol E AHESHMIR.

A XSICHKubernetes
ZELICH PersistentVolumeClaim Trident 7t 252 TEH| XY
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AEE|X| SeiA MY

EHA|
1. 0|Z{2 Kubernetes Z{H|0|2 2 CtSS AF2EILICH kubectl KubernetesHA MMM L.

kubectl create -f storage-class-ontapnas.yaml

= == A0{0F 5tH, Trident 7+ BHAIZ 0| M 2

M

2. O|H| Kubernetes®t Trident @50l A basic-csi AEZ|X| 22iA
ZMZHO{OF BHL|CL,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

olo] "X|&H =& 22" (PVC)E 2 AHQ| PersistentVolumeOf| Cist UM A X IL|C}

PVC=E 53 37| £= ML BEQ| MEAE RFSIEE F4E + USLICH HEE StorageClassE AHE5HH

- 1 O

22 AE 2|Xt= PersistentVolume 27| B AM|A DE(MSO|LE MH|A £Z &) 0|42 MY = JASLICH

|:|I_|.
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s 282 ZE0| OI2EE & ASLCH

PVC

i

HE OiLTAE
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PersistentVolumeClaim M Z OjL|HAE
CtS ol 7|22l pvC M SMH2 E0FL|CY.

RWX & 20| 7ks¢%t PVC
0| oi|of| M= StorageClass2t H2Hel RWX HM[ATL Qe 7|2 PVCE B ELICE basic-csi .

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSIE AE3t PVC O A|

0| of|ofl A= RWO HMAT U= ISCSIE 7|2 PVCE EOELILCE 0| PVCE= StorageClass2t H2tE|0f
QUELICE protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC 44
A
1. pPvCS 4oLt

kubectl create -f pvc.yaml
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2. PVC HEHE =2I5IM|R.

kubectl get pvc

NAME STATUS VOLUME
pvc-storage Bound pv-name 2Gi

-
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2ES L0 OIRE

- Hq

— oo

2ot

o 49| o E LIERLICE

gLt

kubectl create -f pv-pod.yaml

CHZ ool M= PVCE ZE0f 2287 918t 7|2 82

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage

SE A
JERS

CHES AtESHO] T

0%

(=13
=

ol
M

SLICL o] MM0 M= PVE

A
T

EHELICE 7|2 #4:

USLICH kubectl get pod --watch.



2. 280| OtREL|JY=X] HOISHMIR. /my/mount /path .
kubectl exec -it pv-pod -- df -h /my/mount/path
Filesystem Size
Used Avail Use% Mounted on

192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O[H| PodE AtH|e = AELICE Pod OHZ2|A[0| 82 T O]& EMSHK| g4X[2t 2E2 2= |X|ELCH
kubectl delete pod pv-pod

EKS 22 AEHOW A Trident EKS =7} 7|5 4

NetApp Trident Kubernetes0l|A] Amazon FSx for NetApp ONTAP AEZ|X| 2|2
7EAtSH0] TRl 22| XE7L OHE 2| AH| 0| M HH IO S = JATF X[ LICE NetApp
Trident EKS Oi=20f= 2|4 2ot TiX|2t O £=F0| Z3E[0 A2H, AWSO| A Amazon

EKSSt &H 2SI ASEIUELICEH EKS 7t 7|52 AF25HH Amazon EKS 22{AE 9

Hotlh P8 S XSHo 2 BFE = UCH 7} IS 24, 714, YH0|Edt= o ERet

xS 5 4 YBLCH

ol A
=T —{I_

\J

AWS EKSO| CHet Trident =7t 7|52 F43t7| HOfl ThS AFet0] A=K 2RISR,

- oj=22 A8E 4 9

rir
rH
rot
B

0| J= Amazon EKS S2{AE A ILICH EESICH Amazon EKS 0HE2" .

* AWS OpZIZ 20| A0 cht AWS #3t:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 88: Amazon Linux 2(AL2_x86_64) SE= Amazon Linux 2 Arm(AL2_ARM_64)
*LE R AMD = ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AH

THA|

1. EKS Pod7} AWS Z|A A0 BN AT 4= QIEE |AM H& 0t AWS H|ZHS S MAMsljof HL|CH X[&2 LSS
HEXSIMIL."IAM &gt Bl AWS Secret A" .
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3. *AWS Marketplace £7t 7|5*Q 2 0| 53t0] storage 7|11

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now J

[ information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ standard support until July 28, 2025 EKS
Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

2| MERfLICH

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on appllcat!on deployment. F5x for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org: ing efficient cont

Category Listed by

storage NetApp, Inc. [2
4. * NetApp Trident*S &0t Trident 7t 7|59 &Qlzts MEH
5. ste OHER KNS MEHSHA| Q.
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Supported versions Pricing starting at
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software X ‘

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. WQdt 7t 7]

or

23S F4gct

Review and add
Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

- IRSA(MHIA AFH TS IAM HE)E ME8dtE 32 =71 7+ HAIE HZESHHR."H7[".

7
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Add-ons (1) Info View details Edit Remove
[ Q. netapp | L Any categ... ¥ } |( Anystatus ¥ | 1match 1
fNetapp NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [2

10. CHe BHS MBI Trident 22 AE{0 HIHZ MXIS|QU=X| SOI8HH L.
kubectl get pods -n trident

1. dE 2 ALt AEE|X| WA S L HEBLICE RA[BH LHE2 CHE 2 HESHMQ A ER[X] HollE S

CLIE A3t Trident EKS O =2 & X[/H|A

CLIE ALE75I0{ NetApp Trident EKS OHE22 MX|SHN 2.

CHS Olld| B2 Trident EKS 37t 7|5 AX[gL|Ct.

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.l (M& HH™ X3

CLIZ AI23l0{ NetApp Trident EKS OHE2S H|AHEfL|Ct,

CHS L2 Trident EKS OH=E22 XA EtL|Ct.

eksctl delete addon --cluster K8s-arm --name netapp trident-operator
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