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kubectl create ns engineering-ns
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kubectl create ns marketing-ns
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apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns
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apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns
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apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: eng-user
name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token



2. OpAIR MH|A A Fol| CHt HIZS THEMR.

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ClusterRole2 OIS MH|A A|Fof| HiQIEetL|Ct.



apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns
2. AX|LIOIY ALEXIZL OHAIE 2| AA0| HMAY o~ Gl=X] ZQISHMR.

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

6T 7: AppVault 7HA|0f| CHSt HA|A 2ot 20

ey Sl ARAknt 22 HO|E 22| HYS AT S2{AE 22Xt IHE AR XA AppVault 7HA|of] CHet
°—.“A1Iﬁ HotS Fofsfiof Lt

EHA|

1. AppVault 3! H|ZH
SOoELICt o€ &

© X3 YAML IFS BHS D XE510] AFSXIOIA| AppVaultoll ChEH AA|A HHS
0f, T} CR2 AFBXIOIA| AppVaultoll Th2t AAIA HEHS ROJEILIC eng-user :



apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:
- get

3. RoleBinding CRZ M5t 830 AF2X} eng-user0i|H| oS HIQIYBILICE O S04:

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user
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Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. AtEXt7t O|H| HM|A HTto] QL= AppVault BEE 2 4 JE=X| HAERLICE

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect
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kube-state-metrics, Prometheus, Alertmanager 2L 2A EE AFESHH Trident
ProtectE B3 E|= 2|AAQ MEHE BL|HEE o~ QUSL|CE
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1. kube-state-metrics Helm A}EE Z=7}gtL|Ct. G| & S01:

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts

helm repo update

2. 23{AE0] Prometheus ServiceMonitor CRDS H2%tL|LC}.

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus—-operator-

crd/monitoring.coreos.com servicemonitors.yaml
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metrics-config.yaml: kube-state-metrics Helm XlE 714

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0
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prometheus.yaml: Prometheus2} kube-state-metrics A{H|

apiVersion: vl
kind: ConfigMap
metadata:

name: prometheus-config

namespace: trident-protect
data:

prometheus.yaml: |

global:
scrape interval: 15s

scrape configs:

- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]
2. PrometheusE #4st0{ & %Alertmanagerﬁ 2tLEIBLICE Prometheus 714 IHY M

(prometheus.yaml ) CtS MM S FI1etL|Ct.
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: Alertmanagerd| 22! ELH7|

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

f

2
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prometheus.yaml 74 Ot:
rules.yaml: &It 10| CHSH Prometheus L21S Fo|stL|LCL,

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: 5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

CE Mo ¢2l2 ELH=Z AlertmanagerS 1A 8iL|Ct,

O|H|, PagerDuty, Microsoft Teams EE= 7|EF 22 AH|AQL ZE2 CHE o] 222 2L == AlertmanagerS
Pt off e LM S X|™HOF SLICt alertmanager. yaml IFY.

CtS oll®|0l| A= Alertmanager?} Slack {20l &S ELH=S FMBLICE O] OMIE AKX} SZ0f| A AL X}
X|Hsl2{H LIS ZHS HHPAMAIR. api url AF2AF SHA0M AFRE|E Slack ¥= URLO| Z&HEl 7|
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alertmanager.yaml: Slack &'20j| 22! HLj7|

data:
alertmanager.yaml: |

global:
resolve timeout: 5m

route:
receiver: 'slack-notifications'

receivers:
- name: 'slack-notifications'

slack configs:
- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’

send resolved: false

Trident Protect X|& HE A M

Trident ProtectE AI26tH 2t2[Xt= 22| 2l S2{AEQ | ciet 2, HEE= EZEZX|
HE S NetApp X0 ¢t HEJI ZotEl HEZ MAHT £~ JUESLICH QU0 HZE = 0
U= 2 AEX HO| 2|AA(CR) DY E AFHESHH NetApp X AIO|E(NSS)0f| X[ HES

AZCS 4 AUBLICH
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1. AF8XH Ho| 2|AA(CR) IHU S PHE11 0|52 XIHELICHO|: trident-protect-support-
bundle.yaml ).
2. [h2 482 F8gLot

° metadata.name: (2%) O] AF2X} X|H 2|AAQ| O|EQILICE AFRX} S0 A 1RstT HFSt

O|F= MESINR.

o

spec.triggerType: (Z) X[ HS0| ZA| WHE|=X], OlL|H 0|2 =X|E Z™ELICH of|LE HE
MM2 UTC 7|1&E 2% 12401 O| FO{EIL|CE 7Hs3t 2k
o &
s
° spec.uploadEnabled: (MEi AlS}) X[l “._1% | M E = NetApp X2 AFO|EO| FZEYX| EE
HofgfLICt X|HSHX| o™ 7|22 P ELICL false . 7t5EH 2t

= true
* false (7|123))

° spec.dataWindowStart: (M& AFgh) X[ HE0| ZaHE O|O|E| HO| A[ZFE|0{0F Sh= Ml A[ZHS

X|Est= RFC 3339 HAl9] &Mt EXAELICE XK 4 7|2HO= 2442t Moz AFE LI

XNEe =+ A= 718 BE Euts 72 UL

YAML Of[A[:

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:002

XH-E- 2 trident-protect-support-bundle.yaml SHIE ZIOZ T
FLICE.

fjo
o

< IS CR

3. r}
&ll

00 0/o
Emmw

kubectl apply -f trident-protect-support-bundle.yaml -n trident-

protect

LICt 22 trigger-type HE0| FA|

oin
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MME|=X| E= MM A|ZHo] - w2} 2HE[=X] 2 E Z2Hot CHES 238 & JELICH Manual
L= Scheduled . 7|2 ME2 O30t Z&LICEH Manual .

OE =S

tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type> -n trident-protect

T 71X S B SIS A XY M2 THE 2olls WY T dEs ZLEZSIN 22 AAHOZ ZHAMst
ol A

A

1. 7|Ct2|C} status.generationState ZESICH Completed AE. OIS HHES ALESt0] MM Tl Atets
DLHYEE + AJSLICL

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. MY HES 2 AA-ROR TP ZLICH 2 El AutoSupport HE0IA SAF BHES 7t FZLIC

oco=

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

HOt2t kubectl cp EH0M BHES MEISID Y QI~E Hot= 2E LM ER[Z HHY A AABLICH

Trident Z2EHE 212|0|=

Trident ProtectE £ HT Q= P IHO|E5HH MZR 7|S0|Lt HO +=FHS 28
AL,

B 24 1004 2I20|E3H 22 YTE(0]= Fof A% FOl Athto] ATiE & ¢
QER Ol8 BT AYA(AE EE 0oh)0] MM S Yfurx| ShALICH Y80

AHLFO| AINSHH 502 M AHARS BHS0{M OiZ2(7|0| M

0
T

®

RTINS WIS YI20IS Ho| DE AL UNS HIZMS L1 LIS ChA
gaster & QILICE SIIH 0|2 Qlsh Y20 7|2t SOt oflobEl AA0| 2tEl 277}
SBLIC,

Trident ProtectE & 12{|0| =52 ™ CIS A E M Q.
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1. Trident Helm MEAE H|0|ESHA|&:
helm repo update

2. Trident Protect CRD g 12|0|=

@ 25.06 O[T H{TO0j| M 20| =8}=

Z<2 CRD7} O|H| Trident Protect Helm X}FEO|
EoE|AC D2 O] BHAIZF HaTtLCt.

a. CRD 2| Metst{™ 0| HHS MAMSIM|R. trident-protect-crds HA trident-protect :

kubectl get crd | grep protect.trident.netapp.io |

awk '{print $1}' |
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":

:{"meta.helm.sh/release-name": "trident-protect"}}}"'

b. Helm H|ZZ AfX|st2H 0] HHS MMM, trident-protect-crds AIE:

@ H73IX| OFYA|L trident-protect-crds HelmE AFE3H0] XIEE BHEH CRDe} 2+
HIOIE{ 7t MAHE == ASLICE

=T M4

kubectl delete secret -n trident-protect -1 name=trident-protect-
crds, owner=helm

3. Trident ZTZ2EIE A T3|0|=

helm upgrade trident-protect netapp-trident-protect/trident-protect
—--version 100.2506.0 --namespace trident-protect
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