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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>
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tridentctl get node -o wide -n <Trident namespace>
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sudo yum install -y nfs-utils
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sudo apt-get install -y nfs-common
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sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* iSCSI PVe} &/ RHEL/Red Hat Enterprise Linux CoreOS(RHCOS)E Aldist= XtiXt L EE AIRStE ER
C28 X|™ELIC}. discard StorageClass2| mountOptionS AF2SH0] Qlatel Z7t 5|&E LaThL|Ct

HZESICt "Red Hat &A" .
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sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils HHZ0] 6.2.0.874-2.el7 O| AfQIX| EtQIS}HAM| Q.

rpom -gq iscsi-initiator-utils

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. Ct5 3= gds):

sudo mpathconf --enable --with multipathd y --find multipaths n

@ HESICH /etc/multipath.conf ZYSICH find multipaths no Of2H0f defaults
5. ZIOISIMAR iscsid J2|T multipathd A FUL|CH

sudo systemctl enable --now iscsid multipathd
6. ZM3tstT AESINR iscsi:

sudo systemctl enable --now iscsi
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sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. open-iscsi 0| 2.0.874-5ubuntu2.10 O] 2H(bionice| ZA<L) &= 2.0.874-7.1ubuntu6.1 0| A (focal 2
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dpkg -1 open-iscsi
3. 27ldg 4502 8F:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D HESICE /etc/multipath.conf YOI find multipaths no OO defaults

5. ZOISHMAIL open-iscsi 2| multipath-tools EMSHE|0] Ml SQIL|CE

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi
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iISCSI AtH| S+ H™E A HSAHLE HESI2H LIS 2 MESIMR. iscsiSelfHealingInterval J2|10

o
iscsiSelfHealingWaitTime Helm AX| 2= Helm O|O|E F2 Of7H .

CHE ool M= iSCSI XMl =7 2tA S 322 = AHSt AHH| =+ Th7| A|ZtS 6222 AT Lt
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6m0Os -n
trident

EZjO|HEct!

iISCSI AHAl| 7 MY S P HSIAHLE HESH™ CHZ 2 MYSHMR. iscsi-self-healing-interval
J2|1 iscsi-self-healing-wait-time tridentctl X| EE= O|0|E F2| {7 H .

CtZ ool M= iSCSI AHM| 7 2t S 3222 AFst 0 AtH| 27 T7| AlZtS 6222 T elLIC).

tridentctl install --iscsi-self-healing-interval=3m0s --iscsi-self
-healing-wait-time=6m0Os -n trident
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sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)

sudo modprobe nvme-tcp
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sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

%) 2ol

X = L3 S ALE0I0] Kubernetes 22{AE 2] 2} =01 7ot NQNO| [qE=X| 2QI5HA K.

cat /etc/nvme/hostngn
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sudo yum install -y lsscsi device-mapper-multipath

2. Cfz 22

ot

A2}

sudo mpathconf --enable --with multipathd y --find multipaths n
@ HESICE /etc/multipath.conf ZHSICH find multipaths no OO defaults

3. SQISHMAIR multipathd e ZL|CH

sudo systemctl enable --now multipathd
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1. OS2 AlAH! IH7| K| E HX|SHMIR:
sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. Cfz 2=

it

Az}

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ HESICH /etc/multipath.conf EYSICH find multipaths no Of2H0f defaults

3. 2QISHMAIR multipath-tools S-S0 AldH FQlL|CT.

sudo systemctl status multipath-tools
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Trident 2E2|X| 2HA0 M Fot 27 Arof| Sf= #AIES| AEE|X| F2E ANES2E NS LT AEZ(X]|
AAEIS| HHAIES 1ddt= WHE UOLEM L.

* "Azure NetApp Files B{l= 24"

* "Google Cloud NetApp Volumes 2= A"

* "Google Cloud Platform A =0]| Cloud Volumes Service 7t4"

* "NetApp HCI EE= SolidFire = 14"

* "ONTAP E£ Cloud Volumes ONTAP NAS E2t0[HHE AH23t0] #elle 3

* "ONTAP E£ Cloud Volumes ONTAP SAN E210[H E AME35t0] Holl= 14"

* "Amazon FSx for NetApp ONTAP 2t &7H| Trident AFE"

Azure NetApp Files

Azure NetApp Files 2{lE 714

A= Z M 4 QUELICH Azure NetApp Files HiJIEE
72432* 2= QUSLICE Trident EE8F Azure Kubernetes
apa|sd

o

At23510] NFS 8! SMB 222 O:I I
5 IDE ARSI XtH S 22| X[ eL|Ct,

Services(AKS) 22{AEO0| CHot 22|
Azure NetApp Files E210|H M2 H&

Trident 22{AEQF EASHY| 9|8l CH21} 242 Azure NetApp Files AE2|X| E2I0|HE M 2ELICE X[ E|= HMA
D= O3 Z2E&LICE ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

A o 280c  xgEs ANA BE X @ElS TR A AH

Ho

azure-netapp-files NFSSMB  m A|AE  RWO, ROX, RWX, RWOP nfs, smb

2] Apst

* Azure NetApp Files MH|AE 50GIBEL} 22 S&S A[™{SHK| 2ELICL O 22 S&0| 2™ E[H Trident
XSOZ 50GiB 252 MASLICt

* Trident Windows ‘= E0{|A A3 E|= Podd| O EEl SMB 250 X|I8fL|Ct.
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AKS2| 2| ID

Trident X|X|CH" 22| 2| = ID" Azure Kubernetes Services 22{AEE. #2|H ID7t MSot= ZtASHE XHH BY
22| E &85 H 30| HReL(C)

* AKSE AtESH0 HZEEl Kubernetes 22{AH

* AKS Kubernetes 2 AE0| L&l 22[ ID

* [I22 E&6t= Trident MX|E cloudProvider X|HSICH "Azure” .

Trident & ALK}

Trident HLALS AFESH0] Trident XSt H CH2S
=

SIM|2. tridentorchestrator cr.yaml
HHESIC cloudProvider Al "azure" . &

Mz
0

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

x|t

Ct2 ™Mo M = Trident MIEE MAX|EL|CE cloudProvider &d HEE AFRSH0] Azuredl| scp :

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>E2}0|HEctl</code>

CHE Ol dIol| A= Trident A X[St2 M- ELIC cloudProvider E2i3E Azure :

tridentctl install --cloud-provider="Azure" -n trident

AKSE Z2t2E ID

Z2I2E IDE AF23HH Kubernetes Pod7t A& QI Azure Xt ZHE X 26H= Al I ZE IDE QB3
Azure 2| AA0f| AMAT 2 JSLICH

AzureOf| M S2tRE IDE €852 LIS0| 2 LI

* AKSE At2510{ HiE =l Kubernetes 22{ A
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https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

* AKS Kubernetes 22{AE0|| 2 E /I ZE ID 9 oidc-issuer

* CH3 2 ZE6t= Trident AX[E cloudProvider AIHSIEL "Azure” J2|1 cloudIdentity $IZEE ID
INES
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Trident & ALK}

Trident HLXIE AHESH0] Trident HX|5t2{H LIS 2 MESIMR. tridentorchestrator cr.yaml
MH™SICE cloudProvider O|A "aAzure™ O2|10 HHSICE cloudIdentity OlA|
azure.workload.identity/client-id: XXXXXXXX—XXKXX-XXXKX—XXKXX-XXXKXXXKXKXXKKX .

of

i
mujn

o:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

CHE 2tE HEE AF25HK cloud-provider (CP) 2 cloud-identity (Cl) S22 22 AEBILICE.

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

CtS OfIMIo| M= Trident A X[St0 B™BILICEH cloudProvider & HEE AFRSHH Azurell| scp
J2|10 M™SLCE cloudIdentity 84 Ha AL sc1 !

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="SCI"

<code>E_2}0|EH Ectl</code>
LS &HE HEE ALESI0 222 s34t & 22RE ID 219 22 H™ LIt
export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX—=XXXX—XXXX=
:$:9:9:9:9:9:0:0:0:0. &

CtS Of| MK A= Trident AX|5t0 AH™SILICE cloud-provider 2218 scp, 12|11 cloud-
identity OIA| sc1:

tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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Azure NetApp Files HlE M4 S F=H|gfL|Ct,

Azure NetApp Files HAIEES F45H7| Fol| CHE 27 AF0| SHE=X| 2HQIsH0F LIt

0...

NFS 2 SMB 250 Ciot 2 214 @4

Azure NetApp Files XS AFE5HHLE MEZ |XI0 A AHESH= Z S Azure NetApp FilesE AHSt1I NFS 282
MAMSH| fIof L& x7| 20| LRTIL|CH EZESICH "Azure: Azure NetApp Files 2H S NFS =28 MA" .

AT ALBBHAS "Azure NetApp Files” #A 0= C+0| TRBHLICY,

subscriptionID, tenantID, clientID, location, 12|1 clientSecret AKS
@ S AEAM 22[H IDE AHESH=E ZS ME] A L|CE

* tenantID, clientID, 2|1 clientSecret AKS 2HAEON M 22IRE IDE A%t
2 MEH At IL|CE.
« =8 0l8l . EHZ3ICH"Microsoft: Azure NetApp Files CHSH 2&F E BHE7]|" |
* Azure NetApp Files O] @[ E MEUIRIL|CE EZSICHMicrosoft: Azure NetApp Files 0ff A EU 2[4
* “subscriptionID’Azure NetApp Files 2M3HEl Azure TS0 A.

tenantID, clientID, 22|11 clientSecret HA"Y S=" Azure NetApp Files AH|AO0|| CHEt S 25t
Hst0| U= Azure Active DirectoryOfl JELICEH ¥ SE0f|= CHS £ StLIE AF2dHOF EHLICE.

° AQXFEE 7K HE AzureOl| A O[2] Ho|El" .

o Of[o]"AtE X} HO| 7[0Xt HE = £+FO|M(assignableScopes ) Trident O L3t WO 20t X|oHE
C}

Ctg #oto] ALELICE. *fgﬂ Mol g2 OhE F "Azure Portal2 AtE3H0] &gt &t
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MEXF2| 7|Kxt A

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* Azure location MO{T StL} O|A

o
2AM mielo| A|ARR|0f| Q= T e

=sH -?—|°|:.5| MEUI"  Trident 22.015E 1ocation Oj7HH4E= BHAIE
M- 2T =2 <I):|

LICE 7heh Z0i| XIFE fIX] 22 AL

* AFESt2{H Cloud Identity, ¥2MIR client ID MM "AMZX7F St 22| D" 32|10 ST IDE
X|™HSIMR azure.workload. identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX

SMB =50l tigt =7t 7 Atg

SMB =ES ddsta{H L0 2 LI

* Active DirectoryZ} 4|11 Azure NetApp Files 0l HZE|}AELICH EZESICHMicrosoft: Azure NetApp Files
CHet Active Directory B THS7| & 22" .

* Linux ZAEE2{ =E2 Windows Server 20225 Al3tist= stLt 0| A9 Windows ¥7 =E7} ! = Kubernetes
S AEQLICE. Trident Windows = E0{|A{ %'%*Elé Podo| Ot EEl SMB 2&¢t X| gL},

* Azure NetApp Files Active Directory0il 21&5g &= QU= Z Active Directory A2 ZH0| &=l Trident H|ZO|
StLE Of & QUOojoF L|Ct H|U S MMM smbereds :

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Windows MH|AZ M EI CSI ZEA| 2MEHH csi-proxy, BESICH'GitHub: CSI ZEA|" EE="GitHub:
Windows& CS| ZE A" WindowsOl|A A== Kubernetes =E2| 2L

Azure NetApp Files H{AI= 714 ZM 31 of| 4

Azure NetApp Files 0| CH8t NFS 3! SMB = 1M S M0 Cis 2ot2n M ol
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OH7H'H = d

oF
N
i

networkFeatures =E0| cist VNet 7|5 MIEE= CHS ™
Z&LICH Basic EE= Standard.
HES3A 7|52 L8 XM=
MSEX e 152 Sl
gtdstofiof & = JSLICH XA
networkFeatures Sig 7|50|
2t MotE|X| oM S & T 2H|X 'O
ATyt

nfsMountOptions NFS O E SMof| CHE M| 2= 0l "nfsvers=3"

Xof. SMB &0 M= RA|ElL|CE

NFS HHT 412 A5 2ES

O2ESt2{H CteS ZeeLCt.

nfsvers=4 2 HE F 25 OIRE

S8 ZE0|M NFS v4.12

MEHSIN|R. AEE|X| 22A Aol

HAYE OIRE gM2 = 140

HYE OIRE gMELCH ML CE

limitVolumeSize QNE 25 37|71 0| ECHIH " (J|ENMOR MEE X 9S)
o 2H[xJof| ATjEL|Ct.

debugTraceFlags 2H oiZE Al AIRE CHO =
Sef3ULICE o], \ {"api":
false, "method": true,
"discovery": true} .=Al
SHAS fIsH XtAlet 23 HZ It
2ot ZRIt o™ 0] 7|52
AHESHX| OHM[ 2.

nasType NFS EE= SMB =28 MAMZ2 nfs

nfs , smb E£ null. null£ A& stH
712X O =2 NFS 2&0| AF2ELICE

supportedTopologies o] HHAlE | A X|BH= X 8l HA
SE2 LIEPHLICE XM LHE2

LSS HXstMR."CSI EEZX|

Al_g_ll

gosType QoS RYU(KIs E= +3)2 s
LIEFHLICE. * Trident 25.06 7|&
ol2|&7*

maxThroughput 51 2E[= X H2[3F2 MiB/= 4 MiB/sec

CHR 2 MHBILICEH &S QoS 8%
E0| M3 X[ EILICE * Trident 25.06
7| Ojg|27|*

@ HEYZ 7|s0ll it XiMlet H22 CHE S HZHMIR."Azure NetApp Files &0 CHet HERI2
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Ol gHAl= o] X|A MRILICE O] M S AF2SHH Trident LA El 2X[0| A Azure NetApp Files 0] $I =
DE NetApp AlY, 8 Z 9 MEUIZS AMStD T E 5 MEUl F StLto| 2292 M 2 &2 i XIgLCL.
PHLFSHH nasType MEFEILICE nfs 7|22t0] ME&[1 WASTI NFS 252 T2 H|XN 'Lt

O 742 Azure NetApp Files & A&t 02 7HX| S A8l & of O| X O|X| 2 &M 2= Z2H|Xddt=
B0 tet =71 HeIE ®MSdHOoF Lt

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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clientSecret 22| IDE ALY M= ME] AFZILICE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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% E LES A8

O| HHAllE LMO|A = CH2 S MEFSILICE tenantID, clientID, J2|1 clientSecret 2EIREID

A8 = B AbetiL|Ct.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

Am

ot ST AHIA £F 1Y

O| HHollE M2 AzureQ| 252 HIXIBILICE eastus Xl Ultra B2 E. Trident SHE | X|0| A Azure

NetApp Files Ofl =l ZE MEUIZ X}SO 2 AMSID O F St —'?—’%*-?—li N

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

&S BiXIRLICH



& QoS EF = AT = o

jo

O] BHAlE M2 Azure?| 2E2 HIX[ELICL eastus 8 QoS & E0| U= AXIYLICE * NetApp Trident
25.062| 7|= O|2|27]*.

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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O el 742 T ThHol| of2] i AER[X| 2 FOlYLILt 0] 7|52 Chefet &
02| & =0| A1 0| LIEIH= Kubernetes?| AEZ|X| SHAE WM = &

g 74

HOolE2 OE2 7|EC 2 &2 +Edt= Ol ArEE[J}ELICE performance .

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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Trident X[ 5! 7184 0| met AIAZE0] tiet 28 Z2H|X'dS 0[5t guct. agtg

supportedTopologies O] HHAIE Mo SEE2 MAET X|H 5l JH Z=£2 N|3ot= o AFHSELICH

o710l XIFE X9 3 HHF 22 ZF Kubernetes 22{AE =22 20|20 A= XF & S 2tz

t & X[atjof

gLICh of2fet X[Hu A2 MY S 20M HSE - A= 518 7hstt & SF2 LIEFELICE WA=l A

- HA |/ =2

HMS5t= A[F 3 SHO| 5t¢| Hets Zetdh= AE2|X| 22HAL| AL, Trident A2 E XF X SHo| 2ES

o
=
AEYLICE XHAISE LHE2 LSS HZSHMR."CSI EZZX] AFE".

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2

AEE|X| A H9

C2 storageClass Bl 212 A& E2 &EgLICL

CHS2 A%t HO| 0| parameter.selector HE

arameter.selector ZtZt0f| CHSH X[HE 4= JYELICt StorageClass EE2 224
ULICH 2F0l= MEE S0 B El £HO| J}SLICEH

— = 71—
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o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB =E0]| CHgt o[ HeJ

ME

X

= - ag|a
S nasType , node-stage-secret-name, L
Mot Z RSt Active Directory A4 SHS x1|-g-6E += A5

node-stage-secret-namespace SMB
L|C}.

n1ru

fjo
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HAAHO|ARE CHE H|E ME

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}

28



=R=K=] L EE'—

@ nasType: smb ' SMB =&= XAl&ot= E0| CHgt EEHRLIC. ‘nasType: nfs £
nasType: null NFS 0| Cist ZH.

WOIE 7 IS BHE = O3 HY

mio

ML}

tridentctl create backend -f <backend-file>

o> rR

C Mdof 2ofstH = 40| 2X7F UAs AYULICH Chs HES AdstH 208 B0 QIS oot &
L|Cf

g0 |E

tridentctl logs

- M| ZH|E mofstn £Fot 20| create BES CHA| H&le o~ AFLICH
Google Cloud NetApp Volumes

Google Cloud NetApp Volumes 2{2ll= 714

O|H| Google Cloud NetApp Volumes Trident 2| BiAIEZ 2T &~ QUELICEH Google Cloud
NetApp Volumes HAIEE ALESI] NFS 5! SMB 2&2 HEY &+ JUSLICH

=22

Google Cloud NetApp Volumes S210|H AE H&

Trident CtS2 M3 LICH google-cloud-netapp-volumes S AEQ} EASHE E2I0|H. X[} El= AN A
REECHEX f Z&LICE ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

2HAL et =52C X §El= HMA 2E X HE|= o A[AE
google-cloud- NFS SMB III'OE| Alﬁ'ﬂ RWO, ROX, RWX, RWOP nfs, smb

netapp-volumes

GKE& 222 ID
22IRE IDE AH25HH Kubernetes Z=7F HA|X QI Google Cloud XtH SHE XMl3st= Al YIZ= IDE
QIE 5t Google Cloud 2|AA0 HMALH 4~ ASLICE
Google Cloud0llA 22t2E IDE g83t2{H CtS0| ZL|Ct.
* GKEE AtE25I0] B El Kubernetes 22{AH.
* GKE 22{AH0| M E I ZE DRt L E Z0| 1A= GKE HEHH[O[E] AH.

* Google Cloud NetApp Volumes 22| Xk(roles/netapp.admin) Se EE= AFE X X|H AE0| U= GCP A{H|A
AHE.

* "GCP"E X|H3I= cloudProvider2t MZ& GCP AMH|A A™E X|HSH= cloudldentityS E&Hot= Trident
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Trident & ALK}

Trident Y A&XHE AFESH Trident A X[St2]{H C2E MESHMR. tridentorchestrator cr.yaml
HH™SICE cloudProvider Of|A "cepr O2[10 HHSICE cloudIdentity OIA|l iam. gke.io/gcp-

service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com

olE S0l
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'
X|tH

CtS etd HEE AR50 cloud-provider (CP) % cloud-identity (Cl) 22419| Zt2 AAEL|CL.

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com'"

CH2 oMol M= Trident A XI5t MA S
MHBILICH cloudIdentity 2t H4 AF2 SANNOTATION :

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>E_zZ}0|H Ecti</code>
CHE 2td HEE AMZSH 22tRE SaA ! 22t ID Z2{19| g2 2T Lo

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

CS oIM[Of| A= Trident AX[St0 ™ ELICH cloud-provider 223
identity OlA| SANNOTATION :

]

scp, J2|1 cloud-

MH™SIL|CL cloudProvider 24 H4E AFESI0 GCPY| scp 12|11
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tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp Volumes HHl= 3142 FH|SHM|R

Google Cloud NetApp Volumes HAEE FAM5t7| Hof| CFS 2+ AF20| EFE|=X|
stolstof giL|Ct
NFS 252 TH =

Google Cloud NetApp Volumes XS ALE3SH7LE MZ2 2|X|0l| M AHE3t= E2 Google Cloud NetApp Volumes
MESI NFS 22 YHst7| flsf £7| 714o| ZegtL|ct, ’é.*_jEﬁEF'AI’S‘*ﬁWI Hoj|" .

Google Cloud NetApp Volumes BHAIES FM35t7| Moj| CHS A0 Q=X 2QISHN 2.

* Google Cloud NetApp Volumes AH|AZ M=l Google Cloud AI™ LTt & ZSICHGoogle Cloud NetApp
Volumes" .
* Google Cloud ANl Z=NE H QL|C} EXSICHIT=HE A"

* NetApp Volumes AdminO| /= Google Cloud AMH|A A|E(roles/netapp.admin ) &, F=SHCHD &l
MA|A Er2| gk 5 Aot

* GCNV A|IE2| API 7| DhA LT, HZESICHAH| A AE 7] dg"

* MY 2 HZSICHAELX] Z 0"

Google Cloud NetApp Volumes Of| Ciiot HNA S HESH= 2HO| CHEE XM|Tt LHE2 CHE 8 HXRSHMIR."Google
Cloud NetApp Volumes Of| CHoE AN A HH"

Google Cloud NetApp Volumes HHl= 314 SM 5l 0f|A|

Google Cloud NetApp Volumes 2| HHAIE T4 Z440]| CHo Lot 4 o 2 HESHMR.

2t ol == T Google Cloud X|[F0|M 2 &S Z2H|NJEL|Ct CHE X0l EES YHst2{H F7t HAEE

I-I_Q|'c'>'+ A 0|A|_||:|.

o =T Md

OH7HH 2= s 7|12

version ShA 1

storageDriverName XZE EEJo|H el 0|2 o| 7HA|
storageDriverName
"google-cloud-netapp-
volumes"2 X|HsHoF
LIk

backendName (MEH ArS) AE2|X| A= AFEXL 2| 0| C2lO|H O|E +"_" + API
719l ¢5
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C

projectNumber Google Cloud A8 T2HE Hs 6! Google
=1 [

Cloud Z& ZH|O[X[0]|M 2tQIE = A&

location Trident GCNV 2&2 4 435H= Google Cloud
QIX|L|Ct X|Y 2t Kubernetes 22{AE S MM E j
E50| MMELICE 10cation 02| Google Cloud
Kol =0 of| U= AR AFRE 4= YUALICE.
X9 7t EEjToll= &7} H| 80| YAgtL|Ct.

ZF
HA
L

—_—

apiKey Google Cloud AMH|A X of CHSE API 7|
netapp.admin €. 0{7|0= Google Cloud A{H|A
A"l JiQl 7| Mo JSON Al LI80| ZBHEIL|CE
(HAE 7o DL DCHZ SALE). AT apikey O
7|01l CHSt 712t &S ZEesliof ZLICE. type,
project id,client email,client id,
auth uri, token uri,
auth provider x509 cert url, 2[4
client x509 cert url.

nfsMountOptions NFS OR2E Z40f| Ciat MEXQl Mo, "nfsvers=3"

limitVolumeSize QHEI 28 3|7t 0| ZHELCH 3AH T2 H| X0 " (7|2MoR MEL|X|
Anfgtict, o)
servicelevel AER|X| E9 MH|A =1 SEEQILICT Zf2 Ct21t
#&LICE flex, standard, premium, =
extreme .

labels S50 HEY 22| JSON &4 2|0|= ME
network GCNV 2&0| Google Cloud UE /37t AFRE/LILCE,

debugTraceFlags ZH| sfZ Al A ClH O Z2i LTt of, =
{"api":false, "method":true} .= SHES
Qe iAot 23 Hmo HRot A27LOtLH 0] 7|s
AHESHXA| Ot K.

nasType NFS EE=SMB 28 ddg8 #HLICH SME2 32 nfs
ZELICt nfs , smb = null. nullE2 A& SHH
72X O 2 NFS =2&0| AFEEIL|CY.

supportedTopologies Of HAEO|M X|&ASt= X 8l H T ES LIEHRLICE
XtMlet LHE2 CHE2 S EXSIMR."CSI EEZX| AFE".
olE =
supportedTopologies:
- topology.kubernetes.io/region: asia-
eastl
topology.kubernetes.io/zone: asia-eastl-
a
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2HXIS HOE 5 YAELICH defaults 74 MU MM,

== 0

Of7HEH 2~ A

exportRule ME2 S50 Cigt LHELW 7| 74l
IPv4 49| ZoE & HE #2510
LiZsHoF grLICt.

snapshotDir ofl CHet MM|A . snapshot OffHH
&AM

snapshotReserve ARAEZ 2Iol o2 SEC HES

unixPermissions ME2 S2E9| YA Hoh8Zl
4Xt2])

74 of

CIS ool M= CHEES| OPZiHSE 723U E F&= 7|2 d8 EHFL(Ct

YHYLIC
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#4724

O|= A= O| X|A FMRILICE O] TS AFRSIH Trident A El 2/ X|0| A Google Cloud NetApp Volumes
of AIYE RE AEZX] 22 AMStD s E T StLiof| 2222 M 2ES HIXIRLICE HLFSHH nasType
MEFEILICEH nfs 7|2210] HEE| D WAIETL NFS =&2 Z2H| NI EL|CL

0| 42 Google Cloud NetApp Volumes MZ A|&5t10 02 7HX|E A6l = of O| 4 M O[X[2 MX|ZE=
T 2H|Xst= 280 st £71 HelE MSslof & 7Hs40| =&LICH.
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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O] tHllE 42 thd mAoi| o 7He| 7tat E2 FolELICH 7t 22 CH20l ol ELICH storage #&.
o2 7ol AE2|X| EO| MZ CHE MH|A ~FS X| 5t 0|E LIEH= Kubernetes®| 2AE2[X| S2HAE
IS = 2200 RETLICEL 7t Z 2[0|E22 &8 +Edt= ol AF8E LI o|E S0, of2H oilofl A
performance 2t A servicelLevel R 7H EE2 FESH= Ol AFRELICH

DE MY B0 ME8Y + U= 7|2US S, 7HE JHy EO| 7|2US HOE = USLICH CHS of|of| A,
snapshotReserv e J2|11 exportRule BE 7t E9| 7|23 = AL EL|CH

KtMISt 82 LSS FXStMR. VI 2.

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEZ 22I2E ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml

41



XEEs EE2X 74

Trident X 8! 718M JHof| 2} I 20 Ciet 28 Z=2H| XIS 0[5HA gLICt OTE

supportedTopologies O BHAIE Mo SE2 WAlEL X[ 5l HH Z=EZ HM|SSt= o A EILICH
of7[0f| XI™EE X[ 5 A 242 ZF Kubernetes 22{AE L E=2| 2)|0|=0f Rl= X 2 IS ghat LX[sHOF
SLIC}. ol2{et X| <=t %'2',8 XN& S A0 HSE U= 68 7|‘ ot 2t S5 LIEHL|CH Ul =0l A
H3sts XY W S| ot Regs Zest= AER|X| AL 22, Trident A= E XY U FHol| =2EES
MMSILICEH XEA[SE LB 2 CHE S B XSHM|R."CSI EZEX| AFE" .

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9£87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

kubectl create -f <backend-file>
HHAIEI MSHOE MHE|J=X] 2elst{H CHE HES A R.

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2£fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

M- A H =
tridentbackendconfig <backend-name> CHS HEZ MG QI
SHOIGHN| 2.

HHoll = AHAOf| AlTHSIEH Sl = L0l 2H|7F Qe ZHQULICH BHASE ArRSIo] MEE 4 USLICH kubect] get
] ool ]II.
=

H Y ALt 208
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-4 ool 2HE o

tridentctl logs

AEZ|X| A H9

Ct22 7[2/LICE storageClass /2| Bl

apiVersion:

o5t ot = MAEE MH|St D create B S LAl A& = ASLICH

storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-nfs-sc

csi.trident.netapp.io

provisioner:
parameters:
backendType: "google-cloud-netapp-volumes"
* LIS2 ME%H M| 0| parameter.selector HE:*
ME & parameter. selector ZE24o]| csf X|1&8e &~ JESLICE storageClass ATHE"IHA
S ARG O A2 ELICHL E80= MEE S0 FolEl 5HO| &L

IT =
="=25

2
=
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

ME S A0 et XiM[eh LHER2 CHE2S HZSIMQ.AER[X] SaiA ddr .

SMB = E0i| chet off | Feol

AME B nasType, node-stage-secret-name , 12|1 node-stage-secret-namespace SMB =22

X| "ot 2Rt Active Directory Xt SEHE Mla3e & JASLICH = THA H|0|= HEH0| JALE gl 2
Active Directory AF2XHH|LUHS E A 4= JSLICH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"
HIYADO|AEZ CHE H|Z AL

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace:

S{pvc.namespace}
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(D nasType: smb SMB =&= X|Hdt= =0 gt EEQULIC. “nasType: nfs E&

t
nasType: null NFS 0| Cist ZH.
PVC &2l of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVC7} HIIF | =X] 2elsta{H ks TS AASIHIR.

IJIo

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-nfs-sc  1m

Google Cloud 2 =0l CH$t Cloud Volumes Service 74

MSE ME FHZ AHESHH Trident 2 X[2] HAIE 2 Google Cloud& NetApp Cloud
Volumes Service T+45t= WHE LOLEN L.
Google Cloud E20|H M& M &

Trident L2 2 M3 ELICH gep-cvs 2HAEQL S45H= E20|H. X ¥ 5= HMA RE= CHZ0H 25U
ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX), ReadWriteOncePod (RWOP).

2TAL < =5EE X HE= dHMA 2E K| El= oY Al A
gcp-cvs NFS ol A|AE RWO, ROX, RWX, RWOP nfs

Google Cloud£ Cloud Volumes Service Of| Cli$t Trident X|-2/0]| CHsll 202 M Q.

Trident = 7tX| & SILI0| A Cloud Volumes Service 252 MAE & QSLICH"MH|A " :
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* CVS-Performance: 7|2 Trident AMH|A RHERILICE O|2{et d5 £|X3tEl MH|A RY2 d52 A=
TZ2EM A2 0| 74& MetstL|Ct CVS-Performance AlH|A S32 %A 100GiB 37|29 288 X|st=
SIEQO SMRULICE CHS & SILE MEileh 4 JSLICEH M| 7HX] MH|A 2"

° standard

° premium

° extreme

* CVS: CVS MH|A A2 HoHH0M B2t £+Z2| 45 +FCE =2 X9X 71E8ME MSYLICL CVS MH|A

RUS AEZX| E2 MESIH X2 1GIBe| 2ES X|¥6H= AT EQ0 SMYULICH AER|X| F2 £|C 50742
222 ENY 4 9o, BE 252 B2 %1 452 BRELICL S 3 SIS MEiE & YBLICH'S J1%|
MH|A =Z"

° standardsw

° zoneredundantstandardsw

TSI AP ™ "Google CloudZ Cloud Volumes Service" B{AlE0]|= CS0| 2 ¥L|Ct
* NetApp Cloud Volumes Service 2 714 £l Google Cloud A1
* Google Cloud AN Z=NE Hz

Google Cloud AH|A A& netappcloudvolumes.admin SE

* Cloud Volumes Service A& Q| API 7| I}

OH7HH 2 23 7|2

version SHAF 1

storageDriverName N EZIO|HQ 0|2 "gcp-cvs"

backendName AMEXL F2O| 0|8 = AEEZ|X| HAlE C2l0[H O|E +" " + AP
31| U

storageClass CVS MH|A QW E X| M= O AFRE|= MEHH

O7HEH L QIL|CH AF2 software CVS AH|A ES
MENSHM|R. T X| O™ Trident CVS-Performance
MH|A FHES 7FEELICH(hardware ).

storagePools CVS MH|A RYotsliet =& MME 2ot AEE|X] E2
X| ™5t ol AHEE|= MEHA o7 H~AL|C}

projectNumber Google Cloud A8 T2HME Hz 6= 7}2 Google
Cloud =& =H|0|X|0f| A 2ol o~ UESLILCE.

hostProjectNumber 35 VPC UEYIE AESH= 32 HRELICL O

ALIE[RO0|ME= projectNumber AMH|A TZHEQ|LD,
hostProjectNumber SAE TZHMEQIL|CE
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OH7H 4 Moy 7|

apiRegion Trident Cloud Volumes Service 288 MAMdt=

Google Cloud X[FIL|Ct. X[ 7F Kubernetes
SAHE YA if EE0| MMEILICH apiRegion
042 Google Cloud X|=2| =0 of[ef=l I ZE0|
Ar8e & AUELICH XY 7F E2fTol= =7t H[E0|
2hgt|ct.

apiKey Google Cloud AMH|A ™o st API 7|
netappcloudvolumes.admin G 7|0f|=
Google Cloud AMH|A AHZF2| 7ol 7| mt el JSON HA|
Ligo| ZetEL|CHEAIE S IOl JCHE SAHE).

proxyURL CVS AH™o| H&st= O TEA| M7t HRTt 22
OEA URLYLICH ZEA| MHE HTTP ZEA| £&=
HTTPS ZEA|7} & = JGL|CH HTTPS EEA|9| 32
ASM R HAE HHF O] ZEA| MH0|A XtA|
ME QIZME ALY = JASLICH 21B0| Motz
DEA M= X|HEX]| f&L(C

nfsMountOptions NFS Or2E SMof| st MEXol H|of. "nfsvers=3"

limitVolumeSize QNE 25 37|7} 0] ZHELCH IH T 2H| X o " (P2HCE MEEX|
ATyt %*2)

servicelevel MZ2 230 Ci$t CVS-Performance EE= CVS AH|A  CVS-Performance?)
FZQLICL CVS-Performance 242 CtEat Z&LICE 7|22 "BEE"QILICL
standard , premium, £ extreme . CVS 42 CVS 7|24t
standardsw EEE zoneredundantstandardsw . "standardsw"&!L|LC}.

network Cloud Volumes Service E&0i| AFEE|= Google Cloud "7[&2"

HEH I LICE.

debugTraceFlags 28 siZ Al AHeS ClH O Ze{aLICt o, d
\{"api":false, "method":true} . =X sHES
Qe AtMlet 23 HmIL HRot A7 OfL[H O 7|52
AFESHK| OFM| 2.

allowedTopologies X 7t HMAE 2t M51512{H StorageClass Ho|E
CrS2t 20| 2LICt allowedTopologies BE X|HS
Zotoliof L|Ct of|E &
- key: topology.kubernetes.io/region
values:
- us-eastl
- europe-westl

=5 ZZHINY M
=

=5 ZZ2HMYS MY 5 UJSLICE defaults 7 Tt MM,

N

I
OH7HH 2 24 7|2
exportRule MZ2L 220 st LHELY 7| &I, "0.0.0.0/0"

CIDR E7|HOZ [Pv4 T4 Ee
IPva MELI9| Z8tS HEE 2
220|0{0} g |ct
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snapshotDir Ofl CHet HM|A . snapshot OffHH "AHA"
AN

snapshotReserve ARAES 2[olf o2 SEC HEE " (CVS7IE22A 05 8)

size MZ2 289 37|. cVs- CVS-Performance AMH|A 32
Performance A Zf2 72X O 2 "100GiB"E M™E/L|C}.
100GiBIL|LC. CVS A 37|= CVS MH|A RE2 7282
1GiBYILILCE. NS X2 £ A 1GiB7}

e},

CVS-Performance AH|A {3 of

CHZ Of| M0l A= CVS-Performance AlH|A &0 ot ME A8 S IS SL|CE.

of 1: %[ F M

Ol 7|2 "HZ&E" MH|A £F 8 ZtE 7|2 CVS-Performance MH|A SEE A5t XA HHAlE 1M QIL|C

1

storageDriverName:

version:
gcp-cvs
"012345678901"
us-west?2

projectNumber:
apiRegion:
apiKey:
type:
project id: my-gcp-project

service account
private key id: <id value>
private key: |

client email:
project.iam.gserviceaccount.com
client id: "123456789012345678901"
auth uri:
token uri: https://ocauth2.googleapis.

auth provider x509 cert url:

cloudvolumes-admin-sa@my-gcp-

https://accounts.google.com/o/oauth2/auth

com/token

https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:

https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%40my—-gcp-project.iam.gserviceaccount.com
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o] M=

ro

MH[A =2, 28 7|22 Zget Hllt 714 g2 E0FLIL

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelLevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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0l

EZSICIAEE|X| 22 FHo| Xz AT {EAH Hol=U=X| &elsth .

o7|N 2E 7Ha Z0fl et EX 7|220] M™EELICE snapshotReserve 5%0A J2|10 exportRule
0.0.0.0/022. 7t& E2 C}20f| H|ELICL storage B&2. ZH E 7HA E2 XN HE S =2 Ho|ghL|Ct.
servicelevel Y8 E2 7|2US FOHELICL 714 E20|E2 L2 7|82 &8 #Edl= O

MEE[RELICt performance 12|11 protection .

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:

ME2 CHES MEELICE storage 7H 22 71402{H storageClasses IA=2 CHA| AZot= A.
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

AE2[X| S2HA Fo

CH2 StorageClass Me|= 714 & 7+ oH[0f] M2EILICH AF2 & parameters.selector 2 StorageClassOll
ol 282 SARSH=S Ol AR = 714 ES XFHE & JELICL 2&0= MEE Z0f|A Mol £HO| JELICE.
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AE2|X] SaA offH|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

K Y StorageClass(cvs-extreme-extra-protection )= X WY 7tah E0f| OfZELICE O] F2 ARAF
2| X271 10% = St 452 M3st= fe EQLICL

* OfX[2} StorageClass(cvs-extra-protection )& 10%2 AHAF 0|22 HMSot= ZE AEE|X| E2
SESILICE Trident O 7t E2 MEiSEX| ZHSt0 AMAF O|2F Q7 AtO|

CVS MH|A R Of|A|

CHZ OIFI0 M= CVS AMH|A RO TSt ME F8S FMSELCE
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o 1: & A

Ol= CHS 2 M85t %A HHAE FMRILICH storageClass CVS AH|A @3 Bl 7|22 K™ H
standardsw AH|A =&,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '"123456789012345678901"'

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw
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storageDriverName:

version:
gcp
backendName:
projectNumber:

CS 2 MEYLICE storagePools AEZ|X| 22 7 HGHHH.

-Ccvs
gcp-std-so-with-pool
'531265380079"

apiRegion: europe-westl
apiKey:
type: service account

project id: cloud-native-data

private key id:

private key:

"<id value>"

client email: cloudvolumes-admin-sa@cloud-native-

data.iam.gserviceaccount.com

client id:

'107071413297115343396"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:

https://www.googleapis
sa%40cloud-native-data
storageClass: software
zone: europe-westl-b
network: default
storagePools:

servicelevel:

tridentctl create backend

.com/robot/vl/metadata/x509/cloudvolumes—-admin-

.lam.gserviceaccount.com

1bc7£380-3314-6005-45e9-c7dc8c2d7509
Standardsw

-f <backend-file>
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tridentctl logs

o]

74 DO ZHE Loty Yol 0= create BB S CHA| 2T £

1
>
-
il

NetApp HCI =£= SolidFire SHll=E 3

0x

Trident AX|£ Element BHAIEE TS0 ALESH= SIS AOIEN| L.

R4 EEO0[H ME FHE

Trident 022 MSELCH solidfire-san 2HAEQL S4I517| 9ot MZ E2I0|H. X[2E= HMA BE=

CtS 2t Z&LICH ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX), ReadWriteOncePod
(RWOP).

Ot2 solidfire-san M& E2t0|HE= of 5!

| S5 28 ZEE X|JELICE E ?I8H Filesystem
volumeMode, Trident 252 MMt It A|AHRIS MMBHLICH IHY A|ARI R8I 2 StorageClassOf| 2|
XM ELICE
™AL e =82t KRE= HMA RE  X|RE|= OFY A|AE
solidfire-san  iSCSI XieksiCh RWO, ROX, RWX,  T}2! A|AE0]
RWOP QLI 2N 2=
K.
solidfire-san iSCSI ol A|AE RWO, RWOP xfs, ext3, ext4

AlZtst7| o

Element #A =S H&st2{H CHZ0| ZRfLICt.

I

* Element 2ZE0|E A= X[HE= ME ALRYLICH

c 258 22| £ = NetApp HCI/ SolidFire 22{AE Zt2|Xt = HIHE AM2Xto]| Cst XtH ZSHUL|CE
* D E Kubernetes ¥7 = =0|= XAESHISCSI =7 MX|Z|0f QO{0f BhL|Ct AZESICHRAH == FH| HE"
HilE 2 M
e 28 M2 LIS EE EXSIM K.
Of7HEA = 1 H 7|12
version SHA 1
storageDriverName X% E2o|H el 0|2 atA "solidfire-san”
backendName AFEX} Ho| 0|2 e AER|X| "solidfire_" + AE2|X|(iISCSI) IP
HHoll = T
Endpoint HHE XA ZE&S A& ¢t SolidFire

E2{AEE MVIP
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OH7H 4 Moy 7|

SVIP ﬁEE|I|(iSCS|) IPEASTXE

labels B0l M8 2|9 JSON A4 "
E1|0|I=I et

TenantName A HIHE 0| (X2 5 8= 8%
AHA-I)
o o

InitiatorIFace iISCSI Eglfjml2 EH SAE "7|en

OlE{T0| AR H|3t

UseCHAP CHAPE AHE7310] iSCSIE true
OI=3tL|Ct. Trident CHAPS
At23tL|CE,

AccessGroups AI2S A O D 2E "trident"2H= HM|A OE9Q| IDE
HELIC

Types QoS AHY

limitVolumeSize QHEEIEE 37|17t 0| ECLAH " (7|EHOZE HEE|X| ¥43)

I Z=H[X ol At

debugTraceFlags SH oilZ Al AIRE O =]
Ze2i3lLICt. o€ =0, {"api"false,
"method":true}

@ AMESHX| OFMAIL debugTraceFlags A HZS 2IsH XAt 20 HO 7L 2ot HZL7t
OtLIHE.

Ol 1: A= M solidfire-san 37HX| 28 |4

o
PN
Mt
[n
it}
=l
T

ol IR0 A= CHAP 915
HoIELICH D2 2zte
OH7He 2.

S A3t EF QoS EEES #E M 7tX| 28 932 THstE = ms
AM28E7| Qo MEA SHAEZ Ho JHsA0| 7hE E&LICH Tops ME S2{A
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

0f 2: #Hll= Bl AE2|X| A 1M solidfire-san 7t E0| = EEHO|H

| oilof| M= 714 E3f 0| S & Z6H= StorageClassZ A El BillE Ho| melg Ho|FL|C}

Trident S 2U/KS Al SE2IT| B0l 2E 20/SE HAS ASEIN LUNO SUBLICL Bol fif 22208
Ba|RHs e BEE Bo|2S Foleln 0|2 HE 2ES 1B 4 YLCh

ofzfjofl ZA|E *.:.”2 sHolE Mol MM s RE AEE|X| E0f thslf EF 7|£2340| ““EICH USLILE type

AN, 7t E2 TS0l FOlELICH storage F&. 0] G0l 28 AEER|X| E2 XN RHS MFstL, 27
=2 /o 2¥= 7I%ZI§ MEol gLt

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>

UseCHAP: true
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Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

rameters.selector ZEHA 2t

CtS StorageClass M2 p
EeLICE 2 80|l= MEiSh JHA Eof| "olEl ZHO|

StorageClass= 252
UAFLICE.

(S
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A M| StorageClass(solidfire-gold-four )2 A H

o
ao =
BE AEE[X] 2 ZEYLICE Trident 0T 7t 22 MEiY

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:

selector:

csi.trident.netapp.io

performance=gold; cost=4

fsType: extd

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:

selector:

csi.trident.netapp.io

performance=silver; cost=3

fsType: extd

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:

selector:

csi.trident.netapp.io

performance=bronze; cost=2

fsType: extd

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

performance=silver; cost=1

fsType: ext4d

apiVersion:

storage.k8s.io/vl

kind: StorageClass

W 7tk Zofl o ELCE o|H2 =

A 2ot ME 27 Ao &F
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metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector:

extd

performance=silver

fsType:

O B2 EE JOoIEANR

(0)
20

e
o
>
|>

ag"

ONTAP SAN =2}0|H

ONTAP SAN E210|H 7R

ONTAP &! Cloud Volumes ONTAP SAN EZ2I0|HE AtE3t0{ ONTAP HHAIEE L H5t=

YHO|| CHoll FOHEAM|R.

ONTAP SAN =210|H M&E HE

Trident ONTAP 22{AE{2t EAI5L7| fsl| CHS 1t 22 SAN AE2|X| E2I0|HE MSELICt XY= = HMA
D= O3 Z2ELICH ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),

ReadWriteOncePod (RWOP).
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EHMO| AF2StE 2R limitAggregateUsage OH7HH S S2{AH 22| Xt HoH0| 2R BfL|C,

@ Trident 2 €74 Amazon FSx for NetApp ONTAP AtE5t= A2 1imitAggregateUsage
O7HH = S SHA| UELICH vsadmin 22|10 fsxadmin AFZXF AE. 0] Of7 H~E X[ HSHH
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version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",
"password": "password"

—

= = Tr=2= A - O
H|YHS = Baseb4 2 Q1 FEE|0] Kubernetes H| 22 XZEHEIL|CEH SHAIES
CHSE X|Alo] st Qs CHAIQILICE [2tM O|= Kubernetes/AEZ|X| &2

HHOIC XMo|= X}Z ZH0| Ut HIAE 2 KEE|= S8t 0|2t M HAISIA| Q. BHAIE I} MMME| S AKX} 0|2
I.

M 5| &
SIS oLt 2El0|E 3t 22 X2 S|
taIRE7L 48O} Bt 2RIxt MR

MEL HHIAIEQ} 7| = HHIE = QIS M E ARSI ONTAP HHAIEQF EAISH 2 QIAL|CTH BHAIE X o|ofl= A| 7H2)
OH7HH 4T | Ct,
* clientCertificate: 22}0|HE QS5 AM2| Base64=Z Q1A E =l ZIIL|CE.

* clientPrivateKey: H2tEl 71! 7|2| Base64 QI El ZLILICE.

. trustedCACertlflcat ME|S 4= Q= CA QIS A Q| Base64Z QD E ZHRALICEH ME[E &~ U= CAE AIRSH=
2 O] DH7HHSLE W ZsHof BHLICE ME|E 4= U= CAS AIRSHA| Lo ZA|E £ JUEL|CEH



1. 220[2AE QIBMet 7|15 WIPLICH Y o, 215 ONTAP AFEXIZ 2t 0| F(CN)S &Lt

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. ONTAP 2Z{AE{0]| 4=2[g 4= A= CA ?_%*1% Ittt o] 2Xl= olo] AE2[X] XL HEIYE ==
UASLICH MZE 4= A= CATH AFEEIX| 4™ RA|EL|CE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>
3. ONTAP S AE{0]| 220[|AHE AZ Mt 7|(1EHA))E AX| LT

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true
4. ONTAP Hot 2191 0| X[ ==X ZIBM Q. cert AUSHH.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5. MME| OIS ME ARSI 215 S HIAESIL|CE < ONTAP 22| LIF> 9! <vserver 0|2>8 22| LIF IP & SVM
0|20 HfFLILCE

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64Z QB A, 7| U MZ[et 4 Q

rr

CARIBME 2Lt
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. O CHAIO|M R 2 S AHE5He] MM =S WLt

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmmm== e o esseseses s s s s e eses
o= o= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e ee== Bt et
Fomomomoe Froccomomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

e S e e Fommmmmmrososorrrrrrrerere e me s e e e
Fommmmm== o= +

7| HoIES H|0|E310] T2 01 WS ARSIILE X2 S22 231 2+ YALIC o= gustom

S ELICH ALK} O| S/HIEHS E A E5H= HAE = QIZSME AMESIEE AUH0|EY = U1, ABSME HESI=
A== AFEXL O|S/H|2HS 7|HC 2 AHO|EY 4= AUSLICE O|HA| OPE1D" 7|1E 15 LHE ®MASIE MZR2
215 WS FIsl{oF LICt 22 ChHZ 2ot ij7H+E Todt= YO|0|EEl backend.json IIY S AHE5HK
AMSSILICE tridentctl backend update.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

HIUHS E &otet o AER|X| #H2|XH= HX ONTAP Of|A AFEXIe| H|UHS E A0 EBHOF LTt
@ O[O Af el = AC|O|ETF TIMELICE ABSME &2tet ol ALZXI0A| 6] 7He| ABME FIte +
UAELIC 23 2 HAEE O|0|ESIH M S ME AFE3HL, 1 = ONTAP 22{AE{0f| A O H
olAL|C}
AN H .

agichg
ASME A %

HACE AHH|O|ESH T o|0| HHE SEO TSt MM A= SHEX oM, 0|20 HSOT 25 HE T s
OX[X| 4&LICE WHll= AC|0|EZt H33HH Trident ONTAP BillEQt EAISIT &S S8 A2 Mg £+ UASS

LIEFE LT,

Trident Of| CH3t A2 X} HO| ONTAP S MM

Trident Ol X XS £#5L7| 2|5 ONTAP 22|Xt HES ALEOHX| YOLE E[=5 ££45t0] HPIO2 ONTAP
ol

SHAE AYS IS 5= AFLICL Trident HAE FH0f| AFEX} O|FS ELLSHH Trident AFHEXE7E 2HE ONTAP
SSAH LS A ZUS AL

HZESICH Trident AFEXF O e MAT[" Trident AFEX Heo| He M0l CHet XtM|SH LHE

ro

Ches HESHM K.
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ONTAP CLI AFZ
1. Ctg S-S A3t M g S 2HSLIC

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0]| CHEE AHZ Xt O|ES BHELILCH.

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AFEXtol|A| S o etL|ct.

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

AAE 2E|XE AL
ONTAP A|AH 22|XHOIM CtS THAIS gL

1. AFEXL el et atE7|:

a. SHAH SFEO|M AMEX X E A S thEa{H S AH > 473 MEgLCh

() SVM 2Z0] M AFBX} K|E HES BHSa{® T4 > HEA VM > required SVM> A7 >
Argxt o ofzt

b. AFZX} 5! AE FHoj| U= S H OF0|F(—)S MESL|CH.
C. *AE* 0| M *+3=T7HE MEHRLICE

d. ofetof| CHEt &I &

o + ALERE S A HO|X|0f| M Tt BHAIE —ELICH
a. AtEX ofzhofl
b. Lot ALEX} 0|2 MESI, AY EECIR HlR0llM FS MedstL|Ct.

c. *XE*2 SR,

KtMISE L2 ChS HIO|X| S FZotM K.

Trident ek CHAPE At LICt. ontap-san 22|11 ontap-san-economy
2HXL 0|2 QI8N = CHS 2 2 etslof BILICH usecHar HAE Moo FM2 FIISHMIR. BH Al true Trident
SVM°| 7|2 O|L|A|0f|O|E EHOotZ QAHISE CHAPE 1 AStL HHoll = mUoj| A AL XL O| 21t H|'.:'E'H._‘|§§ AL CE
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ J0k2 yseCHAP Df7#H = SOt 1

Mat £ 9l= 22 SMRIL|CtH 7|2X O false2 MEEIL|CE
trueZ MA%t S0 = falseZ MYE £ QS

r
M
n

LSt useCHAP=true , chapInitiatorSecret chapTargetInitiatorSecret,
chapTargetUsername , 12|11 chapUsername EE= SAIE HO[0of| LEE|0{0F BLICH WHAETH MME =
Ct2S Adst] H|ZE HEY = USLICH tridentctl update.

b,y ==
S

o

2|

M0 useCHAP true2 MHSIH AEZ|X| Z2[XI7} Trident 2AE2|X| A= 0| CHAPE A==
XIAIgLCE of7]0fl= ChS 0| ZetElLICt.

* SVMO|| CHAP A A:

° SVM2| 7|2 O|L|Aof|ofEf ot R¥O| glg(7I=Xez AFE)0|2 &0 0|0] ZX3H= LUNO| gl= 32
Trident 7|2 22 RS L3 1t 20| 2F LTt cuap CHAP O|L|A[0f|O]E{2t CH2t AHE X} O] &
HIZEHS S L)

° SVMOI| LUNO| Z&tE|0] 2 H Trident SVMOIA CHAPE &4 3}5HX| o4& LICt Ol A| 3t SVMOi| o]o|
A= LUNO|| CHet M AT H|H=|X| Qb & LT
* CHAP O[L|A[of|0]E{et Ci&f AFE XL O|F A HIEHS S F-EILICE Ol2{Sh M2 Wll= 80| M X|ZsH0F
SLICHRIO EAIE Ci=).

A= Tt M El = Trident s HAIEE MMSIL|C} tridentbackend CRDE AHE60| CHAP H| 21t AF2 Xt
O0|2& Kubernetes H|X 2 X ZEtL|CE O] BHAIZ 0| A Trident 7 4%t 2= PVE= CHAPE Sl OIREL| D
HZAELIC

n
i
1%

HjO| EgtLITY.

ESt0{ CHAP AtH ZHE AUO0|EE &~ JYELICH backend. json IFY. O|ZH| t2{™

CHAP Of7{HHE |0
St CH2 S AF28HOF BLICE tridentctl update 0|2 HZA AFEHS Bt} | 93t

CHAP H|Z S ¢HI0|E
HHAUL|CE,

—_—
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A O] CHAP H|Z S YH0|EY W= Ef°° Ao eLICt tridentctl HMAES
(D UC|O| ERILICE. Trident 0|23t HA AL S MEHS &~ QOO Z ONTAP CLI 2= ONTAP A|AH
HE|XHE MBI AEE|X| S AHO| Xt % S YOOI ESHA| OFYAIL.

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

+——— o +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

it e — ettt

F—— e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |

online | T

e e e

- R +
71E AZE2 g2 K| 2, SVMOI|A Trident 7t X2 SEE HO|0|ESHH A& & HEiE |XILICL MER
HZE2 UOIO|EE XtH ZHZ AEot 7|E HZE2 AL g4 MEfE RXRILICEH O Pvel HZEE BRULCIILCHA
HZSIH AHO|O|EEl XtH ZHE ALESHA| ELICh

ONTAP SAN & S8 % of

Trident 2X[= ONTAP SAN E2{0|HE MMt ALE6t= HHS LOtE M K. O] MMAAM=
HHOl= M Of|®|2t Bl = £ StorageClassOl HESH7| 28 ME MEE M3 ThLCt.

"ASA T2 A AEI"CHE ONTAP A|ARI(ASA, AFF, FAS)Zt ME #|E Fted ¢4lo| CHELICE O|2{¢ Het= BI|E £F
OHoHEH =2 AFE0| FekS O|ELICt "ASAr2 A| AR CHE ONTAP A|AE] 2ol Xjo|Fof| CHAH XEAS] Lot AMIR.".

@ Q% ontap-san E2I0|H(ISCSI & NVMe/TCP Z2E 2 Z3H)= ASA r2 A|AEI0OA X EL|C]
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Trident SHAIE M0l M= A|ARIO| ASA 22t X|He eIt gi&LICH MEY M ontap-san EA
storageDriverName Trident ASAr2 E£= 7|Z ONTAP A|ABIS XSO =2 ZHX[SIL|CE Ofef HO| LIt U=
ZANH L2 wolle M Di7HH = ASA r2 A|ARIN| HE2S 4~ gl&LICt

OH7HEA = 4% 7|2

version orAl 1

storageDrive XNZF EZI0|HO| 0| ontap-san ¥& ‘ontap-san-
rName economy

backendName Al2Xt M| 0|2 E= AEZ|X| HHAlE CE2lO|H 0|5 +" " + dataLIF
managementLI Z22{AE = SVM 22| LIFQ| IP FALQILICE. "10.0.0.1", "[2001:1234:abcd::fefe]"
F

H7stEl Sojol O|2(FQDN)S XIEE 4 gaLich

IPv6 Z2i 15 ALE3I0] Trident X[t AL IPv6 TAS
MESHEE MY  QJELICE IPve A& LS 20|
2= =2 Folshof gfLCt.
[28e8:d9fb:a825:b7bf:69a8:d02f:9%9e7b:355
5].

&5t MetroCluster &2 oA = CHS2 EXSHMIR
.MetroCluster Ci|H| .

"vsadmin" X}Z EES A8%t= 8%
managementLIF SVM2| XA

(D) zolofor ghLict. "paixp Xt 5L
MESt= B2 managementLIF
S2{AEQ| Z10|0{0f BfL|LCt.

dataLIF OTZEZ LIFQ IP 4. Trident IPv6 2235 AFESIH  SVMO| 2|8 T4 E
MX|E AR IPv6 FAE ALESIEE MHT £ USLICH
IPv6 A& CHE1 20| cHiE s 2 Folsi{of ghL|Ct.
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9%9e7b:3555
] . iSCSI0| CH3H A= X[ SHX| OFM| K. Trident
AFE"ONTAP MEHA | UN H" CtEs HZ MM S MASH=
Ol ZQstiSCSILIFE At ct A7t MM EL|CE,
dataLIF BS6HA Molk[o] JELICE HEEZEAHE=
MEZFSHL|C} £ RS A 2MetroCluster 0| A .

svm A28 AEZ|X| 7HA HA Metrocluster?| 2L M2FE  SYMS| AL DM E
A XM A 2MetroCluster 0| . managementLIF A& &
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O FM2 FAIELIC SLE X 42
£ TAE AHE5H0] FlexGroup
EES Z2H[NdE = ASLIT

SVMO|A ZAH 7t YH|0|EE|H Trident
ControllerE CHA| A|ZfSHX|
SVME Z2510] Trident 0|M XI5 2
AHOO|EEIL|CE. Trident O|M 282
DTZH|XMYs| fls EH AE A8t

(D) 2= =l oj=0] W= svM
QIEZ 0|5stH SVM MAE ELSHE
Sot BHAlE T} Trident Of| A A TN AtEH 2
HMetEIL|CH BHAlEE CHA| 2221 MEl2
OrS2{™H SVMO|| = TAIZ HASHAHLL
HAE 25| M|AHsHoF ghL|Ct.

* ASATr2 A| 2B Cioli M= XIESHA| ORA|R*,

ALEE0| O] 22 S £ IISIH T2 H[A'Jof| Hofghict.

Amazon FSx for NetApp ONTAP HHAIEE At25t=
ZR X|™HSHA| OFMA|R. 1imitAggregateUsage .
MBE fsxadmin 22|12 vsadmin Trident AFE2 S0
A AMEES MG H[etsh= o] 2Rt #oto|
ToE[O] JUX| AELICEH * ASA r2 A AR CHSHA =
X[™SEX| OfM[2*.

SEE 2§ 3717t 0] ECH IH ZZH| X0
AmjetL|Ct. EERF LUNOI| CHal 2t2|5ts = &2 Z[ch
37|18 Mgttt

Flexvol2 £|CH LUN2 [50, 200] He| LHoi| RLo{0f
gfLCt,

ZH A Al ALY ClHO Z2HIJLICL OIE S
{"api"false, "method":true}= EXIE sl Z st XtA|cH
20 HOJ Lot A7t OfL|H AFSHX| OFN| 2.

{10 (7'%
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useREST ONTAP REST APIE AtE5t7| 28t B2 true ONTAP 9.15.1 O]AFQI
Oj7HEH =L | T}, AL, =X A2 HLR “false.

o
'

‘useREST HA Al “true’ , Trident
sl = et EAMSHI| ?I| oNTAP REST APIE
AFESILICH. “false® Trident HHAIEQ}
EMSEI| QI8 oNTAPI (zAPI) TEES
ALEEILICE. O] 7|52 AEdHH™ onTap
9.11.1 O|&o| EHPfLICt., o, AMEE=
ONTAP Z19Q| Ago= CH30| CHSE HMA
Heto] QUojof TLICH. “ontapi
OHEZZ|A0|ME. O|l= APH HolEl Ao 2lsf
EZ=EILIC., “vsadmin® JB8|1 “cluster-
admin® @9%. Trident 24.06 EHElA Y
ONTAP 9.15.1 O|MRE| ‘useREST =
M™MELICE “true® 7|2HOZ; HA
‘useREST" O|A “false' ONTAPI (ZAPI)
SES MEBPLICE.

‘useREST 'NVMe/TCPO]| 2t SHA| MetstL|Ct.

NVMe= ONTAP REST API0]| A2t
@ X|2=|H ONTAPI(ZAP)OM = X[ E|X|

sanType MEHO|| AFR iscsi iSCSIQ| HL, nvme NVMe/TCP ‘iscsi H|O U= B2
CF= fcop FC(Fibre Channel)E £3t SCSIQ| EL.

formatOption A2 formatOptions HHE Q+E XHGHHMH mkfs

s SE0| ZoiE mfoict 8= HHYULICE O|E Sd
AEXte Mo et 252 U & JYSLICH B
AZE N|Q|6tD mkfs 2 S Mo} H[XEHA|
formatOptionsE X|&sH0f SfL|Ct. 0f: "-E nodiscard"

X| 2 & ontap-san “12|1 ontap-san-economy
iISCSI ZZ2EES ArE3%t= E2to|H. ot isCsl 8
NVMe/TCP Z2EZS AIE5t= ASAr2 A|2Z0M
XA ELC}

limitVolumeP ontap-san-economy HAIE0A LUNS ALEE I 2 ™ (7|2X2= HEE|X| 2)
oolsize 7ttt £t FlexVol 27| L|Ct.
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OH7H'H = d

oF
N
i

OI-

denyNewVolum |L_fEfontap san-economy HAET} LUNS

ePools otot7| 2l ME2 FlexVol 2&2 YASHK| 2ot =
%”—l Ch M22 PVE Z2H|X 5= Hl= 7|Z Flexvoltt
AHEEL|Ct.

OI'

formatOptions AFE0]| CHEE H&F AbEt
Trident 2 WES MESHA| TS| sl ChHS s42 HERLICL

-E AtH| of gt
* 9K, mkfs A|H0 EE2 AMISt2{ 0 A =oHX| O R(M S0 2E2 MAste 22 £2|= AH|O|E ZHX|2f
ATMA MM TZ2H|KY AEE|X|0|AM FEEILICH. Ol = O O|A AFEE|X| = M2l "K"E CHA|sHH 2= Th
A ABl(xfs, ext3, ext4)0f| HEE £ UELICE.

Active Directory XtZ ZE2 ALE30] #AI= SVMO| Trident 2/
Active Directory(AD) P—:'. SHE A2 WA= SVMO]| Q1B 8HEE Trident 1S 4 USLICH AD A/HO|
SVMO]| HM|ASHAH HX| 2AE EE= SVMO| Cigt AD ED1|°| HEER] ANAE Tdlof SLICE AD AFLZE

S AEE +E|ora1'1| CHQl {2 S THE0{of B Tt EZSICEH "ONTAP 0| A Active Directory =H|Q ZHE =2
CHM|A A" XEMSt LHE 2

A
1. Bl = SVMO| CHEE DNS(ZHQ! 0| & AlAR) A S FHELICH

vserver services dns create -vserver <svm name> -dns-servers
<dns_server 1ipl>,<dns_ server ip2>

2. Active DirectoryOll Al SVMOI| CHEt ARFE A ™S CHS2H CH2 BES HAsHHL.

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. 0| HHES AH8St0] 22{AH E= SVME 2|2 AD AH8Xt EE= OF8 THSLCHL
security login create -vserver <svm name> -user-or-group-name

<ad user or group> -application <application> -authentication-method domain
-role vsadmin

4. Trident BRI = 71 MA0| A Ef%% MMBILICH username 2|1 password ZtZH AD AFEAL E= 08
O|E1t H|ZHSof CHEt Of7HH 2~ QILICE

SMES AH25I0 7|2 Z2H|M'J S Hoe = ASLICL defaults 74 MH. 0| S0, of2liel 718 o€
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spaceAllocat LUNO| CHer 27t Sfet "true" *X|HEl A HAHE true
ion ASA 2 A|AEE
spaceReserve J7h0|ef 2E; "§IZ"(W) E= "E28"(FH=3). €8 "HE"
none ASA r2 A|AEHIE,
snapshotPoli A2 AMHAF HMQILICEH *ME none ASA 2 A|AHE  rglae
cy 2.
gosPolicy MHE 250 29E QoS MM aAFYLICEL AEEIXIE ™
/A EE 2 qosPolicy SE= adaptiveQosPolicy &
SILIE MENSILICE Trident Ol QoS H*H 122
ALE35t2{™ ONTAP 9.8 O|AH0| R BtL|Ct SR & X
o= QoS M O ES AHESHof otH, HM O F0| &
TM QA0 JWEHOo 2 MEE[LE ol{0f HLICE SR/
QoS MM IF2 R E &Y 2519 & AMa|ZHoi CHet
AStE MESLICt
adaptiveQosP MME EE0 YT MSY QoS MM IFLICE. "
olicy AEE|X| E/MAIEE qosPolicy &= adaptiveQosPolicy

ey E=

snapshotRese AHARZ Q[6l o2 =& HIEQLICH * ASATr2 NS

A 2Eof tholi M= XIESHA| DFM| 2>,

"0"0|™™ snapshotPolicy
"0|1, O=dX| oA ™

rve
splitOnClone HMd Al EREZRH SHES 2LLICH "HA"
encryption M ZEO0|M NetApp =& L=2HNVE)E SdotefLICE  “false" *X|™HE 22 HHE true
7|22 Ct3at ZELICE false . Ol SME AE5t2{H ASAr2 A|ARHE.
S AEO0|AM NVEO| CHSt 2f0[MAES Bt 2 M 5tsHoF
SILICE HAIE o[ NAEZt ZAM3HEl L Trident 0| Af
DTZH|NYE DE 282 NAEZ 2 MSHEIL|CE XEA|st
LHE2 CtS 2 HESIMR."Trident NVE 2 NAES} SHH|
IHE S} HEAlY
10 - O .
luksEncrypti LUKS 2S3HE SMStILICE ZZSICH Linux Unified ™ *2 M8 false ASAr2 A|AHIE,
on Key Setup(LUKS) AtE" .
tieringPolic "YUS"S AI2St= A|S3t HAM * ASAr2 A|AHI0=
y X|™SHR| OpM|2*.
nameTemplate A%} He| =& 0|52 UE= HZSILICH
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

LSS AI26to] MAMEl IE 259] AL ontap-san E2I0|H, Trident LUN H|EIH|O|E{S 83817
28l FlexVol 0l 10%2| &7t 22FS F718tLICEH LUNS PVCOIA AFZX7L @Kot "ottt 37|2

@ I 2H| X EIL|CE Trident FlexVol Ofl 10%E £7}EL|CH ONTAP OlA = AR 753t 37| 2
HEAIE). o[ AL Xz 28T AL 7HsTt 82 A ELICH o] HE AR AL 7tsTt 3210
2tMS| 22| X| b= B LUNO| 217 ME0| £|= 22 WX|EfL|Ct O]= ontap-san-economyd=
HMEL|X| et&LCt.

(k=]

Ho|St= WA= 9| AL snapshotReserve Trident CHS 1 20| 2§29 3 7|8 AlAHetL|Ct.

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

Aggregate State Size Available Used%

_pvc_B89f1cl56_3801_4ded_979d_034d54c39574

online RW 18GB
_pvc_ed42ecbfe_3baa_4af6_996d_134adbbbB8ebd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.
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M 71Z 250l chet MZ22 AME AF8sta{E 37| ZFYT0| Feh YHYLICE

4 7o

CHS ool M= R 22| 8 72U R FE 7|8 78S ENFLILE MAEE Holst= 7HY #l2
HFEH Ol |C}
odd -

0

@ Trident 2+ 27 NetApp ONTAP O|A Amazon FSx AtE3dt= 22 NetApp IP 34 CHAI LIFO| DNS

O|E2 X|HY AS HAETL|CY.
ONTAP SAN Of|A]|

Ol= tHEE AMEdtE 7= FEYULILE ontap-san 2TAL

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

MetroCluster Oi| |

Fgh 9 TS S0 WIS HolZ +SO2 YBI0|ESHK| YOIE EES HASS T 4 YSLICL'SVM 27
FEET

2lgrst Mgt U HES 9Aoh CH22 AB310] SYME KIFOHIAIL. managementLIF J2|1 M2t svm

O H4. O} Sof

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password
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ONTAP SAN ZH| Atz

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

1 0|0 M= clientCertificate, clientPrivateKey, 12|31 trustedCACertificate
= CAE AM2ot= 22 ME ArEh 0| MY TLICH backend. json J2|11 22I0|HE QS A, 742!
= CAQIZ A9 base64 21T T Zt2 22 71 ZLLCt

1> 30 0X
ol

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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QkHISE CHAP O A|
o213t Nl = A =E MMBIL|Ct usecHAP 2 AW true.
ONTAP SAN CHAP 0Oi|A|

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN ZX| CHAP G| A|

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>



NVMe/TCP Of| |

ONTAP HAIE0f| NVMeZ 7 A El SVMO| QI0{0F BfL|C} O] = NVMe/TCP2| 7| & tHl= 1 IL|C},

-

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

FC(FCP)Z S¢t SCSI oA

ONTAP il =0fl FCIt 714 & SVMO| L0{0f BL|L}. 0= FC2| 7|2 A= G LICt.

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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nameTemplateS AF2%H HlE 14 of

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ontap-san-economy =2}0|H{0]| CH$F formatOptions Oi[X|

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

7t ES A8t HAlEQ| of

20| @™ EIL|CL spaceReserve

Olz{et ME AL Ho| mUU M= 2= 2E2|X| Z0] ol LISt 22 5T 7127
1Mdof ol gLt

&2
S, spaceAllocation HAO|11, encryption HA. 7t4 22 AEZ|X| MM
Trident "FA" HEO| EEHIHL' 2l S MHBLICE FlexVol volume Off CHSE =240 MHE|H Trident TEH| XY A

7t 20| A= ZE 20|22 AER[X| SFO| SARLICH HO|E ?l6f 2E2(X| 2E[Xt= 7ty EEZ H0122
Holstn 20| 2E= %E% agshke 4= ASLIL.
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o[218t KoM YE AER|X| E2 XM O Z MH™TILICH spaceReserve , spaceAllocation, 1211
encryption 40| XM B E2 7|22 MY gL|Ct
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SAN ZH| Atz

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP Of| |

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

A= E StorageClassOil DHZ

CHS StorageClass Mo|&= CIS2 &=l
ZC oM 2t StorageClass= 252 SAE
HolEl £HO| JAFLICL

£ ME3HH parameters.selector
td E22 2 EELICL 2&0l= MENSH 7t Z0

=
J
ok
I
2
2

o
ro
Mk
In

« O0tE protection gold StorageClass= & # T EILICH ontap-san WA= O]

2Ee| B2 & MSst= fES FYLICL
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

J9= protection-not-gold StorageClass= 5 HM| 3 M| #HY 7HA Z0f| OfZELICH ontap-san
HHAIE, O|HE2 2 0/2/2 ES &2 MSot= Rt EQL|CE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* 2 app-mysqgldb StorageClass= M| HIY 714 Z0i| O ELICH ontap-san-economy MAE 0|=

mysqldb 78 ol chet AE2[X| E F Y S MSdts FE FYULICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

¢ O8t2 protection-silver-creditpoints-20k StorageClass= & H®W 7t 20| oHZELICH ontap-
san WA= O] E2 AH 2{|H =2 20000 J2i|H EQIEE H|SdH= T SLICL
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

02 creditpoints- 5k StorageClass= Al HIj| 7t& £

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

1 ofl of % Il—||:|'ontap san
= ontap-san-economy HAE 5000 38| ZQIEE NSst= FUSH E AMH|AQILICE,

ol = of | ST 7hAt

A —_-—

* J9= my-test-app-sc StorageClass= CHSO| INEELICE testaPP 7t & ontap-san 2T} S|

sanType: nvme.O|A2 RSt E I YLICt testapp .

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident O{™ 7}&F 2 MEHSX] 250 MT 27 AIL0| SFE=X| 2Lt

ONTAP NAS EzZ}0|H
ONTAP NAS E210|H 7R

ONTAP 2! Cloud Volumes ONTAP NAS EZ}0|HE AF23t0{ ONTAP EH
HHEHOf| CHol LOEN| L.
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ONTAP NAS EZ20|H M8 &

Trident ONTAP 22{AE{2t SAI517| 2[dl| CHS 1t 22 NAS AEZ|X| E210|HE MSELIC X == HMA
DEE= L33 2&LICH ReadWriteOnce (RWO) ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

2TAL < =ERC X AEl= HMHA BE X|¥xl= ohd A|AH
ontap-nas NFS SMB ol A|AE RWO, ROX, RWX, RWOP " nfs, smb

ontap-nas-economy NFS SMB  m A|AEI  RWO, ROX, RWX, RWOP "™ nfs, smb

ontap-nas-flexgroup NFSSMB  mal A|AE  RWO, ROX, RWX, RWOP "' nfs, smb

* MM ontap-san- economy K& 28 A Sle7t CIZEL 22 AR E Of|&E|= 0Tt
"X E[= ONTAP E2& At .

* M2 ontap-nas-economy X|&H 28 A8 347t LIS EL 22 A2 Of| AR = Z 02t
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e = E gL ct.
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SVM MEXt EE= St Hets I THE 0I5 S 71T AFERIYLILY.
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Ho 2 o MSLICH fsxadmin AFEXA EEE vsadmin SVM AFEXL B S Het2 71Xl CHE 0|82 JHE
AFEXILICH O2tE fsxadmin AFEXA= E2{AH Z2|Xt AFEXLE HSHA O 2 CHA|RILICE

EHAMO| AF2St= B2 1limitAggregateUsage OH7HHS, %E'IAE'I 22| Xt Hsto| TesHL|C}
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07 H = ESOHK| $ELICH vsadmin J2|10 fsxadmin AFEXL AIE. O] Dj7#H~E X|HSHH
T =hejo| MojgL|ct,

ONTAP LHOll M Trident E2t0|H7t AFEE 4= U= HOt S QI S BEE= A0| 7hs8HX| 2 AESHK| =
AELICE Trident 2 MZ22 HE|A HEE2 F7LAPIE 2E5IEZ ¢20|=7t 0| 1 QF T 25| 2l &LIC
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ONTAP NAS EZI0|HE A5t ONTAP HHAIEE L MSHY| 2|8t @7 AL, 215 M 8
LHELHZ| M2 S OfsffetL .

91


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

T At

* = ONTAP gHl=0| AL Trident 2| A3t StLIS| T A|7F SVMO]| EHetz|0{of S|}

* 57 of&te ':E|'O|H'|E HAHSI, SHLLE 7127 = AER|X| 22HAE DS £ JSLICH Ol1E S0{, Ci22
AME5H= Gold 2eiAE 2T £ UELICE ontap-nas E2I0|H 5! Bronze 22AE AFE5H= ontap-nas-

economy OfLt.

0

* D= Kubernetes ¥71 =E0fl= HESH NFS =77+ AX| [0 QO{OF BIL|CtH XSO0 7| XEM[SH LI 2

-

* Trident Windows = E0|A M E|= Podol| OFREEl SMB 2S00 X[ HL|Ct A ZXSICE SVB 25 T2H|X
ZH| XtMlet Lige

ONTAP Hll= Q15

Trident ONTAP HAIEE Q5= F 7HX| REE NS 2L

* XA Z3E 7|8k 0] 20| M= ONTAP Bl =0f| CHot ==t #oto] R etL|Ch Ch3at 22 AR HolEl 2ot
270l Akt AZE AF™E AE3h= A0| EELICE admin = vsadmin ONTAP H{ T 1to| 2T Z2td S

* B 7|8k o] REO| M= Trident ONTAP S2{AE{Q SISt H MAZ 0] AS A7 HX|E[0f RLO{OF BFLICY.
07| M A Holofl= S2HO0IAE QB A, 7], L=ZE £ A= CAASM(AEE= F2)2 Base64 212E 40|
HSE[OOF RILICHAT).

7|1E MAC S ACO|ESHH XtH FF 7|2 AAl0t QIS A 7|8 EhA] ALO| S Teteh 4= QAELICE SEX| 2 of Hof|
StLtol QIF WP X| M EL|LE THE Q15 YHO = Tetsta{H M= 0| M 7|E B S ®AH8HOF BiLICt.
@ A S ASME ZF MBSt 5HH 7 mHAof| & 7 o2l 215 WOl MSEULtE
QLFet olH ol = M go| HulghLCt,

Trident ONTAP Bl EQ EAISHT| 2[5 SVM -°,-|/ElE-|AE-| H| #2|Xte| Xt ZHO| ZREIL|CH CHSat 22 E&
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U= 715 APIE SHE & U= = ONTAP H2|ALLe| SehMdo| E&ELICE Trident AHESHH AFEXF Mol HOb
E_’°| Aet2 ohE0 ALEE = UX[TH HESHK| = &L

sl = Ho|o| o= LSzt Z&LICt

92
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

1] ",

svm "svm nfs",
"credentials": {

"name": "secret-backend-creds"

—

SHANIE HO|= XA SHO| YHHIAEZ HEL|= U X0|2H= M2 HASIN L. HAI=Tt M4
[H|LHS = Base64 2 2T E|0] Kubernetes H|ZZ XMEEIL|CEH A= S MM/AC|0| ESt= |
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* clientCertificate: 22}0|HE QFA{2| Base64= QAL =l ZrAL|CE
* clientPrivateKey: &2zl 70!

7
. trustedCACertlflcate Mg £ Q= CACIS A9 Base64§ QIF L=l ZlL|C} MEE 4 /U= CAE ALESH=
A2 0| Dj7iH~E HMSHof SLICH ME[E 5~ = CASE ALESIX| U™ ZA[E £ QEGLICE

1. 2210|2E QIEMe} 7|15 WHPLICH ddY uf, 215 ONTAP ALEXIE 2t 0| E(CN)2 HHSLICH.
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ONTAP 2 AE{0]| A2[gh £ A= CAUBME F7HEHLCE 0| 2= 0[0] AEE|X| RE|X7F HE[HE +=
UASLICH MZE 4= A= CATH AFEEIX| ™ RA|EL|CE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP 2 AE{0l| 22}0|AE AZMet 7|(1EHA)E EXILCE

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP 29t 291 HE0| X|YE|=X| SUSHNIR. cert QASHIH.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. M=l QIZAE ARSI ©152 EIAEBILICE < ONTAP 22| LIF> & <vserver 0|2>2 22| LIF IP % SVM
O|EL = HiEL|CL LIFS| MH[A HMO0| CrZat 20| BFE0 A=X| &FIsH{OoF BHLICt default-data-

management .

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64Z QIE A, 7| L MY & A= CAASME TG HLICE

rr

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4
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7. OIF CHAIO|M F2 2tE AHE5He] WA =S W RlL|Tt.

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident
e e e e e
Pommmmm== o= +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
Fommmmmmmmm== P messe=== B it
S e +
| NasBackend | ontap-nas | 98el9b74-aecT-4a3d-8dcf-128e5033b214 |
online | 9 |
e Frommememememomom= R
Focmcomo= ommmcemos +

QF Y YEI0|E Ei X1 5Y 28

=
2

d
r=

n

£ 0| =101 CIZ 01 WS AIRBIFILE X7 SRS 231 & ALt 0] 7|58 Yusoz
LICt. AEXt O|E/H|YHS E AL SH= HAEE= QIZSME ALESIE S YO0 EY

AEXt O|E/H|YHT 7|Uto = AHOHO|EY 4= JSLICE O|FHA stz{H 7| & ¢l
2 F716of gLt O3 Ohg st o7iH~E Eetst= A0l EE backen
LIC} tridentctl update backend.
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cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas"
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

HEHS E sate mf AE2|X| 22|XH= HX| ONTAP O|AM AFEXIS| H|UHS S 0| EsHof ghL|Ct.
@ O[0f{A el = ACO[ET} TIHELICE QIS ME &&te f ALEXI0A| of2] JH2| ABME =7t +
AgLIC a2 Ef% A=E HOIOIESIH M AISME AFESHL, O = ONTAP 2 AE0f| M 0|

HH
ASME ATIZ 4 UL

BHAIE E AH|0|ESH T 0|0] MM =l S50 CHSt M A= STHE|X| OH, 0|F0 UHEZ 2§ HE| T J&2
O|X|X| St&LICH EHAlE AGO|ETZL AZ28HH Trident ONTAP HHIEQL EAISIT S5 25 XS K2|e 4 Q22
LIEHHL|CE,

Trident Of| CHat AL X} Ho| ONTAP S M A

Trident Of| M ZH S 8517| 2IsH ONTAP 22|k} m%% AHESHX| YOt E| =5 £[ABHO| HPIOZ ONTAP
S2{AE TS UHE £ JYSLICE Trident BHAE 2 M0f| AF2XL 0|22 E8SHH Trident AF2XH7L ZHE ONTAP
S2{AH TS A0 S ATt CH

HESICH Trident AFEXT F2| Sk MET|" Trident AFZ X Fo| Aet WMo CHet XtM|SH LHE2 TS S HXSHMR.
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ONTAP CLI AFZ
1. Ctg S-S A3t M g S 2HSLIC

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0]| CHEE AHZ Xt O|ES BHELILCH.

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AFEXtol|A| S o etL|ct.

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

AAE 2E|XE AL
ONTAP A|AH 22|XHOIM CtS THAIS gL

1. AFEXL el et atE7|:
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b. AFZX} 5! AE FHoj| U= S H OF0|F(—)S MESL|CH.
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version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

0l 715 ALg3t2{E SVMe| 2E FHEo| 1= CIDR 228 5183t= L= L7| 750l 7|2
(D) =iyl =0l Zatel ofxol MAE ko] Hol SL=x| stolefof stk Trident ol SVME
02 KIHSI2H 4 Nethpp SIS 24 Al2I2 TH2HR.

flo HIE AHEDIY 0] 7| 50| Sdt= dAlg 2EoHUSLIT.

* autoExportPolicy & MHELICH “true. Ol Trident O] HAIEZ T ZH|X'HEl 2t S2F0f CHSH LHE LY
Mg a2 LIEFYLICH svml SVME AHE3H0] A] =7} 8! MKIE XNE[L|C} autoexportCIDRs A
=5 SB0| Lo HZE x| iy S ES Xl o= 28 HMAE WX|st= F2]0] gl= Bl LHELH7| HME
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F=7bEL o)
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° 0|2 E04:
= HHOIIE YUID 403b5326-8482-40db-96d0-d83fb3f4daec

i

" autoExportPolicy 2 MH ‘true

MNE HEA trident
= PVC UUID a79bcf5f-7b6d-4a40-9876-€2551f159c1¢c

* trident_pvc_a79bcf5f 7b6d_4a40 9876 e2551f159c1cEH= gtree= FlexVol Of CHS LI LYY | M*HS
MM trident-403b5326-8482-40db96d0-d83fb3f4daec , qtreelf CHEt LHELHZ| ZH*H
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc, 12|11 0|S0| H|O| e LHELHT|
HHM trident empty SVMO|| CH3H. FlexVol LHELHZ| B 2o cHet %2 gtree LHELHT| E&Ho|

motEl DS FAo| Al FTHQILICE Bl LHELYY| M ML X| g2 RE 20| KA E/L|CY,
* “autoExportCIDRs § £0| E3te|of QELICE o] HEE= ME] AtSto|H 72242 ["0.0.0.0/0",

AEBEEZ=E
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SHH =7,
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== IP7t Trident 0| A dd3t= LHELHZ| FHof| =7HE S LIEFHLICH Trident & *'oH Ele LEE SESIH LE9 IP
FAE HMSHY Xﬂ—‘-E._' FA SETHH|WEL|CH autoExportCIDRs AlA| A|H-O| IPE ZEZSH = Trident AlA|

CHet =2 S20|AE PO TS LHELHY| X #AIS ghsL

HHIO|EE 4= QUELICE autoExportPolicy 12|11 autoExportCIDRs HAIEE OHE = HHOl = 0ff CHEH
LOLEN|R. IS 2E|E = “—'10“':0“ MEZ CIDRE F7I5t7{Lt 7|& CIDRE AfH[& £~ JELICL CIDRE
ANE iz 7|1E AEO| BOX|X| EE=E FoI5HM|R. HIE MG E MEHD 2 QJELICH autoExportPolicy

HALO| HL =22 U= I—HELH7I HMOZ FOrZULICE O~ ot2{H Ch23 HFoHOF BfLICH exportPolicy
HAE 9| Oi7HH 4 QILICE,

Trident HAIEE MMEIHLE AO|0|ES 20|= LSS ALESH0 HAEE =olet &~ UGLICE tridentetl =
SE tridentbackend CRD:
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

L ETHHAEH Trident 25 WHELHY| MM S 2401510 =0 s st HMA #AIS MASLICE Trident 242
A O| LHELHZ| FHMO|M O] = IPE I1|7‘|°H3=| Z2{AEQ M 20N 0] IPE MAIZSHXA| b= ot ofd Ot
HFX|SH|C},

o =

_n.
(o]

o
E

=
=

7|E eS| AL HAIEE AM[O|ERILICE tridentctl update backend Trident AHS2E & HMZ
2ot E B&SL|Ct O A 5tH g uf BAl=9] UUIDS gtree OIF 2 MM BHE F el MER LHELHY|
HMo| MYELICH WAL U= 252 UI2E oMl = CHA| OIR2EEH Mz My E WELY| FME ALt

() &R =il w0l Ui MAICE Mxjstet SXO2 MAEl sly] BHE Mg,
WOI=Z CHA| BHE B MZ2 ol =2 Hz|=|of 22 LhLh7] FHo| MELict

= =

2tolE 29| |P At HH|O|EEH - E0|M Trident PodE CHA| A|Zfs{of SfL|Ct 2™ Trident S IP HE
AtetE o] flall 2t2|st= Wl =of| chet LHELHZ| M-S Hol|o|EtLCt.

SMB £& ZZH|X'd ZFH|

ofZtol &7t ZH|Z LSS A5t SMB 282 Z2H|X'dE & JASLICL ontap-nas 2HAL.

SVMO|A| NFS 5! SMB/CIFS Z=2EZS E—'r:— A5t E}S; MMEHoF &fLICt ontap-nas-
(D) cconomy ONTAP 2Ian| 2 Za|AE{S 93t SMB 28 0l2{8t IR & ShLtzts 43
X5t SMB =& 40| AmjgtL|ct.

(D “autoExportPolicy' SMB ZE&0i| A= X[ = X| 2¥ELILCE.

AlZtst7| o
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SMB EES Z=H|X'Jste{H tt30] ZRBfL(Ct.

* Linux ZIEE2{ =2 Windows Server 2022 Adlst= it 0|42 Windows 7 = =7t Y= Kubernetes
SHAEYLICE Trident Windows ‘= E0i|A| A3 E[= Podd| OFR2EEl SMB 2 &0 K| fL|Ct.

* Active Directory AtH SEHE E&ot= Trident H[Z O] St O & AO{OF BfL|CH. HZT S HH5I2H smbereds :

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windows MH|AZ M EI CSI ZEA|. 2MEHH csi-proxy, RESICH'GitHub: CSI ZEA|" EE="GitHub:
Windows& CS| ZE A" WindowsOl|A Al &= Kubernetes ==2| 2L

EHA|
I2|0/A ONTAP 9| 22 MEiMOZ SMB 3RE TtE = UQH, Trident HEHE = JUSLICE
@ Amazon FSx for ONTAP 0= SMB 227} et |c}.
CHE & 7HX| 2 = SILIE AFESH0] SMB 22Xt S RE MAT £ JSLICEH "Microsoft 22| 2&" 31/ 20
AHO| EE= ONTAP CLI AF2. ONTAP CLIZ AI2310] SMB 28 MM St H:

a W3 AL TR0 i Cl2Ee| A2 7XE BHSLCH

. (@]
O0t2 vserver cifs share create O| HE2 28 MM

XEE B2t EMoA| pfCH FHO| AofgfLCt.

Off -path M0l X| Y&l FZE =elgt|Ct,

01>I

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

O
Ok

Rt HEEIRAE=R] 2RlSHA K.

vserver cifs share show -share-name share name

HZSICH'SMB 57 2HE7[" XiMIS LIE2 LSS EZ5HM K.

©

2. WA= S MMt o SMB 22 XISt Ct22 7 4dliof HLICH 2= FSx for ONTAP ol E 71 40|
CHoll M= CHE 2 EZSHMIR."FSx for ONTAP 4 &4 3L of|A[" .
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https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html

OH7H'H = 29 o

smbShare CtS & StLHE X" & JSLICE Microsoft smb-share
Management ConsoleO|Lt ONTAP CLIE AHE3tH0
o= SMB 312 0|&, Trident SMB 10% e
U[EE SH= 0|8, E= ”H7H5—¢—§ H|® £H SE0
CHH Yot SR AMAS X[ 2~ UELICH O]

UWH%%‘—.‘: 8EE1IU|¢ ONTAP 2| < I

AtIL|CE. O] OD§7HH 4= Amazon FSx for ONTAP
sl = off 240|222 H|R = 4 &LICH

nasType AHsHOF ELICE smb . null@! B2 7|22t2 L33t smb
Z&LICE nfs .

securityStyle M2 50| 3t Hot AEFURILICE MO BLICH ntes EE mixed
ntfs £= mixed SMB =&2| 42. SMB =289 8%
unixPermissions MEZEL 220 st REQILI|CI. SMB 289| E2 "

H| 9| F=0{0F &HL|Ct,

Hot smB &Ast
25.06 EE|AFE] NetApp Trident LIS 2 AHESHY YHEl SMB 282 EoF T2H| X2 XY LICH ontap-nas

|
2|1 ontap-nas-economy HAE, HOt SMB7} M 3hE|H M| A H|Of EE(ACL)o AHE3t Active
Directory(AD) AtEXt X AL X 2 &2 3701 CHet SMBO| CHot MOl HMAES M3 5+ USLICE

% ontap-nas-economy =& K| E[X| &L|CH

7| Mg SN0t X[} ELICH ontap-nas-economy 2&.
* Secure SMB7} &83tEl ZL Trident HAE0| HZE SMB SRE FAIELICE

* PVC &M, AEE|X| E2iA FA gl il TLCE HH|0|ESHT SMB 38 ACL2 O|0|EE|X| 4&LICE

4H B 2
* x| PvCe FMof| X|HE SMB 28 ACL2 AA PVCO ACLELH @MetL|Ct,
o

* Hot SMBE Z4ststs S Ra St AD ALEXAIE MBS0 &LILE RR5HX| 882 AFEXAHE ACLOI| 3=7tx|X|
okAL|C}
[E =] .

© Hlle, AEE|X| 22iA, PVCOIM ST AD AFEXIOA| Mz CHE #etE w35t
AEE[X] S, WA= =QIL|Ct

rir
rH
r°¢
|'>-
H>
FI_I'
-
<
O

* 2o SMB7t X[ ELIL. ontap-nas HE|EE 2& 7IMR7|0l= HEEH 22||X| g= =28 7IHL7(|0l=
HEE[X| t&LICEH

ChA|
1. C}S olet Z0| TridentBackendConfigtll adAdminUserS X|&&L|Ct,
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:

version: 1

storageDriverName: ontap-nas

managementLIF: 10.193.176.x

svm: svm0
useREST: true
defaults:

adAdminUser: tridentADtest

credentials:

name: backend-tbc-ontap-invest-secret

2. MF SAa0| FAE FIfetct

FIISIMIR trident.netapp.io/smbShareAdUser I} Qi0| OIS SMBE & Aatstr| flo &
SeA0| FM S FIFLICEH FM0f| X[™-E AFEX} 2f trident.netapp.io/smbShareAdUser AFEX}
O|E1} SLcloF ELICt. smbcreds H|Y. LS & LIS MEHE 4+ QELICH smbShareAdUserPermission

: full control, change, = read. 7|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-smb-sc

annotations:

= #Hot2 O3 af Z&L Lt full control.

trident.netapp.io/smbShareAdUserPermission: change

trident.netapp.io/smbShareAdUser: tridentADuser

parameters:

backendType: ontap-nas

csi.storage.k8s.io/node-stage-secret—-name: smbcreds

csi.storage.k8s.io/node-stage-secret-namespace: trident

trident.netapp.io/nasType:

smb

provisioner: csi.trident.netapp.io

reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PVCE BHELICH.

CHE OlMI0l M= PVCE M etLct.
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"

trident.netapp.io/smbShareAccessControl: |
read:

- tridentADtest
spec:

accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: ontap-smb-sc

ONTAP NAS 7d &M L o

Trident AX|Z ONTAP NA S CE2I0|HE U= AESH= HHHE OotE M| K. o] MMM =
HHOl= M Ol H|2t Bl = £ StorageClassOil HESH7| 28 ME MEE M3 ThLCt.

—

o7t EE

N
0% TH

version b

00t

1

storageDrive XNZF EZI0|He| 0| ontap-nas, ontap-nas-

rName economy , E= ontap-nas-
flexgroup
backendName — AtEX} H2| 0|F L& AEE(X| HAE C2to[H 0| +"_" + dataLIF
managementLT S L= SV E12| LIPS [P 2, BS1E oflel "10.0.0.1", "[2001:1234:abcd: fefe]"
F o|E(FQDN) NESEs # %*thr IPv6 Z21
A28} Trident X8t 22 |Pve SAZ AIRS ng

Ay £ JASLICEH IPv6 —’F—*': CS2a 20| gz =2
Ho|sljof gLt
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] . &St MetroCluster M2 QIiM = CISE2

£t ZSHM 2 .MetroCluster O H| .
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OH7H'H = 29 =

dataLIF DTZEZ |IFQ IP 4. NetApp LIS X|&3t= 40| XIHEX| &S S KHE FA L=
ZE5LICH dataLIF . MB35 X &29H Trident SVMO|A  SVMO| A THAE(HESHK| &)

dataLIFE 7t SLICt. NFS O E ZHdof| Ate2gt
HMsteEl =O2l O|E(FQDN)S X|HstH 2= 24|
DNSE 2HS0{ 042 dataLIFO| 2K £35S 2Atet
USLICH x£7| 48 = HEHO| 7t LICt &=L} .
IPv6 S| 15 AFESI0] Trident K|St AL IPve TAS
Ao E MAHT £ USLICH IPve FAE= CHS1F 20|
2= = Molslof giLCt.
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
] . HEEZ2AH= YefLICL E

KX A 2MetroCluster O A| .

svm A8 AEZ|X| 74 Al Metrocluster?| A2 M2FE  SVMQ| AR THYE

E xSt A 2MetroCluster O A| | managementLIF X8 &
autoExportPo XHE LAWILAZ| M4 M4 o IEj0|E BMBHES1 2 A%
licy A3 autoExportPolicy AE|11

autoExportCIDRs 5ME &dll Trident A}S22
LHELHZ| EMES 2ha|e 4= AJSLICH

autoExportCI Kubernetes == IPE ZEZEY CIDR EE ["0.0.0.0/0", "::/0"T
DRs autoExportPolicy EH3tE[0] JYESLICH S ARSI

autoExportPolicy 12|12 autoExportCIDRs
SME E¢l| Trident XIS 2 LHELY7| HMS 22|gt 4

A LI
labels EE0 MY A9 JSON HAl 202 ME
clientCertif Z2l0|YE QIZA2| Baseb4Z QAE=l ZHRIL|CT "
icate B M 7|t 21F0l| AHEE

clientPrivat Z2}0|HE JHQI 7|9| Baseb4 QIR =l ZtRILICE Q215 ™
5

eKey 7|9t B0l A &
trustedCACer ME[E £ Q= CA QIS A2 Baseb4= QA= "
tificate ZAULICH MEH 1tz Q1B M 7|HE 21 B0 AL E
username 22 AH/SVMO| HZE ALEXL 0| ERILICE XHE B
7|dt 2150f| AFE-EILICE. Active Directory 210
CHoH A= CHS 2 & Z=SHM|R. "Active Directory A

ZES ME3H0] Holl= SVMO Trident 215",

password Z2{AE/SVYMO|| HZASH| 2ot H|ZHS QLT X}
S 7|8t 2150 AFREL|CE. Active Directory 2150l
Lol M= CH2 2 A XSHMIR. "Active Directory A+
SHE A2 BiAl= SVYMO]| Trident 215"
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PR

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

smbShare

useREST

limitVolumeP
oolSize

29

RFEE & 37|7t o] gtECt IH T=H| X0
MINEILICE 3 gtree| CHAH 22|st= 2 &2 £ Ch
37| MBHL|Ct gtreesPerFlexvol M2
A2 FlexVol volume & X|CH Qtree £5 AL X}
XEge = JASLICE

ZH siZ2 Al AHE C|H ZeiJLICH o E =
{"api":false, "method":true} AF235IX| DA 2.
debugTraceFlags &K sHZES {ld XtA[et 23
HOot Lot LIt OtL|HR.

NFS EE= SMB =28 MM2 A HetLICH SH2 CHE2t

=
ZELICE nfs, smb BE= null. null2 A& sHH
72X OZ NFS E50| AF2ElL|C}.

ZHEZ FEE NFS OIRE M8 SEQLICE Kubernetes

X453 280| O2E SM2 UNHOR AER|X]
S 20 XFE KB, AE2|X| 2220 OIRE SMoO|
X E|X| 942 A2 Trident = AE2|x| #ol= 2| 7
nhlofl X FE 0t E S4S ALBBILICH AE2|X]

SaALE 7 OiUol| OFRE SMO0| X[FEX| g2 B2

Trident H2tEl F7 250 OF2E S92 235X
EELICh

FlexVol & Z|CH Qtree= [50, 300] H| LHOf| RLO{OF
2=y

CtE & StLIE K& = JUSLICH Microsoft
Management ConsoleO|L} ONTAP CLIE A&
OF= SMB &352| 0|&, Trident SMB 2R E 0t ¢
UEE 6= 0|8, E= If7HHS-E H|9 &H S0l
Udt 7 HNAE WX 4 JAESLICE O] Di7HHF=
2I2{|0|A ONTAP 2| 3 ME! AFSHL|LCE, O]
OH7HE#H 4= Amazon FSx for ONTAP EHoll = of|
Z0|E2 H|®I=E £ Sl&LIC

ONTAP REST APIE ALE3t7| flot B2
OH7HEH L RL|CE useREST  AA™ Al “true, Trident
sl = EASHY| 2|5 ONTAP REST APIE
AEILICE false Trident BHRlEQF EAIGEY| 2|3l

ONTAPI(ZAPI) &2 AF2ELICE 0] 7|58 AtRsIH

ONTAP 9.11.1 O| 40| HQStL|C}. ESH AFRE|=
ONTAP 210l Hgtofl= CHS0|| CHot A M| A HBto]

UO{OF BILICH ontapi OHE2|F[O0|M. O]= A Hol=l

20| ool ZFEILIC} vsadmin 2|1 cluster-
admin FE. Trident 24.06 Z2|A 3 ONTAP 9.15.1
O|MEE useREST & MHEL|C true 7| 2O Z:
A useREST 0|7l false ONTAPI(ZAPI) S&2
ArEEL|Ct,

ontap-nas-economy HAIE0f|A QtreesE AtEY [f
A 7t 2Ll FlexVol 2 7|QILICE.

nfs

II2OOI|

smb-share

true ONTAP 9.15.1 O[AQI
2%, X %42 82 “false.
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SILICE. dioll =0l A NAEW%”S-‘&._ 2 Trident 0| A

TZHXMEE ZE 252 NAEY} ggerautr. XEMISH
LH22 CI28 £ XSHMR."Trident NVE 2! NAES2} &

KHESH= HEA|"
-1 0o - O .

%8S AgSHE AFE

Mz2 280 gt &

Z2 H|o| AS MY 8l3)

NFSv4e| AL
"false"

Ofl CHet HMAE HMO{BLICE. . snapshot O[Hf XA

NFS 2&¢2| 42 "777", SMB 282

"true", NFSv32| 2%


../trident-reco/security-reco.html
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o e |
exportPolicy A% £Z& H* "7
securityStyl AHE—E— %-E | EH_‘.’J EO._I' ﬁEl'OEI%IL—lEI'. NFS Il‘c".;-l mixed NFS 7|%Z;'C8 unix . SMB 7|§ﬂ8
e J2|10 unix HOF AEMY. SMB X[ ¥ mixed 2|11 ntfs.

ntfs Hot AEIY.

nameTemplate AM2XtHO £8 0|E2 ot HESIYLICL

() 2Esasetn 3y

g2 2= 2 25

1o |1

22 TZH|XNY oA
=

\J

240l FeolE o= Ch3 1t Z2&LC)

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

2|3t ontap-nas 12|11 ontap-nas-flexgroups Trident O|X| FlexVol snapshotReserve B2 &1} PVCO|
A SHIEA| ZHEEE MER AMS AL ELICH AFEXE7L PVCE RESHH Trident ME2 A4S AMESIH
2 Z7HS 7HE el FlexVol ‘HMBtLICE O] A[&2 AHEXEZL PVCOIA QS MT| J7Hs S7tE StEstn R8Tt
ANHCH M2 Z7t2 St HokX| Y= HESL|CE v21.07 O|FH0f|= AFEXI7E AMAF 0|2 HIE S 50% = A&t
PVC(0l: 5GIB)E X 3stH 2.5GiB2| M7| 7Hs 37Tt HEE|JELICE 0= AHEXI7F @M Z0| A 2&0|7|

LRI

u]
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MEQLICE snapshotReserve 1 & LYHEQILICE Trident 21.072 AFESHH AR ESH=E A2 M7 JHs8t
S710|M Trident 0|2 ™Q|BtLICt. snapshotReserve M| 2 &0 Lot HEEZ LIEHH £=XIILICH 0|2
HMEE|X| #E&LICH ontap-nas—-economy . 2& WAIS A0IHHAH CHS 0| & HESHAMR.

A2 thEat Z&Ln.

rlo

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

olM 28t 5GIBYLICE A2t volume show FES HASHHA Lt Of|ef H|ot 2ap7F HA[ELICY.

Vserver Volume qurpga..r- State Type Size Available Used%
_pve_89f1c156_ 3831 4ded_9f9d a&msnagsm
online RW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW

2 entries were displayed.

O|X AX|9| 7|& WA E= Trident F32{|0|= A| {0l HHSHCH= T 2H|X gLt gaz)o|= Hof
MHot 282 42, HE AL ME5t2{H 58 37|12 =FHor & |£ €9, 2GiB PVC
snapshotReserve=50 O|H0|= 1GiBS| M7| 7t5 S7tE M35t O] HME[ASLICE O|E &0l 2E TV|E
3GIBE =HstH 0iZ2|AH|0|M2 6GiB E&0|A 3GiBe| M7| 7t5 S7t2 =t E5HA EL|C

=8
L{Ct.
L
— =

[ﬂﬂl 2 rulo

x4 74 o
CHE oo M= tHEES| -2 723U R FE 7|8 782 ENFLILE HAEE Holst= 7ty #l=2

YHYLIC.

ol
of
rr
ox

@ Trident 2t EH7H NetApp ONTAP 0flA{ Amazon FSx At L IP =4 A LIFO| DNS 0|22

X|Est= 0| ESLILH.

ONTAP NAS ZH| Atz

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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ONTAP NAS Flexgroup C|A|

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

MetroCluster Oi| |

oA

CE

WO FO|S £SO ABI0|ESHK| LOLE EE2 HASS AT 4 YALICE'SVM =7

ri

=2

=
S

e

ATt F2 U AQXHS I8 THS S ALBSIO] SVME KIHSHIAIR. management LTF 12|11 M2ksic
g

Ol A
datalLIF J2|11 svm Of7HHE. HIE =

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB =& G/l

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password


../trident-reco/backup.html#svm-replication-and-recovery
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ASA 718 1S offH|

Ol %A = MOl RQULICH clientCertificate, clientPrivateKey, 12|11
trustedCACertificate (ME[E £ U= CAE AESH= 2 ME A)0| XY EILICE backend. json
a2 S20|AHE QAB A, 71l 7|, ME|Y £ U= CAABS M2 basebd Q1T gf2 242 JH{ZLICE.

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

XS LHELZ| E4 of

Ol o[&|0ll M= Trident S& LHELH7| HMZS ALESIH LHELZ| M S XSz TS 1 2eldh= WHE
HOELICH 0| A2 CtZ 1t 22 R0 = SYLSH 2SS LICH ontap-nas-economy 22|11 ontap-nas-

flexgroup XX}

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRSs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6 T4 O

Ol oflof| A= CH2 2 EHFELICH managementLIF IPv6 FAE AMEEL|CE

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB 252 Al235t= Amazon FSx for ONTAP 0| A|

J8h2 smbShare SMB 288 AFZ3t= FSx for ONTAP Ofl:= Oi78H 7t E et

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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nameTemplateS AF2%H HlE 14 of

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Y E

o

AL 3SH EH

[ |

2

co

o

Of2Hofl EA|El MZ Holl= XMo| mMAN M= RE AEZ|X| Z0f CHsH CHS1 22 EX 7|=2Z0] A ElL|C}
spaceReserve &, spaceAllocation AAO|1, encryption AA. 74 E2 AEZ|X| MMof Ho|glLICE,
Trident "FA" HEO| T2H|X'Y 2t S MY SILICE FlexVol o CHet o AHO| MHE|/}ELICE ontap-nas £
FlexGroup € ontap-nas-flexgroup . Trident Z2H|X'd A| 7HA& Z0f| Q= 2 E 20|22 AEZ|X| 2& |
SAELICE HeE 2o AEE|X| 2E|Xtz 714 EEE 20|52 Heoldtn Eﬂ0|§t§§ =2 18 9&3'—|E|'.

ol2{st oflof| M L AER|X| E2 K| HOE MYEIL|C} spaceReserve , spaceAllocation, J2|1
encryption 2{0| X|HE|D L& 2 7|22 MEgL|CE
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ONTAP NAS 0f|A]|

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup O[A|

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS ZH| Atz

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

8ol == StorageClassol| OiZ

CtS StorageClass M2 = CtS2 ASLICLItAY Z2 ALE0 HAI=0[ 0f . E AH88HH parameters.selector
ZCoM 2t StorageClass= 252 SARSH= O AR Y £ U= 71 22 S ZYLICL 280= MEit 7t F0

FolEl £HO| AFLHICE

* J82 protection-gold StorageClass&= & HM| 5! & | 714 Z0f| 0 ELICH ontap-nas-
flexgroup HMAE, SE g8 HS E N Soh= st EQILICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* 182 protection-not-gold StorageClass= M| Huj 5! 4| Hul 7t&k Z0f| (f Y ELICH ontap-nas-
flexgroup HOAE O|HE2 2 0[29 Ez &2 HSdt= Yt EQLICH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

It= app-mysqldb StorageClasse U|
o

JorE il 7tA Z0| OHZELICEH ontap-nas A=, O]= mysqldb
Aofl ciot AEE|X| & LM E MBot= RS =

YL},
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* Jprotection-silver-creditpoints-20k StorageClass= M| Hu| 7HAH Z0f| 0
nas-flexgroup HAE, 0| 22 AHH 2|8l 22} 20000 F2|X E2IEE N3st= 7

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io

parameters:

selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Trident O{™H 7}&F 25 HEHX| 20 MF 2F AL0| SEE=X| 2Lt

AUH|O|E dataLIiF X7| & F

JZ creditpoints-5k StorageClass= M| H&| 7tA Z0f| OjZ EIL|C} ontap nas MHAEL} &= HIY 7H4
= ontap-nas-economy HAE 5000 3|5 ZQNEE NSst= FUTt & AMH|ARILICE,

ELICt ontap-

o
oI5t ZOLCH,

—

-

HHS AAHSI HOO|EE dataLIFE M A= JSON IHU S HBZ6HH £7| 714 = dataLIFE HEY &

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>
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(D PVC7L 5Lt O] &2 ZE0f| HEE R MZR datalLIF7F MEE2{H oY ZEE T LTICHZE CHA|
=2{0f LIt

HOot SMB At

ontap-nas SZ20|HHE AL #Hollc 1M

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

O

ol

ontap-nas-economy S2t0|HE Al

r

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

AE2|X| B ALSH Wl Y

122



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas EZ2I0|HE Aot AEZ|X| Z2H A oA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D FIME=ERX| 2QISHM L annotations St SMBE FoigiL|Ct HOF SMBE H#AIELE PVCOH|
AHE AM 0 2A Qo] =M Ql0|= 2HSSHK| YELICE
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ontap-nas-economy E2t0|HHE ALE% AEE[X| 22 A Of| K|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

THY AD AHEXH7} U= PVC Of

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

02 AD AFEXI7} U= PVC O
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSx for NetApp ONTAP

Amazon FSx for NetApp ONTAP 2} 74 Trident A2

"Amazon FSx for NetApp ONTAP"NetApp ONTAP AEZ|X| & MM 7|EtO 2 st= It
ANAEIS MBS MElSH 4~ Ql= 24 2HE|S AWS MH|AQILICH FSx for ONTAP AF25HH
AWSO|| G[O|HE METCEMN = T AI-M Hotd SHEMO| 0|™ME F2|= SA|0,
2=t NetApp 715, ds, 2| g2 =8 4 UELICH FSx for ONTAP ONTAP It
AMAH 7|53 22| APIE X|REHL|C},

Amazon FSx for NetApp ONTAP It A|AEIZ Trident 2t £8H6H™H Amazon Elastic Kubernetes
Service(EKS)0IA AMEE|= Kubernetes 22{AE{7} ONTAP Ol|A| X|¥st= 28 3 It I EES T2H|INLIE
T USLICH

oY A|AEIS 2ma|0]A ONTAP 22{AEQF QA Amazon FSx Q| 7|2 2|AAQILICH ZF SVM LHO|A] SHLt
O|Mo 22 TS £ YELICH EE2 I A|AHIS| I at ECE XA SH= H|0|Ef ZH|O|LILICH Amazon FSx
for NetApp ONTAP SZ2I2E0|A 22|d Ot A|AHICZ HZELICH ME2 T A|AH RS * NetApp
ONTAP*O|2}t11 StL|C}.
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

Amazon FSx for NetApp ONTAP 2t 24| Trident AHESHH Amazon Elastic Kubernetes Service(EKS)01| A
AL = Kubernetes 22{AE{7} ONTAP Ol M X2tz E5 9 I 7 282 Z2H|MIY 5= JUSLIC

— =T =2EO= = T M-

27 AR
ESHTrident 278 AFEH" FSx for ONTAP Trident 2 E8t6t2{™ CH20| EQ$tL|Ct.

* 7|& Amazon EKS 22 AH &= A 22| Kubernetes 22{AH kubectl &X|E.

* 2HAEC 27 =E0M B2E 4= = 7|Z Amazon FSx for NetApp ONTAP I} A|AE! GI AEZ|X| J}A
HA(SVM)QLICE,

* FH|E T} =ENFS F=iSCSI" .

@ Amazon Linux % Ubuntudl 2%t = FH| tHAE MENM K. "Amazon Machine Images"
(AMI)= EKS AMI S0 2t CHEL|C,

e Aret
* SMB E8:
* SMB 252 CI22 AFZ00d XIZELITE ontap-nas SHAIE,
=

° SMB =& Trident EKS OHE20| A X[ E|X| t&LICE
° Trident Windows = E0{|A Al E|= Pod0f| OFREEl SMB 2&0t X| 2 gtL|Ct &ESICH'SMB =&
T2H|NE Z=H|" XENS LHE2.

* Trident 24.02 O|™0ll= XI5 0| =M 3=l Amazon FSx IFY A|AEINA MM El 222 Trident Of| A AbA|EE

ool 283
7 AAASLICEL Trident 24.02 O| &0l A O ZH|E EX|5t2HH CIZE X HSHUA|L. fsxFilesystemID, AWS

apiRegion , AWS apikey , 12|11 AWS secretKey AWS FSx for ONTAP 2| BHAI= 1A MUK A,

= =

Trident Off IAM H&E X[Fot= R LSS XIFHA| §0t= ELILt apiRegion, apiKey,

() 2813 secretkey BES Trident o FAIHOR XFBILIC XA LIS TS ATatMR
"FSx for ONTAP +4 =M 2 of|A|" .

Trident SAN/iISCSI & EBS-CSI E210|H SA| A2

AWS(EKS, ROSA, EC2 &= 7|E} QIAEIA)0f| M ontap-san S2I0|H(0l]: iSCSI)E Al23te{s AL o LRt

- OT

CtE A2 40| Amazon Elastic Block Store(EBS) CSI E2I0|Het ZE8 4= JUELICH 5L =50 = EBS
CIATE WoliStX| g HE(MA 7|5S HESHHH HE|IHA HH0|M EBSE H|[sHoF 2L{Ct. O] 01|01|A1': 22
HOELICL multipath.conf EBS CIATE CHE B2 HQISHHA T4 Trident 8 H 2 Zotsh= MHY:

=o=
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defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

-

ol
=

0l

Trident & 7tX| 15 REE K|S ELICE.

* XtA = 7| ZEH: AWS Secrets Manager0i| X124 59
= A ot

2 QHHSHA| HEEL|CH A2 AtEE £
fsxadmin I A|AHR EE= AF2Xt vsadmin SVMO| BHA|

MERZ} L dYS LI

Trident CHS 2t 20| M3 E HO=Z O AELICH vsadmin SVM AFEX} EE= St &S
@ CIE 0|22 717 AEXIZ X|HE 4 AUELICH Amazon FSx for NetApp ONTAP CHS0|

JUELICH fsxadmin ONTAP 2| |SHEl CHM|Z QI AF2 X} admin 22{AEH AFRX} 22|=
MES HEEILICH vsadmin Trident 2F SHAH|.

* Q1B A 718k Trident SVMO| AX|El QIZME A0 FSx It A|AERIC| SVMIt S4ISL|CH

Q1 & Matof cHst XtMlst L8 2 E2t0|H R&of it Q15 S &XHM L.
* "ONTAP NAS 215"
* "ONTAP SAN 215"

EHAEE Amazon Machine Images(AMI)

EKS 23 AE = Lt 2 HINHIE X SHK|2F AWSE= ZH|0|{2F EKSO| A EX Amazon Machine
Image(AMIE £| M3 &LICEH CHS AMI= NetApp Trident 25.0201 A B A EE|A&L|Ct

otg| NAS NAS-ZH| iSCSI iSCSI ZH|
AL2023 x86 64 ST o of o of
ANDARD

AL2_x86 64 o of off* of|*
BOTTLEROCKET x 0f|** o 3ok ole sk ole
86_64

AL2023_ARM _64_S o o ol ofl
TANDARD

AL2_ARM 64 ol ol off* off*
BOTTLEROCKET A of|** o sk ole 3ok ole
RM_64
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* * LEE MAESH| gi= PVE ARIE

* ** Trident ™ 25.020{| A= NFSv32t &

Ist= AMIZE O 710 LI E|0] QUX| QECEEEE K[| K] E’::Eré olo|& 0|'L|:'“—||:|'. Clad| HAES
@ HX|X| QEQUCH= o|O|Y BERILICE O] 222 AMIZt ZE5tE WO Z ATl ehHo| CH$ 710|E HEs
grLCt,

* EKS H™:1.32
s MX| 4HH: Helm 25.06 5! AWS $7} 7|5 25.06
* NASS| 22 NFSv32l NFSv4.10| 25 HAER|YSL|CE.

* SANS| ZL iSCSIZt HAEE|R}OH NVMe-oF = EH|AEL|X| Ut&L|CEH

THE HAE:

Mo AEE|X] E2iA, pvc, pod
* MA|: pod, pve(2 8 gtree/lun — ZHHE, AWS Ei10| L= NAS)
O B2 HHE JotEN 2

* "Amazon FSx for NetApp ONTAP &&HA{"
* "Amazon FSx for NetApp ONTAP Of| CHst 22 AA|E"

IAM &g 2] AWS Secret AA

HA| KOl AWS XA ZHE H|26H= CHA AWS IAM S 2 Q153810 Kubernetes EE 7}
AWS 2| 2A0f| HMASIEE AME £ QELICE

@ AWS IAM S92 ALE810] 2155I2{H EKSE AFE8t0] HHEEl Kubernetes 22{AE{ 7} Q10{0f
grLCt.

AWS Secrets Manager H|Z 0t 7|
Trident AE2|X|Z 2t2|517| 2I8ll FSx vserverdi| CHSH APIE 2SO Z 0|2 QIS = XA SHO| ZFtL|Ct,
Ol2{st XtH ZHS MUst= QLS HIH2 AWS Secrets Manager H|ZS AF2SH= ZdQIL|CE [}2tA OFZl @io™

vsadmin A& 2| XtZ ZHO| I st=El AWS Secrets Manager H|Z S THS0{0f $HL|CL,

0| Of|H|0i M= Trident CSI XtH ZHE X Est7| 2|8l AWS Secrets Manager H|Z S BHEL|CE.
aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials™"\

-—-secret-string
"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"
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IAM ZH Y

rot
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o
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2
=

Trident = SHI2H| AMsistz{™H AWS A sto| ZQSHL|C}, 2t A Trident 2R
grL|ck.

CHE OIAI0IM = AWS CLIE AH23t0] IAM EHAM S ‘H-defL|Ct.

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
—-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

X JSON O Al:

"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "x"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager-name>*"
}

1
"Version": "2012-10-17"

MHIA AH AZ(IRSA)S 2/3t Pod ID £ 1AM HE 44
Kubernetes AH|A A™EE 745t EKS Pod Identity 2= AMH|A AIH HZE(IRSA)S ?I8t|

A
Identity and Access Management(IAM) &2 &S £ %%'—l':f MH|A A™EE MESHER FLHE ZE Pode i
HEhof| HMA HEHO| Qs BE AWS AH| A0 MM AT 4 Q&L|CE
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L= Ofo|HIE|E|

Amazon EKS Pod Identity #Z 2 Amazon EC2 QIAEIA TZEO0| Amazon EC2 QIAEAO| X1H SEHS
HZshs Lalnt SALSHA| o Z2|AH|0| M| Xt ZHE 2E2|5h= 7|52 MSELICH

EKS 22{AE0| Pod Identity & X|:

AWS

rHI

e
=

o

S0l tE= Ch2 AWS CLI HZE S AL2310] Pod IDE Mde 5= ASFLICH

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

AMst 22 L2 HZHMIR."Amazon EKS Pod Identity Agent & &"

trust-relationship.json A4:

EKS AMH|A FH|7t Pod Identity0l| CHSt O] HetE e ~ J X trust-relationship.json=2 M-&gfL|Ct OH

ocood
Lt O] M2 Moz Hets phsL|C).

aws ilam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json It :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"
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https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

-—-role-name fsxn-csi-role

TC D HZ MAM:

IAM SE 3t Trident AH|A M (trident-controller) 70l Pod ID HZ S 2HSLICH

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

MH|A A ™ HAZ(IRSA)S 23t IAM &
AWS CLI AME:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json I}:

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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CHS 242 YOIO|ESHM|R. trust-relationship. json OFY:

* <account_id> - AWS A& ID

* <oidc_provider> - EKS 22{AE2| OIDCYLI|C} LSS HA5I0] oidc_providerE &2 5= ASLICH

aws eks describe-cluster --name my-cluster --query

"cluster.identity.oidc.issuer"\
sed —e "s/"https:\/\///"

—-—-output text

IAM HMS ALESH0 1AM S HZ:
FH0| WHEH OIS BHS AN 9| HHAM HHE HMS Ao J2LLIC

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

OICD S&At7t HEE|M A=X| 2QlstM K¢

OIDC S&X7t S2{AE{2t HEE0| JA=X| 2SN . CHS HES ArEste 2ol = ASLICH
aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4
E30| H|0f YoM Ct3 BHES AFESI0] IAM OIDCE Z2{AHf| AZAYLICE

eksctl utils associate-iam-oidc-provider --cluster Scluster name

--approve
eksctl2 AF838H= 22 CHS Ol AH85H0] EKS2| AH|A A ™ol CHot IAM SEs MdstA( 2.

eksctl create iamserviceaccount --name trident-controller --namespace

trident \
-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole

--role-only \
--attach-policy-arn <IAM-Policy ARN> --approve

Trident A X|

Trident KubernetesO| A Amazon FSx for NetApp ONTAP AE2|X| &2|E 74 2}5H0
XLl 22| Xt7t of Z2|A|0|M Bz of| EE Y +~ Y= E XA eL|C.

CtE L F SHLIE AFE3HK Trident EX[2 4~ AELIC.
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N M ZEE =22 XI5t K. H=sICH'Cs| 250 tiet 284 7[s
KEMIEE LHE

[l

e

helm2 E4l Trident & X|
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L= Ofo|HIE|E|

1. Trident Helm MZAE Z=71gtL|Ct,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. L2 0| & AF25H0] Trident A X|SHAR.

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace
Y2 MEE = UELICH helm 1ist O|F, HIYAHO|A, KtE, ME, 4 HH, JHH Hz S dX| M2
HHEE HESH= BEYLICL

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2502.0 25.02.0

MH|A A™ HZE(IRSA)
1. Trident Helm X%t

e
muin
B
d
I
r
n

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 2R SIS U 22 E ID*of| Chet ZtE AFetct.

—

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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Y2 MEY £ JAELICthelm 1ist O|F, WIYAHO[A XtE, ME, 4 HH, IiY HS S| MX| ME
HEE HESH= FFYLICH

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

iISCSIE ArE35t2{H 2t0|AHE HRFE{0M iSCSIZt 2-dSE|0f A=X| 2H2ISHM| 2. AL2023 Worker
= E OSE Ar&%t= 2 helm 2X[0f| X node prep OH7HHE F=7t5H0] iSCSI S2I0|HUE EX[S
AtSote = AELICE

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

EKS OHE2Z Sdll Trident A X|

Trident EKS OHE20f= X[ A1 2ot THX|Qf O £H0| ZatE|0] Y2, AWSO| A Amazon EKS2t &4 2SSt
ASE[ASLICEH EKS £7t 7|52 AF38IH Amazon EKS S2{AE{Q| Hotut obMMS X|&XOoZ2 HESH 4 9lo
X7t 7|52 MK|, 1M, YOO|Est= Of| ERst 2dzFE £ 4 EL|Ct

| A
Zs £

AWS EKSO| CHet Trident =7t 7|58 F43t7| HOfl LhS Alet0] A=X| 2HelstN L.

* X7} 50| U= Amazon EKS 22{AH AH

* AWS O E2|0| A0f CHet AwS #ek:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2&: Amazon Linux 2(AL2_x86_64) E£= Amazon Linux 2 Arm(AL2_ARM_64)
* E RY: AMD E= ARM
* 7|& Amazon FSx for NetApp ONTAP I} A|AE

AWSO]| Trident OHE2 &AM 5}
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SSAEE MERLIC

NetApp Trident CSI =7t 7|52 45t = 2

=l

S

Chg *Cf 912 %71 715 #IE

E
L

Ct=

=i

b. NetApp 2| Trident &X} 2
C. *[}2*2 MEHSIH|Q.

t7ls +4

AE HEMS.

a. AWS Marketplace S MIM7IEX| ot 2 A A

A3E5H F

=X
]

Mest

A Ho[X[o|M LtZ2

& 7 2Z0M AE Thset

—

EI_|>.|.
M

"cloudIdentity":

"cloudProvider": "AWS"

+

== o2 L Choll 2HY2E MBS

HECR HOE & UASLICL 0| 3
LA 2F HAIXIE AHESIH = -E— |
7|50l ALE A7t 2 H 228l 0F ot=

*Ch2*2 MESHNIR.

HE 5 7L HO|X|0| M *RUST[*E MEISHA K.

OHE2 HX|7t t=E|H EX|E 0 ==20] FAIELICY.

AWS CLI

1. HMSICt add-on. json IHY:

Pod Identity2| 22 Ct2 AHAIS ALE5HM(R:
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"'eks.amazonaws.com/role-arn:

HL|Ct. https://console.aws.amazon.com/eks/home#/clusters )

Xtoll *"Trident™S I2dgtL|C}.

T S 2TsHoF FLICt

=5 0| tHA0IM

<role ARN>'",

188 Amazon EKS =7} 7|5
FASHH 20| AoigtL(Ct,

- -

517| Tofl Amazon EKS &7}


https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA 2!52| 2 L2 HAS AI8stMa:

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v25.6.0-eksbuild.l1",

"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

() HIRCh<role aRN> O EMO)M MAE 2J2e| ARNS ALSBILIC

2. Trident EKS Ol E2S AX|5IH Q.
aws eks create-addon --cli-input-json file://add-on.]json

EINE

CtS OllM| BEE Trident EKS 37t 7|52 AX|gfL|Ct
eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Trident EKS OE& YO[0|E
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1. Amazon EKS 2&2 gLIC} https://console.aws.amazon.com/eks/home#/clusters .

2. AZ EHM KoM *ERAE*E MEHSILICE
3. NetApp Trident CSI 7} 7|52 YO|0|Est2 = S2{AE Q| 0|2 MERILICE
4. It 7|5 HE MESIM K.
5. * NetApp 2| Trident *& MEiS Ot *HE*S ME4RILICE
6. * NetApp 2 Trident 7+43* T|O| X|0l| M LSS S&BfLICH
a. A8t 42 *HH*S MENSHM|R.
b. *MEiN M MH*Z &St o w2h S™EL|CH
C. *HZ A ME*S MEHSHM|R.
AWS CLI

CHS OIAI0IM = EKS 7t 7SS Y0 ERLIL

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

=N

uim

* FSxN Trident CSI OH=E22| Hx{f HH S <QISHM|Q. HHCt my-cluster 22 AE O|EQE,

eksctl get addon --name netapp trident-operator --cluster my-cluster
Of|Al =
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O|F ctA|9] =210l UPDATE AVAILABLEQ]| Ht2tel HFMOZ OHER2E IH|0| EBtL|CE.

eksctl update addon --name netapp trident-operator --version

v25.6.0-eksbuild.l --cluster my-cluster --force
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https://console.aws.amazon.com/eks/home#/clusters

HHSHH --force M3t Amazon EKS F7t 7|5 HX0| 7|& dH1}t S=5H= 2 Amazon EKS 7t 7|5
YOO EZt MINEILICH Z=2 i &st= Ol =30| &= 2F HAIX[7F EAIELICE o] M2 X[Hst7| Mo
Amazon EKS &7t 7| 50| ALEXt7t t2|sof St= M™ S 2h2[oHX| =X &QIsth Q. o] M2 ArE8SHH siT
o] Fo{MT| 7| tfEQIL|CE o] AHof CHet CHE S M| CHEE XHAM|SH LHE 2 LS 2 HESHNQ.HER" .
Amazon EKS Kubernetes ZE 2t2[0f| CHSE XtA|St LHE 2 TS 2 R ESHM|Q."FHU|E|A ZE 22",

Trident EKS O =2 H|H/X| A
Amazon EKS £7} 7|52 HMAHst= tle & 7HA 40| J&L|CE.

s SHAEO 7t ATXEQ0| RX| - 0| SME MENSIH Amazon EKSOIA 2= MNE 2ta|shX| et&L|Ct Kt
Amazon EKSOl|A| RIHI0|EE 2|1, UL|0|EE AIZISH = Amazon EKS 7t 7|52 X522 YH[0|ESt=
7|sE MAHELICt oFX|2F S22 AEQ £t AZEQ0{= O E SX|ELICE 0] SME MEHSIH X7} 7|50|
Amazon EKS 27} 7|50| OH! XtA| 22| AX|7t EILICH O] M2 AF2SHH 71 7|s0]| CHREHJ 0] EHAlstX|
AELICt RXISICH —~preserve F7t 7|52 EEs{H HAN M2 FII5HM K.

SHAHM HER2 AT EL S TS| MAYLICH - NetApp 2 AE 0| S&E 2|2A7} gl= Z0T
S AE0| M Amazon EKS OHE2E MAHY AS HMEELICE RAHBICE --preserve MM delete 7t
7158 M7Hsts SEYLICEL

(D) =7t 7100 1AM ARl #iZE|0] U B T IAM AT FHEIK) ekttt
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1. Amazon EKS 2&2 gLICL. https://console.aws.amazon.com/eks/home#/clusters .
. 1% EHM Aol M 2 AEE MEISL|CE

- NetApp Trident CSI 7t 7|58 MAHY SHAES| 0|ES MEigL|C

2

3

4. X7t 7|5 HE MEYSH CHS * Trident by NetApp*S MEHEHL|CE *
5. *F|H*Z MEHSIM|Q.

6

. netapp_trident-operator X|7{ 20l CHS} AXtof| A CHSE S SLICE

a. Amazon EKS7} Ol =20 CHet 271 22|12 XISt & ot H *22{AE0f| RX|*E MEHSL(CH
S AH0 OHE2 2ZEY0E RAISIH OHER2S| ZE 4FHE AF HelstH= B2 0127 stMl K.

b. *netapp_trident-operator*S |2i%tL|C},

C. *H|H*E MEiSHA K.

AWS CLI
HHPCH my-cluster 22{AE 0|52 Yot = kg BHS AL
aws eks delete-addon --cluster-name my-cluster —--addon-name
netapp trident-operator --preserve
AN E
L2 HHE Trident EKS OHE2S HAHEL|Ct.
eksctl delete addon --cluster K8s-arm --name netapp trident-operator

AE2|X| Wolle 4
ONTAP SAN 3! NAS E2o|H £t

AEZ|X| A= E OHE2{H JSON EE= YAML ®@AloZ 1M ol g ots
FE(NAS = SAN), It A|AEI HIO|EHE 742 SVM, —|a|-| OIE &9
I M= NAS 7|8t AEE|X|E Hlstl AWS HIHHS E ALESI0] A2
S B ELICE

FEfLIct o] mdofl= &st= M
21E5ot= LEHS XIFHOF gLt thz

0{0
|
S5t = SVMO| Xt SEE X &oh=
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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tO] Trident ¥l L A(TBC)S Tt ASTLICL.

* yaml IOl A ESIO|HE HAlE FH(TBC)S RHE1 L2 BHE &Lt

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* E2O|HE #olE FH(TBC)O| 3 M= MHE|U=X] efletLct.

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP =20[H M H&
CtS S20|HE ArZ38H0] Trident Amazon FSx for NetApp ONTAP ot E8tet 4= QI&LICt.

* ontap-san: Z2H|XJEl 2t PV Xk Amazon FSx for NetApp ONTAP =& LH2| LUNQILICE 25 XMZEo|
HEELIC

* ontap-nas: ZZH|XYEl 2} PVE Amazon FSx for NetApp ONTAP IL|Ct. NFS S SMBOf| HZHEILICE.

* ontap-san-economy: ZE2H|XYEl 2t PVi= Amazon FSx for NetApp ONTAP =&Y 74 7ts3H LUN 27t
U= LUNRILICE,

* ontap-nas-economy: ZE2H|XYEl 2t PV= gtreeO|M, Amazon FSx for NetApp ONTAP =24 4
Ittt gtree =7t YELICH

rot

* ontap-nas- flexgroup T =H|XYE 2 PVE Amazon FSx for NetApp ONTAP FlexGroup 252 ¢
M A Amazon FSxQILICE.

SFX ME MEE= 28 &XSHM2."NAS E210|H" 22| 1"SAN E2[0|H" .

4 THEo] Y g ot

gjo
OE

B2 Asto] EKS LAOIA ST TS 4ABiLICt,

kubectl create -f configuration file

HENE eelote{H L2 S 2d5tMIR.
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kubectl get tbc -n trident

NAME

PHASE STATUS

backend-fsx-ontap-nas

£2£f4c87£a629

OH 744
version

storageDriverName

backendName

managementLIF

BACKEND NAME

backend-fsx-ontap-nas
Bound

Success

nx
o1}

& EEto|H ol 0| F

AFER} M| 08 EE AE2|R|
il =

S2{AE = SVM 22| LIFQ| IP
T4, BetE £0el o|F(FQDN)S
X&eg = JASLICEH IPve E2OE
A8t Trident A X[$ Z< IPv6
FAE NBIES HHY 4
UAELICL IPve FAE
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]2F 20| CHE= = F2lsHof
rL|Ct 20| M3 22
fsxFilesystemID OF2H0| aws
HEoMe L3S M3 227t
AELICH managementLIF Trident
SVME ZAMsEY| =0
managementLIF AWSO|A]

HSots FEYULIC w2t SVM(O:

vsadmin)Oi|Af AL X}of| Cigt Xt
SHE N 36H0F StH A Kto]| Al
CHZO| AO{OF HL|CE vsadmin

ofgt.

BACKEND UUID

7a551921-997c-4c37-aldl-

of

FAF 1

o

0Ot

ontap-nas, ontap-nas-
economy , ontap-nas-
flexgroup, ontap-san,
ontap-san-economy

C2l0|tf O|E +" " + dataLIF

"10.0.0.1", "[2001:1234:abcd::fefe]"
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PR

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

trustedCACertificate
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29

OTZEZ LIFQ IP 4. * ONTAP

NAS E2}0|H*: NetApp dataLIFE
X| ™5tz A2 HEELCH 3= X
QtO ™ Trident SVMOI|A| dataLIFS

7tMELICt NFS O E = of|
A8 FrtetE =l 0|
(FQDN)S X|HotH atec 2¢l

DNSE 2H=50{ 042{ dataLIFO| ZX

2ol Sarer 4 gL £7] 43

= HZO| 7tsgL|Ct. &=SiCH . *
ONTAP SAN E2t0[t{*: iSCSI|
CHoi M= XIZE5HK| OFM|R. Trident
ONTAP Selective LUN Map=

A3t OHE E= Mus 2T5t=

ol ZRstiSCI LIFS ZA4gtL|Ct.

dataLIF7t HA|MOZ HO|El H2
Z7t HMEILICE IPve E2i0E2
A5 Trident A X[t AL IPv6
TAE NS E MHE £

UELICE IPve FTAE=

[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]9F 20| tiE= 2 Foldlof

SfLct.

AtS UELHZ| M dd Sl H|olE

MR 2] E M50
autoExportPolicy J2[1
autoExportCIDRs =M &7
Trident XtEQ 2 LILLY7| HMS
2alg = ASFLICH

==

Kubernetes ' E IPS ZE{2lgt
CIDR =% autoExportPolicy
M0 JASLICEH E AHE5H0
autoExportPolicy 12|11
autoExportCIDRs =2 Sl
Trident XSO 2 LHELY7| B
zele & JASLICE

250 582 2o|o| JSON 4
2ol MIE

Z2I0|HE 21Z A 2| Baseb4=
QITY =l ZIALICE QIS A 7|t
QIE0f ALEE

o

Z20|AHE 742! 7|2| Base64
QITY =l ZIAULICE QIS A 7|t
QlE0f ALEE

o

ME[E £ Q= CAQIS A9
Base64= QAL El ZHIL|Ct MEH

=, ASA (8 ASof| ASE LT,

of

false

"["0.0.0.0/0", "::/0"]"



PR

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

nfsMountOptions

29

SHAE E= SVYMO| HES A Xt
O|ERQLICE Xt ZH 7|8t 2150
AMEEILICE o] 2 S0, vsadmin.

S2{AE EE= SVMO| AZ517] 2ot
HIZH I-IEf A EF 7|t
2150 A+ ELICt.

AMEZ ALK 7HY HA

SVMOIM M22 258 Z2HXd
M AME &= HEALICE 4d
2ol= +=8Y = ELIL 0f

Oi7HH 45 YOOI ESH MZ2
gHoll = £ oS 040} StL|C}.

* Amazon FSx for NetApp ONTAP
Ol CHalf M= XIESHA| OtM|2.* HSEl
fsxadmin 12|12 vsadmin Trident
AF23I0] TIA| AFR2S ZHMstD
Hetsh= o] 2Rt #gto] Zetk[of
UAX| & LICE

QPYE EE 37|71 o] gt 2H

I ZH| XMoo *'JIH°“—|Ef EESt gtree
S LUNO]| CHoH 2t2|St= EEQI Z|cH
:l7|E H|skskL|C}.
gtreesPerFlexvol M2
AH23HH FlexVol volume 2 £[CH
Qtree =5 ALEX X[ HE &=
AELICH

Flexvol 28% [T LUNS [50, 200]
He| Lol RLoJoF ShL|CH SANEE
S,

ZH sHZ Al AFBE ClH O
Z2ULICL o|E E0, {"api"false,
"method":true} AFESHX| OFYA| L.
debugTraceFlags =X &S
Qle RtAlet 23 HI7 Hest
BRIt OlLHS.

£IHZE LEEINFS OIRE SM
22Q|L|Ct. Kubernetes X|&&
EEQ OIRE SN2 YHINOo =
AE2|X| A0 X ™ E[X[T
AER[X| S2A0 OIRE M0|
X HE[X| g2 AL Trident =
AEZ[X| HAlEo 71 moy| X|HE
OI2E SME AEELICt AER|X|
SefALt -_r“H ool OFRE SM0|
X HE[X| 2 AL Trident H2HEl
g+ =50 OtRE M2 HXstA|
or&LCt.

of

SVM managementLIF7} X| & &l &

Y E LI}

trident

AtESHX| OFM 2.

{10 (7'%

“100”

HoO
oT
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PR

nasType

gtreesPerFlexvol

smbShare

useREST

aws

credentials
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29 o

NFS = SMB 28 MMd2 nfs
TMELICH FM2 LS Z2&L Tt

nfs, smb, £ null. A 8H0f

SILICH smb SMB =2&2| 2. null£
AHSIH 7| 2XMO 2 NFS =50

AEE LIt

FlexVol volume & Z|CH Qtree= [50, "200"
300] He| LHOf| RUO{OF BhL|C}.

L2 & StLE X[™HeY &= AJELICE smb-share
Microsoft Management

ConsoleO|L} ONTAP CLIE AtE235I0]

o= SMB 3R®2| 0| E&= Trident

SMB &2 RE UE = UEE 5=

O|ELICt. o] Oi7HtH 4= Amazon

FSx for ONTAP tHoll = of|

et

ONTAP REST APIZE AIE517| I8t false
22 of7fHSALICH B Al true

Trident ONTAP REST APIE

AtE5H0e] A =Rt EABILICE Of

7|52 AH25t2{™ ONTAP 9.11.1

O|&fo| HRgfL|C} Dt ABE[=

ONTAP 2101 &gtof|= Ct30f| CHet

OHM|A HHO| RLOJOF BLICE. ontap
OHZ2[AH|0| M. O] = AMM He|El 2o

ol ZFEILICH vsadmin 2|11

cluster-admin &%,

AWS FSx for ONTAP 2| 7£4

ool M CH2E2 X" = JASLIC
fsxFilesystemID : AWS FSx "
ot A|AEIS IDE X[ ELICE. - o
apiRegion : AWS API X|¥ O|&.- nn
apikey : AWS API 7|. -

secretKey : AWS H|Z 7.

AWS Secrets Manager0i| X Ztst
FSx SVM XtA ZEE X|HgLICt. -
name : SVM2| X144 ZHZ Eodt=
H|Z 2| Amazon 2|AA 0|E
(ARN)RILICE - type : 88 awsarn
. HZSICH"AWS Secrets Manager
H|Z 2HE7(" XhM[ot L E2.

SMES AH25I0 7|2 Z2H|M'J S Hoe = ASLICL defaults 74 MM 0| S0, of2liel 718 £


https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html

OH 74
spacelAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

tieringPolicy

unixPermissions

243 7|
LUNO|| CHst 37t ehet true
S 2E; "AS" M) EE" none
=="(FH2)
A2 AHAF XY none
MMHE 280 2HE QoS MM "
O2QlL|CH AEE|X| E L=

—

adaptiveQosPolicy & StLtE
MEHSILICE, Trident 0 A QoS H*H
JES AH2%12{H ONTAP 9.8
O|&0| HREL|Ct SREX =
QoS MM 1ES Ar&3H{O} 5tH, XX
J50| 2 M Q40| INEEo 2
HMEE|TE sfof BLICE 37 QoS
YOS DE &Y Hole| &
Xe2| kol it Alotg ML Ct.
=3
o

r

dYE 2B0 2HSE HEH Qos "
C—

3
M OZQlL|Ct AERX| E =
HHAIEEH 2 qosPolicy £
adaptiveQosPolicy & dLt=
MEHSIL|C}. ontap-nas-economyOi| A
KM= K| F&LICE.

AHARO| Of|2FEl 2 &2 HEE "0" Bt snapshotPolicy ~O|Ct

none , else

H A REERE SMES false

M 2E0|X NetApp =& false
I.

ASIHNVE)E &M 3tetLCt.
7|22t Ct3at Z2&LIC false .
O SMZ ALESIZ{H SHAEO0|A
NVEO| CHet 20| MAE Bt

gt stalof SFL|Ct HHAlE Ol A
NAEZ} M 3tEl Z2 Trident Of| Af
TZHXMHE ZE SE52 NAEY}
SHMSHEILICEH XM LHE2 CHS 2
A ZSIMR."Trident NVE 2! NAES}

SH ZSots A

LUKS 2=3tE gdatetLct.
XSt} Linux Unified Key
Setup(LUKS) AFE" . SANETH 8.

AH8E B3t M none

M2 280l et ZEQL|CL sSMB ™
=59 3R HIH FAR.
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OH7H'H = 29 =

ME =50 Cigt =2ot NFS 7|22t2 unix . SMB 7| 232
AEFURULICEH NFS K| mixed ntfs.

J2|10 unix HOF AEFY. SMB X[

mixed 12|10 ntfs HOF AEMY,

securityStyle

SMB 22 I ZH|XY =H|

CI2S AF25I0] SMB 252 Z2H|MYE £ UELICL ontap-nas ™AL 2t23817] MHONTAP SAN 2! NAS
C 20| E¢ CHS THA 2 2 ZSHMIR.

AlZtst7| o
SMB 282 E=H|X|'JdI7| Mol CI2 S ™AL, ontap-nas 28 Xh= CHE AFd S 23 0F 2LICE

* Linux ZIEE2{ =2 Windows Server 20198 &= Lt O A2 Windows 7 =E71 A= Kubernetes
S2{AEYLICE Trident Windows = E0|A| HAE|= Podol| OF2EE SMB =ET X[ A LIt
* Active Directory Xt ZEEZ L etSH= Trident H| 20| StLt O] & L0{OF BL|CH H|U S M-S ™H smbcreds :

1T oo=2

kubectl create secret generic smbcreds --from-literal username=user

-—from-literal password='password'

* Windows AMH|AZ M E CSI ZEA|, MG H csi-proxy , BESICH'GitHub: CSI ZEA|" EE="GitHub:
Windows& CS| ZZA|" WindowsOl|A &3 E|= Kubernetes =E9| 22

CHA|
1. SMB FAI2 MMEILICE OIS F 7HX| W T StLHE AMESt] SMB ZE2|Xt SRE MHT 4 JAELICH
"Microsoft 2| 2&" 3] EI:‘I AHHO| EE= ONTAP CLI AF2. ONTAP CLIZE A2310] SMB 282
MMt H:

a Rt Z? /ol cist ClEER| E=2 25 HELIC

02 vserver cifs share create O BH2 SR WA F0| -path M0 X|'HE Z=2E =QletL|Ct
XEE Z27F EXSHXA| o™ HHO| AmfgtL|Ct,

b. X|MEl SVMzt HatEl SMB 2RE oHSL|CH.

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
c. SR7t HHE|IA}=X] El5HH 2.

vserver cifs share show -share-name share name
() m=meicksue 2% 9571 S HBE Che S AEEHIR.
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C
-

2. o=

OIS S M43t 0f SMB 282 X|Hote 2 T2 T46H0F BILICH BE FSx for ONTAP HellS 74 S o
A

o= S
CI28 EESHMR."FSx for ONTAP #+4 M 81 of| A" .

-

OH7HEH 243 of

smbShare Ct2 = SILIE K™Y 4~ QISLICE.  smb-share
Microsoft Management
ConsoleO|L} ONTAP CLIE
AE235t0] OHE SMB 289 0|5
E= Trident SMB 2RE OHE £
UEE t= O[S RLILE. 0]
0f7H¥H4~= Amazon FSx for
ONTAP Bl =of HeBfL|C}
nasType XS OF BILICt smb . null®l 22 smb

7|22 U3 28Ut nfs .

L HA'LC

‘mixed SMB =2&¢

o]
5
Hh
0
i
rir

securityStyle MER ZE0| it 2ot
AEFURULICH A6 of ghL|Ct
ntfs = mixed SMB =52
HO
OT=

ox
40

unixPermissions ME =80 it ZEQIL|CE, "
SMB =E2| 2% H|®50{0f
grLCt.

AEE|X| S2fA 9 pvC 74

Kubernetes StorageClass 28| 4311 Trident 7t 282 T =EH[X'd5t= HHS
X[Alste AER|X| 22fAE 2tELICH A=l Kubernetes StorageClassE AHE S0 PVO|
CHst HMAE QESH= PersistentVolumeClaim(PVC)2 2HEL|CtH O3 CHE PVE Z 20|
BhAfet &~ QUELCH

AER[X]| S2HA 4

Kubernetes StorageClass ZiX| 744

02 "Kubernetes StorageClass Z{H|" Z{K|= Trident siE 22 A0 AFEE|= T2H|XHZ AEstD Trident
E82 I2H|XN'dst= WHE KIAIYLICH NFSE A83H0 E&0| Tt StorageclassE AF5I2{H 0| OIXIE
MESHMIL(TH £4 S52 of2Q| Trident 4 MM HRSHAR).

1O T

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"
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trident-fsx-examples.html
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trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
trident-fsx-examples.html
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
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iISCSIE A2t 250 Ci$t StorageclassE AXst2{™ CIS 0| E AF2SHAMIR.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"
AWS BottlerocketO| A NFSv3 EE2 Z2H|X'J5I2{H B0t AFS FIIGHM|R. mountoptions X& SEAE:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3
- nolock

HZSICH Kubernetes 2! Trident 24" MZrA Sei{AJF €A A4S ’E. 5h=Xl0fl ciet XMt LHE 2 Cha 2t
ZELICE PersistentVolumeClaim Trident 7t 252 T 2H|X'J 5= YAIS H01517| 9/ot Of7HH LT

AEEX] SaA 4Y

cHA|
1. 0|Z{2 Kubernetes Z{H|0|2 2 CtS 2 AFEEILICH kubectl KubernetesHlA MASHAR.

kubectl create -f storage-class-ontapnas.yaml

2. O|H| Kubernetes®} Trident 250l A basic-csi AEZ|X| 2EHAE & 2= JU0{OF SHH, Trident 7} HHA =0 M E
ZAHZHO{OF BfL|Ct,

kubectl get sc basic-csi
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AGE

PROVISIONER
15h

NAME
csi.trident.netapp.io

basic-csi

PVCE THELICH
= 2" (PVC)E 22{AE Q| PersistentVolume0| CHst HM|A @K QIL|Ct

2l StorageClassE AE3HH

o 4 gt

ofo] "X|&£H =
PVCE EF 37| L= HM|A BES MEAE QYSIEE FHE £ JELICEH Ht
22{AH 2| Xt= PersistentVolume 37| 5! HNA ZE(MSO|LE MH|A £~F F) 0|4 E HO

2 oo OrREY £ AUSLICL

HE LM AE
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PersistentVolumeClaim M Z OjL|HAE
CHS ol 7|22l pvC M SMH2 E0{FL|CY.

RWX ®Z20| 7ks¢%t PVC
0| oi|of| M= StorageClass2t HEHel RWX HM[ATL Qe 7|2 PVCE B ELICH basic-csi .

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSIE AE3t PVC O A|

0| of|ofl A= RWO HMAT U= iSCSIE 7|2 PVCE EOELILCE 0| PVCE= StorageClass2t H2tE|0f
UELICE protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC 44
A
1. pPvCS 4oLt

kubectl create -f pvc.yaml
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2. PVC HEHE 22I5IM|R.

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

EZSICHKubernetes 2! Trident Z4A|" K& A SEATF HEA| 4= 2ESH=X|0] CHet XtAMIeH LIS TSt
A
=)

[
#ELICL PersistentVolumeClaim Trident 7t 252 Z2H|X'J 5= 2HAIZ H[01517| 9/ot Of7HH L T

Trident 54

o|2{%t O7fHS= FOZT RY2| EES TEH|X'JSH= O O Trident 22| AE2|X| E8 AHE3HOf St=X|
ZA™BH|C}
=2od .

7|15t 4 7HA Mot eF XA E
ojcjof! = HDD, 3t0|E2|E, E0= ol &2 X|FEl oj|of =LA, 28-
SSD ojc|jof7t Zeteo] 7Y LtA-0|Z 0],
ALt SE-LA-
stojgales £ ZHATE 26
C ojojefLich. A, &2|=1o]0f-
Al
OZ2HMd fd & a2, FH2 =20 DZH|ME SHo| FH2: 25 28,
ODZ2H|XMd 2HE XHE o2 EE 2/ &
X| &gt solidfire-san
HHoll = 4 n ontap-nas, Zoo| ggol  HdlE X|HE  ZE 2Mxt
ontap-nas- e oll = of|
economy, ontap- £¢rL|C},
nas-flexgroup,
ontap-san,
solidfire-san,
gcp-cvs, azure-
netapp-files,
ontap-san-
economy
AHAE 22 & AN =2 A-N0| AHAO| EdotEl 2H-LiA, 2/
N= 2BES =5 A £2|Em0[0f
X|¢efLct. ).\_h GCP-CVS
28 R= & AN E2E2EIME SHUFdetEl 2H-LtA 28-
X|¢efL|ct. =8 At £2|E110]0f-
A, GCP-CVS
oz Hg &, A Zo oot ot HAstE SELA,
=52 =5 2ELIA0|R 0|,
x| gigh|ct SELIAZAT

==
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7|1stCt /Y 7HK| HsCt e+ X E

O {F=ES Ha Fol M E2 0/ HR0NM EE2 0|23t &£2|=mo|of-At
IOPSE EX& 4= |OPSE
USLILCE. HESHL|CY

" ONTAP Select A|ARIO|M = X[ E[X] §t&LICE
HZ OiS2|AH|0| M HHE

AEE|X| SejAL PVCTL MAEH PVE EE0| OIREY £ JELICE o] MMM = PVE
ZCof HZsts FFa 749 oS LIEgLCt.

kubectl create -f pv-pod.yaml
CHS OloilM = PVCE ZE0 #215t7] #let 7|2 &8 EHELICL 7|2 #4:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

()  cr2s Aigsiol 18 488 DUEE 4 YBLICK kubectl get pod --watch .

2. 20| O}2EE

3
rr
>

fot

SHOISHM|R. /my/mount /path .

kubectl exec -it pv-pod -- df -h /my/mount/path
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Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O[H| PodE M| 4= ASLICE Pod OHEE[A|0[2 T 0|4 EMSHA| X2 =2 &2 ALHZ RX|ELICE

kubectl delete pod pv-pod

EKS 22{AE{0|A Trident EKS £7} 7|5 1A

NetApp Trident Kubernetes0i|A] Amazon FSx for NetApp ONTAP AEZ2|X| #HE|E
7HASESH] XL 22Xt O Z2|7[0| M 0| EEY o+ UTF X[ LTt NetApp
Trident EKS 0 =20f= £[4 HoF IiX|et 1 0| ZetE|0| /2T, AWSO| M Amazon
EKSS &7H S5t s B EIJASLICH EKS F7t 7|52 AFHESHH Amazon EKS 22{AE Q|
Hotut ot ME X|EMOoE HHe 4= QO 71 7|52 AXl, #4, UO|0|ESt= o] HRot

sie 5 4 YBUCH

ne

S
AWS EKSOI| Cht Trident 371 7|58 F45t7| Hofl T2 AFe0| QU=X] 2HelstMlR.

c HERS AFEE £ = HTH0| = Amazon EKS 22 A A™ULICH EESICH Amazon EKS 0HER2" .

* AWS Oz Ea[0]A0f CHet AWS #Hot:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 2&: Amazon Linux 2(AL2_x86_64) S2= Amazon Linux 2 Arm(AL2_ARM_64)
* L= R%: AMD E= ARM
* 7| Amazon FSx for NetApp ONTAP I} A|AE

THA

1. EKS Pod7 AWS Z|A A0 BMHASH 4= QIEE |AM H& 0t AWS H|ZHS S MAMgljof BL|CH X[&2 L2
HZESIMIR."IAM &gt Bl AWS Secret A"
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tri—env-eks @ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more J

information, see the pricing page [7.

¥ Cluster info it

Status Kubernetes version info Support period Provider
© Active 130 @ standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

©0 ©0

Overview Resources Compute Networking Add-ons Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) infe View details Edit \ Remove )

[0. Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches <1

3. *AWS Marketplace £7t 7|5*Q 2 0|55t0] storage 7IE| 12| S ME4BIL|C},

AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on }

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

n NetApp NetApp Trident O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on appllcat!on deployment. F5x for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organi. king efficient containerized storage workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27, 1.26, 1.25, 1.24,
1.23
4. * NetApp Trident*S &0t Trident £7} 7| 52| &Ql2tg MEeistn *CHS*S 2Bt
5. Yst= OHER KT S MEiStMR
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software X ‘

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. Wt 7t 7]

or

23S F4gHct

Review and add
Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)
1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

- IRSA(MHIA AF THEE IAM HE)E ME8dtE 32 71 7+ HAIE HESHHR."H7[".

7
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9. &7t 7159 MEWTt g4 _QIX| ZHelsthR.

Add-ons (1) nfo View details Edit Remove Get more add-on
[ Q. netapp X \| \ Any categ... ¥ } | Anystatus ¥ 1 match 1
. O

fNetapp NetApp Trident g

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for

ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [

Category Status Version EKS Pod Identity 1AM role for service account

storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by
NetApp, Inc. [3

10. Ct2 S HAHSH0 Trident 22 AE 0| MCHZE HX| =AU =X ZQI5HM K.
kubectl get pods -n trident

1. dE 2 ALt AEE|X| WA S L HBLICE RA[BH LHE2 CHE 2 HRSHMQ. A EE[X] HollE S

CLIZ A28 Trident EKS OHEL M X|/H| 7

CLIZE AtE5l0] NetApp Trident EKS 0HE=22 MX|SHA 2.

CHS OllX| HEE Trident EKS &7t 7|5 & AX|gL|Ch
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.l (M2 HH Zdt

CLIE AtE5l0] NetApp Trident EKS 0H=22 H|7{gtL|Ct.
LIS HHE Trident EKS OHE22 HAHEL|Ct.

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectlZ 2= O 7|

HHOI == Trident 2F AE2|X| A|AE] 7| #AE Ho|etL|C}. O] Trident oifE AE2[X|
MAEI D EA5H= 2 Trident SHE AE2[X] A|ARION SES Z2H|X 5= WHS
22| FZLICE Trident EX|ot = CH3 tHA|l= HAIEE IE= 7"°"—||:f il
TridentBackendConfig AFEX} HO| 2|AA HO[(CRD)E AHE3IH Kubernetes
QIEHO|AE Sdlf Trident HAEE X|H Tt 1 ghefe = JSL|CH CHEE AHESHY 0]

XAS SAlE £ QJELICE kubectl = Kubernetes HiEZ | St= S5t CLI =Lt
TridentBackendConfig
TridentBackendConfig (tbc, tbconfig, tbackendconfig )= Trident 2ol 2t

CZ i
==
HYAHO|A CRDYLICE kubectl . Kubernetes ¥ AEZ|X| 22|Xt= O M HHEE QE
Kubernetes CLIZE Sdli 2% WHAEE MM 22|e £ JELICH(tridentetl ).
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MM Al TridentBackendConfig 24M|Q| AL CHS0| LHBtLICE

* Trident = 7517} M2t THS 7B 2 HACE XFSOZ MABILICE Of= LYRHOZ [}S T} 20|
HHEILICE TridentBackend (tbe, tridentbackend ) CR.

* J9= TridentBackendConfig 1RotH B ELICH TridentBackend Trident 7t 2HE ZAILICE,

2t TridentBackendConfig YLHY IfEE RX[LLICE TridentBackend MAH= AFEXIVF HAIES MA St
-_rM"°|'7| 2l8l "S5tz QIEH|0|A0[11, FXH= Trident AA| HHAE K|S HFSH= LAIL|CE
@ TridentBackend CRZ Trident O o8 X522 MAEELICE. XM= ¢t ELICH.
HHAIEE UC|O|ESIZH CHS2 £HSIMR. "TridentBackendConfig =Al.

CHS Of|M|E & ZESHM|R. TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

St CHS GRS AR 25 YALICH "E20|HE A T2 fots AE2|X| ZE/MHIA0) it 4E
42 9zt ClEa| YLk,

J0E spec HAESE Jd 07 HSE AFEELICE O] Of|of| M HHAIE = CtES AFEELICH ontap-san 7(‘|’§>P
C2to|Ho|H of7|of] B2 HE|E #4 of7fH+E ASYLICE Jdts AEZ|X| E20|H0f CHet 24 SM =252
CHS S XM R."AER|X| =2t0|Hof CHeh #elle 1 FHE

JE spec MM O ZEEILICE credentials J2|1 deletionPolicy MZ = El 20F
TridentBackendConfig CR:

* credentials: O] Oi7#H4= H4 TEO|H AES|X] A|AR/MH|AE QIS O AFEE= At 58S
M A
o

=T
ZBBIL|CE O = AFEXI7 M4 Bt Kubernetes SecretQ 2 MFELICH X1 SH2 LB EIAERZ MEE -
oM 277 Zdgt|ct.

* deletionPolicy: O| BEE= Lt 22 o] YUMo f2 ™|SLICE TridentBackendConfig
APH|=| ASLICE O & 74X gt L 3 SILE #E = JASLICHL

° delete: O|2 I8l & 7tX| 25 M| E/LICH TridentBackendConfig CR X #& BAlE 0|=
7| 22 Lt

° retain: ¥X| TridentBackendConfig CRO| &K E|H WAlE Hol= o{M5| EXHSHH LIS 2 Slf
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

#2|g = UELICH tridentetl . AN HMS CHZOE MM retain AHEXIZE 0| 2E|A(21.04 O|H)E
Ct2 0| =5t MdE tHAlES RX|e = UEE L|Ch O HEQ| 2 301 YO|o|EE &~ AUSLCH

TridentBackendConfig M ELICH

Q= 0| 0|22 C}SS ALBSHY MFEILIC spec.backendName . KIZSHA| QOB Holl= 0]Z0]
(i) ci2 01222 MFELILL TridentBackendContig ZHI(HIEIHIO|E.0|S). HAIE 0|22
HAHo 2 MHSH= 40| ZEELICE spec.backendName .

E MHE HAIE tridentctl HEE AO| YIELICH TridentBackendConfig =4, 0|24%t
SHAIEE 225t S MEfeh & JELICH kubectl MM310] TridentBackendConfig 3. Y.

SYot 7 oi7HEHS(0ll:)E X St= ol F=2|sH0F ZLICt spec.backendName ,
spec.storagePrefix, spec.storageDriverName , ':) Trident M2 MM El SHE22
Atso = HIIYRILICEH TridentBackendConfig 7| & WAIEE AFEELICE

AR
CHEE AHESH M HHAlES WM™ kubectl , CI2E +sHOF LTt
1. M dstot "FHUE|A A|SE" | H|20ll= Trident 2E2|X| 22| AE/MH| AL S415H= O 23t Xtz ZEO|

IS O] AELICE
2. MMICt TridentBackendConfig M. 017|0llE AEE|X| E2{AE/AMH|A CHSE M2 HEIL T[]
ACH O EHAOM W HE H|2S AL
A= E MM 20i= LSS AHE5H0] AEl
<trident-namespace> 12|11 FI7IHQI

e £ QELICH kubectl get tbc <tbc-name> -n
|F HEE fZLCE

0
Il

=

1CHA|: Kubernetes Secret 2HS 7|

r2

HH°”':01| CHet MM A XA SES Zetoh= HILS BELICE Ol 2 ME AMH[A/ZHE0MC DRELTH 6 S
CtEat 25U Ct

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password
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XZ Z2E Secret Fields 24X H|2

Azure NetApp Files 2210|HEID

GCP& Cloud Volumes Service J4Q17|_otolLC]|

GCPE Cloud Volumes Service 7Hel 7|

£ 2-(NetApp HCI/ SolidFire) AE=IQIE

ONTAP INEEINE =

ONTAP HIYHS

ONTAP Z20|HE T2l 7|
ONTAP chapUsername
ONTAP chaplnitiatorSecret
ONTAP chapTargetUsername
ONTAP chapTargetinitiatorSecret

Of EtA[0 M Mgl HZ

o [

THAOIA Y& = A LT,

A
=
H SE2| S20|HE ID

Mol 719] IDYILICE CVS Belxt
oA2t0| Q= GCP MHI2 AES| AP
7| s

74l 71. CVS E2[Xt HEto| Y=
GCP MH|A A HO| API 7| Y&

HYE XA SE S A2t SolidFire
Z2AEHE MVIP

SHAE/SVMO| HEE AHEXt
O|SRLICt. AtH BF 7[8t 50
AMEE

-

.
o
—

Gl

S2{AE/SVMO| AZ5L7] 9
HIZHDLICH XtH SF 7
US| AHEE

Z210|HE 712l 7|2| Baseb4
oISl ZrelL|ct Q1B M 7|t
2l50 At E

M AF2Xt O|E. useCHAP=true?!
? HLICE 2 {2t ontap-
an

J2|1 ontap-san-economy

o o>

CHAP HA| X} H|I,
useCHAP=true?! 2 &

solct
2 ?I8t ontap-san J2|10

(=]
ontap-
san-economy

CHAF AF2XL O] 2. useCHAP=true?!
22 TlLC S 912t ontap-

san 2|1 ontap-san-economy

CHAP CH& JFHA|X} H|.
useCHAP=true?! 22 ZQIL|C}
2 ?I%t ontap-san J2|1 ontap-
san-economy

U2 LIS ZEELICH spec.credentials @ 20F TridentBackendConfig CHS
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20HA|: BFS7| TridentBackendConfig MM,

O|d| Cte 2 MM Z=H|7t E|RAELICE TridentBackendConfig 3., O] Of|0f| A= LSS AFESt= WA=
ontap-san E2I0|H & CISE AME6IH MHEILICH TridentBackendConfig OF2HO| HA[El 24K

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

3EHA|: AEH

Jhot

tOl TridentBackendConfig M.M[.

O|X| ErAO| MMZMELICE TridentBackendConfig CR, AEHE &HQlgt £ JUESLICH CHS O|E & ESHNIR.

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

F

1=
2
n
N
0%
)]
il
|0
HU
0=
0%
n
<
o
ro
on
I
:Q
o>
-
ful
—
[
’_J.
Q.
0]
o]
2
w
)
Q
Q
0]
o]
Q.
Q
O
o]
2,
’_J.
O
Al
|'|JO

configRef 2 #% TridentBackendConfig CRE| uid.

* Unbound: & AFESIH EHE . 102 TridentBackendConfig A7} SHAEOf HIQIZ E|X| 4Qt&LICEH
B5 MZ MME TridentBackendConfig CR2 7|2HMOZ 0| THA|0| JELICH THAIZF HAE 0= CHA|
Unbound2 Z0}& £~ gi&LICH

* Deleting: I TridentBackendConfig CR2| deletionPolicy MM EEE HHEUSLICE. f
TridentBackendConfig CRO| AN E[H AFK| MEZ MetElL|CH

o tHol=o) 4 28 28(PVC)0| 8l B2 MA| TridentBackendConfig Trident BHHAIER} CHES
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AH[SHA| ElLICH TridentBackendConfig 3.,

o WOl 0 3fLtO|Af2| PVCTF Qs 29 AfK| AlEf2 MBHEILICH 19K TridentBackendConfig CRE
0/% Al £47 2 SOIZILICH #MAE2} TridentBackendConfig BE PVCI}AKIE S08t ARIEILICY,

* Lost: HEtEl BHAIE TridentBackendConfig CRO| 42 = QX O 2 MHE[QIOH
TridentBackendConfig CRO|&= AMK|El BHAI=0f CHSE £ ZEJF S| JELICH TI0tE
TridentBackendConfig CR2 O{M3| AH|E 4= UELICH deletionPolicy &t

* Unknown: Trident B = 9| ArElf Eo= ZXHE 24Qle &~ QUELICH TridentBackendConfig 2.2 0|E 0,
AP| M7} SEISHA| QL tridentbackends.trident.netapp.io CRDZ} §1&LICH 7[0fl= 7H0]
ol sk A OIAL_l[_I.
= =T M4 .
O] CHAIOIM = HAET MSHOE MHE|IJSLICH FIIE M2 e 22 CHSp &L CE = AH|0|E
5l sl = AP
(MEH AFEH 4THA|: XEASH LHE 27|

Ct2 BES AAoHH MASof THe XiMer YEE S = ASLIC

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699%e¢6ab8 Bound Success ontap-san delete

EESHYAML/JSON HIEE HE & JELICH TridentBackendConfig .

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo E¥SIL} “backendName 2|1 backendUUID SEHOE MM E HolEo
TridentBackendConfig 3.&. JO0t=Z lastOperationStatus BE&= ORX[E} 2rA Q| MENE LIEFHL|CE,
TridentBackendConfig AFEXI7t EE|AHE £ U= CR(U: AFEXIZL RAHIIE HATH B2) spec ) EE= Trident
ol 2fsl E2|AHELICHO: Trident ZHA|ZF F). H30| & = U1 MIi7t & £ J}SLICH phase BAQ| HENE
LIEPHLICH TridentBackendConfig CRI} HAIE 2|9 0|0 M, phase Bound #f2 7HX|=0|, O|= CIS2
O0|gL|Ct. TridentBackendConfig CR2 HAIEQ} HZE|O QELICE

EHAME AlBHSE 4= QIELICH kubectl -n trident describe tbc <tbc-cr-name> O|HIE 29 &
HEE H= HHULICE
— oHd

ZHEl HHAAIE S I otsh= MAlEE AM|O|ESALE AHE 4~ §I&LICH TridentBackendConfig
X

o
[=]
£ M85l0] tridentctl . Het0]| 2HHEEl THAIE 08521 H tridentctl J2|1
TridentBackendConfig ,"®7|2 EM Q" .

=2
[
e

2|

_| T
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LSS AHESH0] #Ql= 2| U S +Aldt= SO T ZOIEMR. kubectl .

rr

AH|SH] TridentBackendConfig, Trident HHAIEE AK|/EH 2SS X[A|RLICHZ|E deletionPolicy).
SHAIEE MX|StH™H LSS SQISIH K. deletionPolicy MHEEE MHEE|N UESLICH AX|SHA™
TridentBackendConfig , &QISHMA|R deletionPolicy RXIEEE AH™EN QEL|CH O|FHA| SFH
BHAIEDF O S| EXHSt LSS A 22| = JASLICE tridentetl .

ChS BYS HASHN L.
kubectl delete tbc <tbc-name> -n trident

Trident AFH2 E0| T Kubernetes Secret2 AH|5HX| & &LICH TridentBackendConfig . Kubernetes AFEXL=
HIZS Helg Mol YSLICEH B[S MY e Flsof SfLICE WA= A AFESHA| Qb= HIZTH ATK|SHOF

= L—— LS
gLCt,

kubectl get tbc -n trident

ool Matigh £ QEL|C tridentctl get backend -n trldent = tridentctl get backend -o

yaml -n trident EXdt= ZE HAE ZES ELICE 0| F50]|= Eot M E WA= I ZEHEILICE
tridentctl.
el = HH|0|E

HA=Z YH0|Edt= Ho= 02 7HX| 0|77t AS 5= ASLICH

© XA A|AEIO| Xt ZSHO| HAL|YSLICH Xt SHS AH|0|EdtE{H Kubernetes SecretO] AF2EIL|LC},
TridentBackendConfig ZHX|E YC|O|ESHOF BLICE Trident S E £| A Xt ZHOZ HAEE XSO =
UH|O|EFLICE CHS HH S MEst0] Kubernetes Secret2 H|0| EgfLILCE,

kubectl apply -f <updated-secret-file.yaml> -n trident

* Oj7HH (A E21 ONTAP SVMQ| 0| §)E YCI0|Esl{OF ZL|Ct.

o AH|O|EE £ UJELICt TridentBackendConfig CHS HHS ALE6I0 KubernetesE Sdlf 21 N E
7t E &= JASLICL

kubectl apply -f <updated-backend-file.yaml>
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o E=TJ|E HEE HEY & JUSLICE TridentBackendConfig CHE BHE AFE%I0{ CRE A SLICE

kubectl edit tbc <tbc-name> -n trident

* Biol= IH|O|ETt Auj

5 OfR|zto® efEl R4S I YAIBLICH /QIS
solstela [ s
C

==

= JELICE kubectl get tbc <tbc-name> -o
(D yaml -n trident E&= kubectl describe tbc <tbc-name> -n trident .

o= =2 o

© T8 OO ZHIE Thefot e = YHI0|E B S CHA| AP & ASLICH

tridentctl = A= 22| o~

LSS ArE0te] #Ql= 2| 2P S +Aldt= SO Tl ZOI2MR. tridentctl .

HAE M-goj| AuotH WAL G0l 2X7F A= AYLIC CHS FFS HAotH 25 B3 2QIS mjefe &
olAL|C}
M- -

74 oo ZHE AlES D Tt 0= UHS| TES Y & UASLICL create CHAl B3 HEIMIR.

tridentctl get backend -n trident
2. tHAlE 5 AfF|tL|Ct

=~

tridentctl delete backend <backend-name> -n trident

@ Trident O] WU =0f| A O{T5| ZXHot= 2 Et A4S T2H[Xdo 22 MASZS AX|ISHHE M
ZES Z2H|INIY = &Lt 2 ' HEE AL EXHELICE

ol
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html

7|

T

HHollE 5 7|
Trident 210 Y= A E He{H LSS SN R.

© ROt =

re
_ljl_
glo
0
oY
o
>
0%
OF
=
0]

tridentctl get backend -n trident

*HE NS HEE HH L3 BHE 2SR,

tridentctl get backend -o json -n trident

Holl= A0l E
MZ2 Hlle 719 Il s ot = L S dARL )

tridentctl update backend <backend-name> -f <backend-file> -n trident

OIS 24rf|0| 7} Anfet 2L A T80 2RI UL HRE AHO|ES AITS HAULICE Ok B
Mstsiol 218 20 20lS Tofd & LIt

74 Do M E Ao ot 0= ZHED| LES ddE & UASLICH update CHA| B S LEIMIR.

A EE A SH= AER|X| E2fAE AEELICT
Ol= JSONCZ Eet £ Q= AE ZF| O|ULIC} tridentctl A= ZHKof CHSE £, 0|2 LIS S
AHEEILICt 5 g MX|8lof ot= fE2|E[QIL|CE

tridentctl get backend -o json | jg '[.items[] | {backend: .name,

storageClasses: [.storage[].storageClasses] |unique}]’

Ol= Ct2S A8t MM E BHAlEo| = MEEILICE TridentBackendConfig .
Trident Of| A HHAIEZE 2t2[SH= CraFot o) CHol ZOotEAM K.

dentBackendConflg O|H| 2| Xt= HAEE 22|5t= F 7K D HHS AFEE & JSLICL

je) ri
CtSot 22 EE2S FH7|ELCt.

o
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* HHOlE 2 ALE5I0] MMSh & JUSLIMN? tridentetl ~2 #2|%|CE TridentBackendConfig ?
o HHOIC S AL 50| MME &~ JUELIM? TridentBackendConfig AFESHH 22| EILICt tridentctl ?

22[SC} tridentctl WAIES A0 TridentBackendConfig

O] MMOM= LIS S AFRSH0] MAME HHOIEE 2t2|8t= o] RS HHA|S CHELICH tridentctl Kubernetes
CIEH|O|AE Eoff 21X MM TridentBackendConfig AIE.

O|l= Cha AlLt2| 20| MEELICE.
* 7|& HAET} gl= B2 TridentBackendConfig YiLISHH O52 ~2 HXE|UV| IfEOICt tridentctl .
c ME2 WAlE T MME|JESLICH tridentctl , CFHE TridentBackendConfig ZHA|7F ZXiBL|CL.

A== AL EMSIH Trident 2ES 0l2f6tL 0| 2EYLICL HA2[Xt= TS F 71| ME B
A% A tridentctl O|E AHE5I0] WY El MAEE 2t2|ehL|Ct.

* Ct2S AHESHY] M El MHAlE HIQIE tridentctl M
MACTt ChZE AHESHY Z2[ELICE kubectl 2|1

2 20| TridentBackendConfig 2A|. 2| 5H
FLICE tridentctl .

o Hu

7|& HoAlEE 2t2[st2{H OS2 AFEEILICH kubectl , EA2 0FHS0{0F & ZRILICH TridentBackendConfig
7| & whll=of "Il ELICH && #2l= Ctaat 7Vn=|k|—||:|'.

1. Kubernetes Secret2 MM SLICt H|Z 0= Trident AE2|X| 22 AE/AH| AL} EAISH= Of| ZRTt X}AH
EoE|0f AESLCE.

o[

Fo|

2. MMSICt TridentBackendConfig 2A|. 0{7|0fl= AER|X| 22{AE/AH| A0 CHet ME HEIt et of
ACH O HHAOM YHE H|2S HxELICh S 74 oA =S(0:)Z XIH5t= ol F2I8H0F LTt
spec.backendName , spec.storagePrefix, spec.storageDriverName , %).
spec.backendName 7|Z HAIEQ| O|FC = MHslOF BfLICE.

OER: Hols A

AH5Ie{H TridentBackendConfig 7|&E MAO0]| HiRIFSI{H WA= 243 H0fof BfLICE O] Ao M= Tt
JSON F2|E ArE0t0] MA =T WHE[RUCH D FHF ERSLICt

tridentctl get backend ontap-nas-backend -n trident

e i
e F——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o F———_
ettt o t——— +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4d4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

e e ——

et bt fomm - fomm - +
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cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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1CHA|: Kubernetes Secret 2HS7|
CHS o|et 20| SHAl=0f| CHt X HH SHE Zetst=

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

HIZS BHELICE

secret/backend-tbc-ontap-san-secret created

20HA|: BFS7| TridentBackendConfig MM,

ChS tHAl= CHS 2 Tte
backend (0| Ol XZH). CtES Q7 AP0

JEE

© K BEROLE 29)2 Ul HASe SU A
= A
= A

2ot BHAlE 0| F0| HO|E|0f J}ELICH spec.backendName .

* T o= el Ml =of S BT,

1 —— —

cat backend-tbc-ontap-nas.yaml

E= AYULICE TridentBackendConfig 7| &0 AFS2E HIQIH | =
SEE|=X] 2QlstA( 2.

CR ontap-nas-
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w

ot ot

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

CHA|: AElf 20l TridentBackendConfig MM,

O TridentBackendConfig MMERCEZ ST tHA|= CtEh Z0F0F BLIC} Bound . 2t 7|E HHllE
UsH U= O|E 1 UUIDE BHEsHof gL Ct.

of



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fom it
Rt ettt F—————— o — +
| NAME | STORAGE DRIVER | UuUID
| STATE | VOLUMES |
et e T o
e - e b +
| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |
T
e - +————— +
BHAE = O|X| CtS 2 AH25H0] 2™ 5| 22| EIL|CH tbe-ontap-nas-backend TridentBackendConfig =A.

22[SICf TridentBackendConfig HAIEE AHESH0] tridentctl

‘tridentctl & AMESI0] HME HACE LIS o AEY =+ JUSLIC.
‘TridentBackendConfig® . 52t #2[XH= CIEE Sl 0[2{eh HAEE kM5 22[St=S
MEst 25 QELICE. “tridentctl® AMASIH “TridentBackendConfig® 2|1 ZQISICE

‘spec.deletionPolicy” B MMEILICI ‘retain

OlE S0, Ct3 WA =Tt LIS E AHE0I0 WHE|UCHD 7H-ESH EPELICEH TridentBackendConfig :
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EH0|A CtS0| EA|EILICH TridentBackendConfig MEaXOE MME[QIOMN Al Eof HIRIZ E|A}ESL|CT.

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

[EHAl =S| UUIDE ZQISHMIR]

1

CHA|: =Rl deletionPolicy B AHEELIC retain

o| 7tX|E HHEX} deletionPolicy . 0|7*8 MHE|0{OF BLIC} retain . 0|22 Ct2 S EEISiL|CE,
TridentBackendConfig CRO| AfX|=|H A= Ho|= 0M S| EXYSIH CtE 2 Soff &e2le = YASLICH
tridentctl.

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain

174



()  oh2 E= TSR DHIAIR. deletionpolicy 2 AHELIC retain .

2CHA|: AH| TridentBackendConfig MM,

OFX| 2} EHAl= AX|SHE ARULICH TridentBackendConfig 2.2, 291 & deletionPolicy & MHEEL|CE
retain, &HE AL = JASLICE

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

P cemesemem== P m===
Fommmmmmemossosorrenosmemememesemommm o Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoo= Fommmmmmomeomomm=

e it ittt e Fo——————— Fom +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

o Fom e
B e o= Fommmmmm== +

M| Al TridentBackendConfig ZHM|E K|HSHH Trident A= XIM|E AFK|SHK| 0 K| E W HELCE.

AEE[X| 2L dd 3 EE

—
AE2|X| S 4

Kubernetes StorageClass K& T3t 1 Trident 7t 288 Z=2H|X'd5t= WHS
X[ASt= 2AEE|X] 2HAE THSLICE
Kubernetes StorageClass 2iA| 1M

J8k2 "Kubernetes StorageClass Z{H|" Trident SHE 22 A0 AF2E|= TZ2H|HUHZ A5 Trident &
D2H|X'st= WHE XAEELICHOE S
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

HZSICH Kubernetes 2! Trident Z4H|" M&A SeA 7t €A A 2E6H=X|0f| CHot XEA|SH LHES CHS 2t
A HEAI
[=] o

ZELICH PersistentVolumeClaim Trident 7t 282 ZEH|XJ6H= WAl S X067 @/ Oi7HH~QIL|CE,

N WL PP

StorageClass K| E THE 20|= AEE|X| 22{AE THE £ UYSLICHL HE SefA ME AL AL 2HY &~
= 7HX| 7|12 MES M3t

rr

CHA|
1. 0|22 Kubernetes ZiH|0|2 2 CI2E AFRELICE kubectl KubernetesH| A A ASHM L.

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. O|X| Kubernetes2t Trident 250 basic-csi AEZ|X| 22HA S = £ QU0{0F 5HH, Trident 7+ HHAIS 0| ES
ZMZHO{OF BL|CL,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

I

"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggr4d"

—

Trident M SELICH "S& #QA=0f| CHet ZHEoE AE2[X] S22 FHol .

1O —1L_-——

(m}

C o XISt

= WAS £ JELICH sample-input/storage-class-csi.yaml.templ AX| T2 2T} oMY M3 E=
IS WAIELIC BACKEND TYPE ME 4 E2O|H O|ECE.
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AEE|X| S22 2e

7|E AE2|X| SAS 8D, 7|2 AR2X| FAS MHID, AE2|X| S22 HASS
AstD, Agalx] SHAS AFY 5 YL

7|1&E AER|X| EjA H7|

* 7|Z& Kubernetes 2E2|X| 2HAE H{H I3 BHS HASHM( L.

kubectl get storageclass

* Kubernetes AEZ|X| 2HA MF FEHE B C1Z BHS &ASHA K.
kubectl get storageclass <storage-class> -0 json

* Trident2] S7|3tEl AE2|X| 2AS HEH [} HHS MMM Q.
tridentctl get storageclass

* Trident 7|31l AE2|X| SHA MR HEE Ha{¥ [}3 BYS HdsiMQ.

tridentctl get storageclass <storage-class> -o json
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712 M 2L 47

Kubernetes 1.60|A= 7|2 AE2|X| 22{AE AHSH= 7|50| =ILE|JAELICE Ol= AFEXEPVC(E T 28
oM G EES NTSHK| U2 B2 7 =82 T2H|NJot= Ol AF8E[= AER|X| A L|C

M2 MHSHH 7|2 & SeHAE HO|SLICt storageclass.kubernetes.io/is-default-class
MZ A HoloM true2 A ELICH AFFO]| =M, CHE ZHO[LE 40| §l= 3 AN = A E LT
* OI2 B™EES M85t 7|E AER|X| S2HAE 7|2 AEE[X| 2HARE 2HY = JSLICH

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* OREERI 2 OFHE ™S ALY 7|2 ME 4 2L FHE A = ASHICH

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Trident x| T2 24 HE0|= 0]

2l
1z
o
H
oot

z Ol AELIC

(D S AE0= o Hofl 3tLte| 7|2 AE2|X| S2HA L L0{0F °“—|Ef Kubernetes= 7|£X Q2 F I
oFtx

Ol&S e AS HURX= XL 712 AE2|X| 2 AT MY Gl AXE S

AEE|X| 2jAQ| HHolE Al

=~

Ol= JSONCE He £ U= EE ZF9| 0|LICE tridentctl Trident HHAIIE ZHA|0f| CHEE £, O|H2 LIS S
AFZELICH 3 HA dX[sioF & REEIE|7} JAELICH
tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’
AEE[X| 22HA AH|
KubernetesOi| A AEE[X| Z2HAE AH|SI2{H Ot HHS HASHH Q.
kubectl delete storageclass <storage-class>
“<storage-class>' X & SeiA=E CHA[SHOF BHLICE.
O| AEZ|X| 2HAE S MHEl B= G 252 HEEX| 2 Trident A& A 0| 2t2[2fL|Ct.
Trident 3 S Z2HLIC £5Type 20| 2HE0{L= 28 WZ0R. iSCSI #AE=2| FR CHES

@ XM 85t= 20| EELICH parameters. fsType StorageCIassoﬂkl. 7|Z StorageClass= AtH|st1
CHA] MM 8ljof fLICt parameters. fsType K| ™ E.
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=5 M=z A el

=5 N3

T4 =l Kubernetes StorageClassE A2t PVO|| CHSE HM[AE QM=
PersistentVolumeClaim(PVC)2 BHSL|CH & CH2 PVE ZE0| &g = 5L L.

e
olo] "XIEH =& 22" (PVC)= 22 AE Q| PersistentVolume0i| CHSE AM|A QX RILICE,

PVC= Sd 37| L= ML BEQ| MEAE RFSIEE F4E + USLICH HEE StorageClassE AHE5HH
S2{AE H2|Xt= PersistentVolume 37| & HNA BE(MSO|LE MH|A £ZF 5) 0|AHS H|0{E £ Q&LICE

PVCE TI= 20l= 2ES EE0| OIREY & JASLIC

kubectl create -f pvc.yaml

2. PVC HEIE &2lstM 2.

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1. 288 ZCof OIREYLICE

kubectl create -f pv-pod.yaml

Tl Meh2 DLHEY 2 QELICE kubectl get pod --watch.

il
gjo
mjo
>
0o
ot
2

2. 250| OtREE

A}=X| 2ISHM|R. /my/mount /path .

kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. O|X| PodE MY 4= UELICE Pod OEE|AH|0|M2 [ 0|4 EXHIX| x| 2EES CHE RX|E/LICH
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kubectl delete pod pv-pod

ME OLIHAE

PersistentVolumeClaim MZ OjL|HAE

CHE o= 7|2& 2l PVC 7+d S8 2 B0 FLICE

RWO & 20| 7ts8t PVC

0| 0f|0i| A= StorageClass@t H2tEl RWO HM|AT}F U= 7|2 PVCE B ELIC basic-csi .

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

storageClassName: basic-csi

NVMe/TCPE AtE%H PVC

O] oo M= RWO HMATL = NVMe/TCPE 7|2 PVCE EHFL|CE 0| PVCE StorageClass2t HZ =0

UELICL protection-gold.

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 300Mi

storageClassName: protection-gold
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Pod OHL|TAE ME
0|2{3t 0= PVCE EL0f B2&6t= 7|2 82 EELICH
712 74

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

7|2 NVMe/TCP 14

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

Xt
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Trident Kubernetes AFE2X0|AH S2E2 MM 20| 252 &3 £+ U= 7|52 M3 LICT
FC H

iISCSI, NFS, SMB, NVMe/TCP &
NOtEN 2.

iSCSI 28 &%t

CSI ZZH|XHE A3t iSCSI 7 2E(PV)S =&Y + ASLIC.

@ iISCSI =25 &2 OtS0j|M X[} ELICH ontap-san , ontap-san-economy , solidfire-san
EE}OlH—|7} L QM Kubernetes 1.16 0| A0 T FHL|CT,

10HA|: 28 =& 2 K|St = StorageClass &

Lot

StorageClass H2|E TSI CtS2 H™YLICE allowvolumeExpansion BER true .

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

St

0|0| EX{St= StorageClass?| 22 LIS XSS MESLICH allowVolumeExpansion Of7HHS,

2CHA|: A M3t StorageClassZ PVCE MAgfL|CL,

PVC HQo|E MZ!Ist 1 AUO|O|ETILICt. spec.resources.requests.storage MZ |st= 37|
StH, 2 37| =Lt 7{oF gfL|ct

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident 37 2&(PV)2 451 0|2 7 28 22 (PVC)at HZEELICE

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

PVE 0| BAfsio] 37|12 EHE 4 YALICH SCSI PV 27|28 EHS mj= £ 71X AlL2|27} YLt

rul

* PV7L ZEO0| HZE[0] ALH Trident AE2|X| HALO| EES 2fFStL, XIS CHA| AZHS D, AU A|AHI|
37|18 =HELICHL

* HZE[X| g2 PVl 27|18 ZHSIE 2 T Off Trident AE2[X| HAEO| 2ES EFYLICL PVCIH ZEO|

HIRIZ | ™ Trident & X|E CA| *5’H°f_' oA A|AEIOl I7|E Z™TEL|CE 27 CFS Kubernetes= 2 XH10|
MAXNMOR AZE S PYC I7|E AUH|O|ETLILCE,

O ol M= CHEE A= ZET}H HEELIL. san-pve.
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

4tHA: pv &
1GioIM 2GIZ Y E Pvel 37|18 =¥t PVC F2|E HESH L HH[O|EdtHAI2.

spec.resources.requests.storage 2Gi=E.

kubectl edit pvc san-pvc

185



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

x
o
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PVC, PV 3! Trident 2&2| 37| 2Ql5t0] 20| SHIZA| ZtS5H=X| 2helet = JAELICt.
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

CSI ZZH|XLHE A83%tH FC 7 E8(PV)S &&e = AFLICL

@ FC 28 &2 CH20| 2fsl X[ ELIC ontap-san E2t0|HO|H Kubernetes 1.16 0| 40|

StorageClass H2|E HESIH L2332 H™EYLICH allowvolumeExpansion HEZ true .

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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0|0] EX{St= StorageClass?| 22 LIS XSS MESLICH allowVolumeExpansion Of7HHS,

2CHA|: A M3t StorageClassZ PVCE MAgfL|Ct,

PVC HQo|E MZIst 1 YUL|O|ETILICt. spec.resources.requests.storage MZ |ste 37|E BHHsHOf
StH, 2 37| = .t 7{oF gfL|ct.

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: ontap-san

Trident @7 2&(PV)2 M4dst1 0|2 g+ =& 2a(PVC)at HZEL|C

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi RWO

Delete Bound default/san-pvc ontap-san 10s

_U
<
n
H
[n
=2
I
J‘l'
Of
2
|u
N
mufn
P
ikl
mot
4>
30
o>
-
_IT|_
m
@)
)
<
|
N
i
P
0t
mot
rir
4n
_\'l_
Ral
>
-
il
0]
N
30
o>
r
i)

* HZE[X| g2 PVl 37|18 ZHSIE 0 & Off Trident AEE|X| HAEO| EES = YLICE PVCIH ZEO|
HIQIEE|H Trident ZX|E CHA| 27050 T A|ARIO] S 7|E ZFELICH. O7 THE Kubernetes= 2H& ZH0]
HIMOR ARE = PVC 37|E YUH|0|E-ILICE
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Ol M= CHSE A= EEJF MM EILICH san-pve .

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ATHA|: PV EHE
1Gi0|AM 2GIE MHEl Pve| 37|E ZHSI2{H PVC HolE MESHL HH|O|ESHMAIL.

spec.resources.requests.storage 2GiZ.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

Trident NFS PVO|| Ci3t 2& &2 X|&IRLICt ontap-nas , ontap-nas—economy , ontap-nas-
a

flexgroup, gcp-cvs , |11 azure-netapp-files HHQAIIE,

tot

1EH7: 2 &&E XI5t = StorageClass 714

J

NFS PV 27|18 ZFoIe{H HE|Xt= HA =25 S 5180125 AE2|X| 22HA S 7G50k LTt

=

allowVolumeExpansion B2EZ true:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true
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Ol M glo| o|O0] AEE|X| EHAE YTt ZR LIS S ALESIH 7|&E AEE|X| EHAE 7HEHS| MEE = ASL|CH
kubectl edit storageclass =5 &2 | L|Ct

2CHA|: MM S StorageClassZ PVCE AL Ct.

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Trident O PVCO| CH3H 20MiB NFS PVE MM Adl{of ShL|C}.

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE
pvc-08£f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO
Delete Bound default/ontapnas20mb ontapnas
2m42s

3¢HA: PV 2

MZ MMEl 20 MiB PVE 1 GIBE 37|12 ZM8l8{H PVYCE MZE st MASHM L.
spec.resources.requests.storage 1GiB/X|:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

x
o
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PVC, PV & Trident 282 37|E &QI5t0] 37| 20| SHIEA| A AE=X] &l 4= ASLILH.
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

T Tttt o= P
Fommmmmmm== e mat e e o= Fommmemm== +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e SLEEEEattatt et o= o=
Fommemmomo= B e Fommemmo= e +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
Fommmmmcmmsmerrrrrrrrrrers s s e e em o S o mecemeoes
Fommmmmmm== et Pommmmm== o= +

ol

7|& AEE|X] 2 &2 Kubernetes PVE 7t & = UELICE tridentctl import.

E2 Trident £ 7tHQtA LSS AT & JELICT

OE2|AH|0| M2 ZiH|O|H3tst 1 7| = H|O|E| MIEE MAEEL|CE.
* A OHEZZ|AH|O| M| HIOJE| ME EX|E AL
* MIiS Kubernetes 22{AE M7=

* M3l 5+ = ofE2[A |0 H|o|E| Oto|zf|o|M

=/

L PN
288 /M7 Mol Chg 13 AeS AESHR.

* Trident RW(H7|-47|) 2| ONTAP SE&T 7tX 2 £ JELICE DP(HIO|E E=) R S&2 SnapMirror
CHA SEEULICEL 2&E Trident 2 7E4 27| Moi| 0|2 2AE six|sioF gfLICt.
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* 24 AE0| gl 282 7INRE A0l ZELICH oMl AI8El= 282 7IMREH =82 55X
ItHRI|E ALt

ot
in}
alo

@ Ol= 2E 282 8% 59| QELICL Kubernetes= 0| HZES QASHK| Rotn &#H 2ES
Podofl & HZe 4= JA7| WZLICE 0|2 UK CIO|E{ 7t £ 48 & UAFLICE

* JX|2 storageClass PVCO|A = Of Oi7HHE X0 OF SHX| 2, Trident 7t 27| S0i| 0] DH7HHSE
AHESIX| ptELICH AEE|X] 2L = EES MHst=s S AEZ|X| E40)| W2t A JHsS 22 WEsH= O
AHEELICE £80| 0|0 EXHSIEZ 7IMR = SO £ MEY 2RIt &L W2t PVCH| X[FE AEZ|X]|
SeHAot UX|GHX| @b MAELL Z0l| 2FO0| EMBICIELE 7P| 7h HI{SHR| t&LICE

* 7|& 28 37|17t 2HE[0] PVCO| HHELICL E80| AEZ|X| E2H0[H0|| 23 7IM2 =, PV PVCO| CHet
ClaimRefet 271 44 & LICt.

° 2l MM2 N30 Ch3 1t 20| FELICL retain PVOIA. Kubernetes7t PVC2t PVE 8 3% O R
HiRIE ot =, 3|4 FHo| AE2[X| S2HA Q| 24 HM LX|SI=E A0 EELICH

° AEE[X| E2jAQ| o4 YHO| U= B delete PVIL ANEH MY 2 EL AHELICH

* 712X 0= Trident PVCE 2|5t HAIZ 0] A FlexVol volume 2t LUNS| O] € HAYLICHL A2 S0t g &
UELICH --no-manage #2|E[X| &= SEE2 71 27| 2ot ZfUL|CE SAO0| AF8St= HR --no
-manage Trident Z{&|2] £H F7| St PVC E= PVOI| Ciot =71 A S +3SHK| ASL|CH PV AMH =01 =
M 282 MAEX feH 28 =8 X 28 37| 2F 22 OHE 2T FAELICL

—

O] M2 ZH|I0|HSHE fIFZE0]| KubernetesE AF2SHX|TF T2 X| 42 AL Kubernetes
LA AER|X] 2E £FH FI|E A2t = R0 FELL|CE

* PVCet PVOI| 40| 7tE|0 E2&0| 7HM =X, PVCeL PVt 2E|=|=X| 68 E LIEIL = F 71X SXE
HASLICt Of M2 =FHotALE MAH8i M= ¢F ELItt.

=
=
2% £ QELICt tridentctl import 22 7IH22{H.

T =& 28Y(PVC) Y S BHELICHOI: pvc. yaml ) PVCE PtE&= | AFZELICE PVC IH0l= CH20|

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class
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@ PV O|SO0ILt 28 37|oF 22 =7} IS ZESHA| ORM|R. 0|2 I8l 7HM 27| HFO|

e 4~ ASLIC.

2. AF3IC} tridentctl import =SES ZYSt= Trident HAIE2| 0|t AEZ|X|0|AM 2EES 1FSH
AlHst= 0| Z(0ll: ONTAP FlexVol, Element Volume, Cloud Volumes Service Z2)2 X|&st= HEQULICEH
J0t3 -£ PVC Iie| Z2E X|Fst2{H 7t HeetL|C

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

X #E[= =2to|Hof ot LS =28 7IM 27| o€ HESHMIR.

ONTAP NAS 5! ONTAP NAS FlexGroup

Trident CtS2 AL 28 714278 K| LICH ontap-nas 2|1 ontap-nas-flexgroup 2MAL

* Trident CIS 2 A5 2E 71 R7|E X[AHSHK| ELICH ontap-nas-economy @HAL

@ * J9= ontap-nas 12|11 ontap-nas-flexgroup E2I0|HE= F5E =28 0|52 51X
&L
Zt EES L3 20| MM ELICE ontap-nas E2H0|H= ONTAP 22{AHZ2| FlexVol volume ¥L|Ct. FlexVol
E28S 7IN2= WY ontap-nas EZI0|H T SYSHA| ZSELICH. ONTAP 22 AE{0f 0[0] EX{5t= FlexVol
252 [}23} 20| 7IM2 £ ASLICE ontap-nas PVC. MK 2 FlexGroup 288 CH21t 20| 714 4
UELICE ontap-nas-flexgroup PVC.

ONTAP NAS 0j[A|
CtE2 2e2l=ls =84 H2l=X s 28 71MR7(9| olE BHFELIC
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k= 28

CtZ ojd[of| M= o|E0| XIHE =ES 7t ZL|Ch managed volume sl =0j| o|Z0| X|HE ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fo—m fom -
fomm o fomm - fomm - +

HE|EX] b= =28

ME Al --no-manage 210 2} Trident 252 O|S2 HIX| &L&L|CT.

LIS oo = CHE 2 7FMZLICH unmanaged volume O ontap nas HHQAIE:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e Fomm -
fom - o fom— - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fommm————— fomm -
fom - o fomm - fommm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |

o - fommm - fomm -
fom— - o fom - e +

ONTAP %t

Trident CtS2 AL 28 714278 K| LICL ontap-san (iISCSI, NVMe/TCP % FC) & ontap-san-
economy —,._—I,_‘|I|-_

Trident &t LUNZ E2t6H= ONTAP SAN FlexVol 282 I8 2 £ UYESLICH Ol= TSt YXILICt ontap-
san Zt PVCO|| CH$t FlexVol volume 2} FlexVol volume LH2S| LUNS MA3St= =2t0|HIL|C}. Trident FlexVol

volume 7tX 2} PVC He|f HAZASILICE Trident +20| 7FSELICH ontap-san-economy 2] LUNS E&dt=
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=
=

=
=.

ONTAP SAN Of|A|
CIE2 &2|kl= 251 #2|EX| = 28 714 27(2] | E B ELIC

Da|g|s 28

—

=

ezl = 2E2| EL Trident FlexVol volume 0|8 CtS 3t 20| HATILICE pve-<uuid> FlexVol volume
LHS| LUNZF 2B 1uno0 .

CHS WM = CHS 2 7FHSLICE ontap-san-managed FlexVol volume O] ZXHgfL|Ct.
ontap san default HHAE:

HE|E|X| b= 28
=L

CHZ iR ofl A

198

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

o e mssssessss s s s e e e e e i o memem=
Fommemmomo= B e e e e Fommeomo= ommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmememerrrrrrrrr e e s e Fommmmom= Fommemmcememeo=s
Fommmmmmm== o mes e s s s s s s s eees S it P +
| pvc-d6eedf54-4e40-4454-92£d-d00fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
Rttt i Fommmmmcemememe=
Fommmmmmm== e meme s s s s s s s s se=s Fommmmm== o= +

t22 7t ZLICH unmanaged example volume O ontap san SHQAIE:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmmmereorrrrrrrr e rere e Ee e e o e e e
Fommmmmmmms et Fommmmms Fommmmmme= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrsres e e e T T E eSS eSS Pommmmmme= Pomemmsmsmememss
Pommmmmmm== e et Fommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |

o e mssssessss s s s e e e e o= e
Fommemmomo= B e e e e Fommeomo= ommmmomos +



already mapped to initiator(s) in this group.=282 7M™ X7|X}E XM|HSHHLE LUNS|
O S SHA[SHOF LTt

Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719fc21913

iscsi linux ign.1994-05.com.redhat:4c2elcf35e@

unmanaged-example-igroup
mixed linux ign.1994-05.com.redhat:4c2elcf35e0

Trident Ct22 AHE310{ NetApp Element 2ZE 0] I NetApp HCI 28 7tX 7|8 X[AELICH solidfire-
san ™AL

@ Element =2[0|H = =& =& OIES AIFYLILE. 22Ut 25 0|F0| SF&|H Trident 2L7E
gretetL|Ch o 2 PHo = 25S IH6Y 1R/t 28 0|52 3¢t U2 SHE 282 7IMSLIC

—

240

LIS OIxo[ M= CHE 2 7k ZLICH element-managed A ES| Z2E element default .

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

o e fom -
Pommmmmmm== e e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B e e e ES Frommmmomos +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal047a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmmmmmomeorrrrrrrrre s re e mm o Frommmmom= Fommmmmcemoomo=s
et et Fommmmm=e Pommmmmme= +

72 22t9c BYE

Trident CtSS AFE3I0 28 71M 7|8 XIAHELICE gep-cvs 2TAL

Google Cloud Platform0f|A] NetApp Cloud Volumes Service X|25t= 282 7IMe{H 28
() Z==2 =85S 4uul. 28 Z2E 28 87| Z29 AL 1/ . oS SOf, Lh=Lh7|
Z27t10.0.0.1:/adroit-jolly-swift , 28 B2 adroit-jolly-swift .
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Google Cloud Platform 0i|A|

CIS Ao = CHE 2 7FMZLICH gep-cvs HAELS| 28 gepevs YEppr 28 B2 &M adroit-jolly-
swift .

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

e et rommmmom= o memeo=s
Fommmmmmm== e mes e s s s s s s ee s Fommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e ELEEtatattat bt e i Fommmmmmemememe=
Fommmommmme Fommomemeressmsreerenessosoeseoomomoms Fomommmme e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e L L Fommmmom= Fommmmmmemoomo=e
et et Fommmmmos Fosmmmmmes +

Azure NetApp Files
Trident CHS2 AFE5IH 28 714 27|2 X[HELICH azure-netapp-files 2XAL
Azure NetApp Files ZEE2 7tM2{H 28 Z2E 282 MEYLICL 28 dE2= =5 WELHY|
0.2:/

A
() Z=e¥=guct /. o2 S0f, 0I2E Z2710.0.0.2
importvoll .

:/importvoll , =28 2=

Azure NetApp Files ||

CHS Ol dlol M= 22 7FZLICH azure-netapp-files HAIES
ZE2E importvoll .

=8 azurenetappfiles 40517 =5

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmrmererrrrrrrrr e e e e e Fommmmomos e e e e L
Fommmmmmm== e Fommmmm== P +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmememsmsseseses s s e e P P
Fommmmmmm== e meme s s s s es s s s s se s Fommmmm== ettt +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmmmsmoososorreromemememe oo me oo e Fomcmmemememonos
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommmomoe e +
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Google Cloud NetApp Volumes
Trident CHS 2 AFESHH 28 71X 27|12 X[HELICH google-cloud-netapp-volumes 2MAL,

Google Cloud NetApp Volumes Of|A|

CHS WAMIM = TS 2 7FHSLICH google-cloud-netapp-volumes HMA =S| 2& backend-tbc-genvl
=51} & testvoleasiaeastl .

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

i e e e e e e fro— e
fossssssssssssssassss= femsm=e==== fessssssssssssesessososssssssssss o=
f=m===== fememema=a +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |

foss e s e s me s e s e s e e ee s e s e s e m e m e femememame
frocssssssemseem e from=mee==== et
fe=m====s e +

| pvc-a69cdal9-218c-4ca%-a%941-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8¢c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

R e S ataat fommmema=e
froscscssssmaseem s e from=m=e==== frecsmssmee e me s s e e e e
fe======s R +

CtS oflM[AIAM = CHES 2 7F&LICE google-cloud-netapp-volumes S2ot SHN = 7He| =2 &0| EXE e
=22,
=5
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

=5 0|F % dlol= ArEXt F9

a

Trident AtESHH MM S0 o|0] Y= 0|zt 20]=2 XHY = UELICE 0|2 S
=52 MY s Kubernetes 2|A ﬁ(PVC)Oﬂ A e &~ JASLICH AFEXL "ol S5

e . =
O|Et AFEXL H2| 2|0]=S MH5ty| floll A= ~F0oM RS S HAY = JASLICEH
dd, 7tMR7| = FHohs = 282 HEEE EELCL

AlZsE7| o
AEXF gl 7ttt 28 0l % 8ll0l= X[&:

1. 28 44, 71427| % Sx| =

2. ontap-nas-economy E2I0|H2| AL Qtree =52 0[S0t 0|5 HIZEEIS WEL|C}

=
3. ontap-san-economy E2}0[H{S] AL LUN 0|0t 0|5 HIESIS UELICEH
Mot Atet

1. AF2 XL Mol 7ts53t 28 0|22 ONTAP 2I3|0|A E20|tH QT SSHEIL|CH
t =X0)

=
=
2. AFRX} HO| JHsBt 2

—

IE2 7|Z 2E0= HEE[X| gf&LICt

AR Fo| T3t 28 0180 £ S5

—

1. 0|2 YBale| REO| L0 2RI WASHH WIS A N0| ATEiLIct J2{Lt YE ofZ2|A|0| Mo|
AnetE 28 0|22 7I= ¥ FAof wat NYELC

2. WOl 240| 0|2 HE2US AFBSIH 25| 0122 XFS 2L ALK WEAHS MK haLich Asts
MEAL 22 HE30) DY 2748 4 ABLIC
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"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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= 22 oAl

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

OllAl 2:
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2. T2l 28 712710 22 BE 0152 W

4. AEZSI0|M RSt 28 0|50| MHE|X| 22 Trident R 7H2
A

"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

-

He At
- 2B INR7Ie B2, 7|1E B0 §X YAlQl 20|20 /U= ZR0TH 2|0|=0| HOoO|EELICE o€ §01:
{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} .

+Z0M FolE 0|F "EEE WELC

o

~ =2 E
o _I_
3. Trident MZ% S AR 8HH| £20|A AMXLS AI83H= AE XIJSHK| gt&LICH

oxte| 2Xt2 £71t0] 1R 28 0|22

5. NAS Economy 2&29| AI2X} X|H 0|20| 64XIE X 1tSt= AL Trident 7|2 HH 1_11 Klof| tj2t 28 O|ES

4

X|FerL/ct CHE 2= ONTAP E210[H 2] 32 £& 0|50| 0|8 MigtS X1otH E8 H4 ’IEHI*W
AlIiSHL|C}H
= = .

| AHO]A ZH0|| NFS 28 37/

Trident AFE0H 7|2 A0 AN EFS g0t StLt 0] &f2 2= L AH O] AA

2R 4 ALY,

dm
0

Tride

=
=

of

en
E2 otHstA 39T £ UELICE O] Kubernetes 7|8t &2 M2 CH21F 242 O|M S NI 3gefLICt.

- HIok2 BES| 9I3t Cerst 430] AN A H|of
* BE Trident NFS 28 Eato|u{e} $| THELICt

* tridentctlO|L} 7|E} H|H[O|E|E Kubernetes 7| S0l CH$t &M gl

Clo|o| a2 & 7H2| Kubernetes HIZJAHO|AO|A NFS 2E2 3R0t= A2 EHELICE

tVolumeReference CR2 AF&35tH oLt 0| 49| Kubernetes WA O] AN A ReadWriteMany(RWX) NFS
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----------------- 4 Primary PV Secondary PV e

"primary" ‘ /" "secondary"
® @ Ol

Trident
namespace
v TVol >

TridentVolumeReference

O [
H

primary/pvci

Slorage = tt-cecemecsecosno-e
Volume

EBALS

R AR HX[HENFS 28 SF

o =Zo mox

=ES SROIEE 22
—
— =

AA HQUAHO|A ALKt

SFE & ABLC

i

PVCE PAgILIC,
A PVCO| TO|E{0f ANASE 4 Y HBHS ROBILICE

the HIYAm o[ 20 CRE HEE 4 U= HBE FO{FLICL

S| AF 22| XM= chad HQUAH 0| A AR KO A| TridentVolumeReference CRE MAE 4 Ql= HetE Ho{ghL|C}.

CHAF LI AH[O| A0 TridentVolumeReferenceS A& %tL|C,

CHAF HQUATO| AL AQKH= AA PVCE & ZX817| 8l TridentVolumeReference CRE MAISHL|C},

o theh HiAm|o[ 201 5t PVCE 2HSLICY.

=2 --d

e HIFATO| AL ARAH= A4 PVCE| HIOIE| £AE AESE| 918l 5H¢l PVCE WHELICt

-

A2 8 CHY HYAH0|A 24
202 HESIR{E HAAT0|A 7t R0 A& LAAHO|A AQR}, SBAE BE|X, 4 IAATHO|A 287}
#olat X7t LRELICH 2t CHADKCH AFB R} ofEo] XIFELIC
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e

1. AA HYAHO|A ARX}f: PVCE MAELICH (pvel ) CHA W AH|O| AL}
H LA O| A0 (namespace2 )& AFESI0| shareToNamespace F4.

oH
ru°J
4>
)
rir
H
Of
mjo
I
2
Of
rir
k>
|>

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident PVe} EHAIE NFS AEZ|X| 252 MAEtL|CT

c HEE FEE FTES AHE5H PVCE o2 HYAH0|A0 3RY & ASLICE o
trident.netapp.io/shareToNamespace:
namespace2,namespace3, namespaced .

() - ci2e Astel RE Aol A0 BRY 4 YALICHL < IS S

trident.netapp.io/shareToNamespace: *

i
muin
=

* PVCS YEI0|E310] 128 E3te 4 YALICE shareToNamespace AMEX| FAS I
4+ QaLic,

2. 2E{AE Z2|X}: CiA HIU AT O|A AQKXI|A| CHAF H|QI AT O] A0 TridentVolumeReference CRS MM &t 4~
Ae Hots B2oist7| QI8 AT RBACT}H QU EX| 2QIsHM Q.

3. CHA HIYAHO|A AQKE: AA HJUAHO|AS FZESHE CHAN AT O] AN TridentVolumeReference CRS
MABLICH pvcl

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4. A HAATHO|A ARK}E: PVC MM (pve2 ) CHA WA AT O|A0|(namespace2 )& AFESI0 shareFromPvC
AA PVCE X|Hot= FAQLICL

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

@ CH& PVCOl 27|= AA PVCEL} XH7L} ZHOotof BHL|Ct.

Z1t

Trident Ct22 A&LICtH shareFrompPve CHA PVCO| =M S 27180 RHA| HZE E|*)\7|' =34 EECE Y
PVE MA8{0) A4 PVE 7121711 24 PV X3 2lAAS ZRELICE. A PVCE PVE HARO2 tielg
Ao EZ LIEFELICE

S7 =28 AA

o HIYATO|ANAM BRE= 252 MHY & JSLICE Trident 24 HJAHO|ANAN SE| CHSE AMAE
M7Hst2 2 &2 S/ot= CHE HIYAH 0| A Ciot HNAE RX|ELICH SES HZ6t= ZE HIYAHO[AT}

MA=Z™ Trident 282 AMM[ELICE

ME tridentctl get ot¢l =2E2 #HeloHHH

E ME83tM[tridentctl REEIEIE HAHSIH ELIC get o7 SEES 71N = BHYULICE XpMTH LIE2 J3E
M| K. /trident-reference/tridentctl.html[t ridentctl HHE & SM].
Usage:

tridentctl get [option]

MK

2 3:

* °-h, --help: S0 gt =2 .
* —-parentOfSubordinate string: 0% 224 SE0| ot #2|E A|otefL|Ct,

* —-subordinateOf string: 282 ot¢l 5O 2|2 H|etetL|C}.
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Mgt Abet

* Trident tHe} LY AT O[ A7 SR Eoﬂ M= A UE + USLILL 3/ 2B HOIEHE M= XS
YX[ot2H T HSO[Lt THE T2 MAE AFED

* AA PVCO|| CHet HMAE HAHSHH F AL &~ IELICt shareToNamespace E£= shareFromNamespace
ZFMO|Lt AX| TridentVolumeReference 3. H2 Hsts FAsl2{H 5t |:>VCE Abw|sHjof &HL|Ct.

* otel 2BMIME A-ME, =X 2 0|2{2 0] 27tsELIC.

|'|0

O B2 2E A5HAl

r2

HIJAHO|A ZH ZF AMA0f THol XEM|S| ROLEHH CHZ

o
02t
i
o]
=
o

* AEISICIHYLHO|A ZH 2F S/ UIYAHO|A ZHEF HMAE THLIENR" .

" HIZE AHSAIR UATV"
HAHO|A HMOM 2F& =H|

Trident AF2SIH 5Lt Kubernetes 22{AE LHS| CIE H[/JAH|O|AOM 7|&E S&OILI =&
ALHARS APR*W M =282 s £ ASL|CE

iz}
P
]

A
e

E52S SHISH| To| 24 3 iy HAIETH SUSE R0 SUT AEE|X| 22HAE 7HK| D U=X] QSN L.

@ HJAHO|A ZH SX|= I:}°01| CHSH A 2F K| R EILICEH ontap-san 2|1 ontap-nas 2E2[X|
EEto|H. 7| M8 SH2E X=X gt&LCt.

R AT AXE =& =H|

il
X

g = AgHCh

J

o EES =H5H7| 28l 22 PVCE gLt

A2A HUAHO|A ARXH= AA PVCE| HIO|E{0 HMAY &~ U= HotES Fo{EL|Ct

9 the HIFAm o[ 20 CRE HEE 4 U= HSE FOFLICL

o= AN

S AHE 22|XH= ci A I-‘||°'*111|0| AR X}HOI|A| TridentVolumeReference CRE MM

ot

+ QUi Atte ROfELIC,

A | AH 0| A0 TridentVolumeReferenceS A A stL|CL,

CHAN HIJATO| AL ARKH= AA PYVCE RZESH| 2I8H TridentVolumeReference CRS A A gtL|Ct

CHAF LI ATO| A0 2/ PVCE PHELICY,

CHA HIJATHO| AL ARKHE AA HIJATO|ANM PVCE EXISH | I8 PVCE ‘HMetL|Ct,
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HotS HESIHHE HIYAHO|A 7H0| EES SHISHH AA HJALO[A ARKE S2{AE 22|Xt CHA
HFADO[A ARKIS| Yt ZX[7F HeetL|Ct 2 THAOCH AFEXE geho| X|1™ & LICE.
CHA|
1. AA HAAHO|A ARXE: PVCE MMEILICH (pvel ) 2A HJAHO]ANM(namespacel ) CHA
HJAmo|Aet SR = A= HetE FHYLICH(namespace?2 )& AHB8I0] cloneToNamespace F4].

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident PVE} EHOIE AER2|X| 228 MABHL|CE

© HBE TEE 222 A3t PVCE 0f2] Wi AT0| A0 2R & YKLICL OIS S
trident.netapp.io/cloneToNamespace:
namespace?2, namespace3, namespaced .

() - cr22 Asclol RE AATolA0 BRY £ YALICHL < KIS S
trident.netapp.io/cloneToNamespace: *

° PVCE YO|O|ESI CIS2 Zaote 4= JUSLICE cloneToNamespace AHEX| FTMS E
2 JAELICE

2. 2E{AE Z2|X}: ciA HLAATHO|A ALK A| CHAF WA O] AN M TridentVolumeReference CRS At
AL
T

Aes Hot2 2ostY| 2ls METH RBACIE UK &I AR (namespace?2 ).

3. CHAM HIJATO|A AR AA HUAAHO|AE £ EsH= CHA YA O] A TridentVolumeReference CR2

MMSHLICH pvel .
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. THA HYATHO|A ARX}E: PVC MM (pve2 ) CHA WA A O| AN (namespace2 )& AHESI0 cloneFromPVC

L= cloneFromSnapshot , 12|11 cloneFromNamespace 24 PVCE X| ™= FAQL|CH

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

Mgt Abet

* ontap-nas-economy E2[0[HHE A5 T 2H|X'HE PVCel 22 7| B & =HE2 K| 2= X| g&LIC

SnapMirror ALE510| 2& S|

Trident Z{dl S /¢t HIO|E =H|E ?I8H of SHAE S| AA EEI O|O - E S2HAEQ
CHA 2§ ZHe| 02 2HA|E X|IELICE  Trident Mirror Relationship(TMR)O|2t11 =
L JAHO|A T} X El AFEXE X|H 2|AA HO[(CRD)E AHESIY LIS RS WY
OlALICY

Al

(PVC) 2t O[3 2tA| 4d

=
=
& 7t 0l= 24 WA
o
=
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* Al=lE Foll =X = 0to a0 § S AH Ztof oS o[ def &4 fl= Tets AR

=M HH =A
AIZfst7] Hof| Tt TH| Z210] EFEU=X] 2Hl5HH L.

ONTAP 22{AH
* * Trident *: ONTAP HHollEZ &2
QUO{OF BfL|Ct.

* 2tO|MA: HIO|E B3 HE S AF3H= ONTAP SnapMirror H|S7| 2t0| MA = AA Sl CHAF ONTAP S2{AF
DE0|M A THE|0oF RELICE EZESICE "ONTAP 2| SnapMirror 2f0[M A 712" XtM|BH LIE2.

OF

t= AA ol CHAF Kubernetes 22{AE| 250 Trident HHA 22.10 0] AHO|

ONTAP 9.10.18E 2 E 2l0|MA = 2] 7|52 gMatst= thY MRl NetApp 2H0|MA MA(NLF)E
M ZELICt &XSICHONTAP Oned| ezl 2to| A" XEM|8H LI 2.

@ SnapMirror H|&S7| 2= 8k X| & EL|C,

mjofE

* 22{2F 5! SVM: ONTAP AE2[X| Wil == T|O{~I|0{oF fL|Ct FHZSIC "S2{AH 5! SVM T[0! JHe"
KiMIEE LHE2.

(D) = ONTAP Z2i2Ef 7t S BHA 0l AFZE SVM 0|50l DREX HolstAL.
* * Trident 3 SVM™: I|OJF & AA SVME Che SHAH S| Trident 0| M ALE R 4 U0{OF BfLICH

X #E[= E2t0[H

K| 2 2LICt. ontap-nas : NFS ontap-san :iSCS| ontap-san: FC ontap-san : NVMe/TCP(Z|2 ONTAP
B 9.15.1 Q)

NetApp Trident CtS Z2t0|H7t X[t AEE|X| 22{AE ALESI0] NetApp SnapMirror 7|&2 E3t 28 X2

@ SnapMirror At2%t 28 SX|= ASA 2 A|AHIOM = XA E[X] &S LICH ASA r2 A|AHI| CHet
MEE C12S AIERSHMR."ASA 2 AEZ|X| A|AHIO| CHSH LOLE A Q" .

712 PVC 2H=7|

Ct2 BHAIE W21 CRD KXE ALESHH 7|2 281 B2 £F 719l 0|8 24| £ 2hEL Tt

EHA|
1. 7|2 Kubernetes 22{AE0|A CHS THAIE &lBHL|CH

a. StorageClass K|S MMSILICL trident .netapp.io/replication: true OH7HEH =
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of

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. 0|Zl0f| A8t StorageClassZ PVCES MAgtL|Ct.

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. X|¥ MEE AF230] MirrorRelationship CRS ZHSLILCE.

of

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident 2&2| R FEet =52 oA H|0|E E3(DP) &EHE 7tM =2 CtZ MirrorRelationship2| &HEN

ZEE MSLich

d. TridentMirrorRelationship CRZ 71X 2tA PVC2| LHE 0|1t SVME ¥ &LICE.
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kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. % Kubernetes 2HAE{0|M LIS THAS AL

a. trident.netapp.io/replication: true O{7HH~E AE30] StorageClassE M etLICt.

o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
trident.netapp.io/replication: true

b. 2XX| % AA HEE A0 MirrorRelationship CRS ZHSLIC.
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

Trident A=l 2tA| M 0|5 (EE= ONTAP 2| 7|2ZhH2 AF25H0] SnapMirror ZHA|1E MMstn
x7|stgt|ct.

C. O|™0j| M3t StorageClassE Ar23t0{ 2 X (SnapMirror CHA) &S St= PVCE MM ELICE

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Trident TridentMirrorRelationship CRDE =215t oliT 2|7t glo™ =
ol

ZMsH= 2R, Trident {22 FlexVol volume errorReIatlonshlpoil Mo
i X|=| =& gLt

S YYstx| ZELIct. 2tA| 7t
Z I o{ 2 El svMmo|

=5 A L
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AMEH= Trident 25t= MEf7F 201X LEAFLICH SXX| TMRS| AlEll= CHS1p Z&LCH
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272

-

Ct.

Ho

k

50|04, 0
E

=
* 22 2Z PVCe= HYI/MT|7t 7ksdta ot

OW

M Oj=f 2A= HEEIX| &Lt

r

r

215



A2lE|X| et FHo ZX| F 2K PVC B2
HZX Kubernetes 22{AE0|A CHS THAIE &BHL|CH

* TridentMirrorRelationship2| spec.state ZEE CSO 2 YH|0|ERILICt promoted .

AzlE o =X & EX PVC B

Al=lEl Fol =x|(oFo]azo]d) B0l Ch2 HAIE +dsto] 2= PVCE SAYLILE

1. 7|2 Kubernetes 2Z{AE{0|M PVCe| ARHAFS THS 1 ARMARO| Y& E W7kX| 7|CHEILICE

2. 7|2 Kubernetes 22 AE{0|A Snapshotinfo CRS M350 LHE MR MEE AHL|CE

o

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. X Kubernetes 22{AE{0|M TridentMirrorRelationship CR2| spec.state ZEE  promoted 2 HH|0| ES}
_spec.promotedSnapshotHandle_& AR &S| internalName2 = H|0|EgfL|Ct.

=

4. B X Kubernetes 22{AE 0| A TridentMirrorRelationship2| AtEli(status.state 2 E)7t SHEU=X| SHQIEHL|CE,

1. HZX Kubernetes 22{AE{ 0| A TridentMirrorRelationship2| spec.remoteVolumeHandle 2 & Z}0|
OO EE| R} =X] ZI5HM 2.

2. HX Kubernetes 22{AE{0|A TridentMirrorRelationship2| spec.mirror 2EE C2O 2 YH|0|EEtL|Ct.

reestablished.
X7} =
Trident 7|2 5! EX SE0[A C}S 2 S XA L|CH
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1%} PVCE MZ2 2%t PVCE SHLICE
7|12 PVC2 EX PVCZL 0|0] Y=X] &QlsHM .
chA|
1. AHE HZX(CHA) 22{AE0|M PersistentVolumeClaim % TridentMirrorRelationship CRDE AHA|EfL|CL.
2. 7|E( 2) 22{AE0| M TridentMirrorRelationship CRDE AH|EHL|CL.
3

5t = ME2 2XHCHAN PVCO| CHEE 7| =(AA) 2 AE0| M2 TridentMirrorRelationship CRDE
L|C}.

F 0

re nx
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* 2X} PVCO| A MirrorRelationship2 AfHMIEFLICE O|ZA| StH SH| 2tA| 7 ZO{ELICE
* = spec.state ZEE  promoted = YUH|0|EEL|LCE,
PVC(O|H0f| Oj2{& &) A

Trident =X|El PVCE &Qlotl =&S AHISH| Tol| SH| 2HAIE siFIgLCt.

TMR AHH|

oj2{&E 2tA12l et TMRE AHH|SHH Trident AfH|E 2t=5t7| Mol LIHX| TMRO| 2 AEfE MeHElL|Ct
ARIE fIo MEHE TMRO| O]0| promoted &EiQ! A< 7|E 0|2 2tA|7} 122 TMRO| M| =1 Trident 2
PVCE ReadWrite 2 £Z3tL|Ct. O] AH|Z ONTAP 2| 22 = Z0f| Ci$t SnapMirror HIEFH|O|E{ 7} A ElL|C}. O]
SE0| LIB0 O ZAOM AREl= 22 M O/ HAE s _MHEE 28 SH AEiE 717 M TMRE
AHEdHjoF gL|Ct.

ONTAP 0| 22212 i 0f2{ 24| HH|0|E

O Az B™E = AMEX LOO|EY = JUSLICE S22 ALY = USLIC state: promoted L=
state: reestablished ++7:|| RH|O|ESH= TEQILICH CHA 222 UHE ReadWrite 2202 2%t [[H
_promotedSnapshotHandle_2 AIE5t0{ 91Xl 2EES S¥Y E& AHAS X|FE = JASLICL

ONTAP O| @I 210l mj O|2{ ZtA| YH|0|E

Trident ONTAP 22{AE0f| 21 HZAE|X| 211 CRDE AL&5I0] SnapMirror (0| EE AT = AUSLICH
TridentActionMirrorUpdate2| CHS O X & Al2 HZESHNIR.
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apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

“status.state TridentActionMirrorUpdate CRD2| &4 EHE Bt SIL|C}. Succeeded, In Progress, == Failed 2t2
718 = JELICEH

CSI EZZEX| A8

Trident Kubernetes 22 AEN| U= 20| EE2 MEHNMOZ MMst HETH 4 QI&L|CT
"CSI EEZX| 7|s".

e
CSI EEZX| 7|5E ME3IH X|F U 7t8H 2 7|He=z EOH Ciot MHAS L 5te| EHYZ Mot
AELICL 25 22HRE S5UN= Kubernetes 22X G 7|8t e ES MY » JEE X|YLCH L E=

oF X Lol of2f 7tEd ol |IXIE +== 1, o] X|Ho| 7**1 XS += °'*L|Ef CHS 79 OF7 =K 9
HIZ =0 chist 28 Z2HMES %OIOMI &t7| 2IsH Trident CSI EEEX|E AFEELICH

CSI EZZX| 7|50 thsh Kuls| 2ot=MR "of7]"
Kubernetes= & 7tX| 17t 28 HIQlY REE HSLICH

* 2t 8t volumeBindingMode 2 M™ Immediate Trident EEZX|E QAISHA| gt 282 MMBILICH 2&
HoIY ot S T2H| X2 PVCTt ‘Y uff M2|gL|Ct 0|2 7|22 LIC volumeBindingMode
EZEX| NS MESIX| b= SHAH ML L 7 SE2 @8cl= ZEQ| AHEY QF Argo| Cist
44 glo] M ELCt.

* 2t 8 volumeBindingMode E MM WaitForFirstConsumer PVCO| i3t 7 = &2 MM gl Hielel2

9|

PVCE A83dts EE7} 0|10 & éﬂ%‘ W7EA] KIFELICH O] A2 EZZX| @7 At
2AEY Mof =AUE SFS= =250 &L

= e R ] cod™

@ J2t=2 WaitForFirstConsumer HIQIY REO= EZEX] 20|S0| ERSIX| &L|CE O] 7|s2
CSIEEZZX| 7|t EEE AIEY £ JUSLICH
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* 2HAHQ LEO|l= EEEX] QA2 ATHSH= 2[0[S0] U0{OF SL|Ch
(topology.kubernetes.io/region 22|1 topology.kubernetes.io/zone ). Trident 7t
EZZXE MY = JULE Trident HXISH7| Foj| 0[2{¢t 20| 20| S2{AE{Q| L E=0f L0{Of BHL|Ct,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/0s":"1linux"

, "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux"

, "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.io/

os":"linux", "node-
role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-c"}]

1E2]: EZ2] 914] ol
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:
- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-b

JSON

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{
"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"
by
{
"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

“supportedTopologies ™ HAIEEH X
(i)  StorageClassOi A M2 2 % 9l 818 JHs3t 3t B2 LIEFLICE SoI= ol KBl X
Hoio| 59| FEHS Bot= StorageClass®] 22 Trident A0 BES MAIEHLITt.

d 2l 89 =55 Mot ol ALSELICE Ol2{st X[Hat HH2
o
|

gl
ES

Holgh 4= UELIC supportedTopologies ME ST OFZHX|QLICE CHS OI|E & Z6HAM|R.
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

0| 0l = region J2|1 zone 22 K& Z2| {|X|E LIEFHLICE topology.kubernetes.io/region
J2|1 topology. kubernetes.io/zone M& 2 HL|HM AFEE £ A=K X|HEILICE

2¢HA|: EEEX|E 2l M5t= StorageClass X2

S2AEO LCof| HZ2E EEZX 0|22 7|HoZ2 EEZX| MEE ESHSIT 2 StorageClass= Mg &
JAELICE 0|2 Edll PVC QK0 L3t T2 HES st= AEZ|X| E1} Trident 0A] Z2H| ML 258 28 4
Ae L& st ol Z2FELICE

LS Gl E=3HAR.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

2/of| M| =&l StorageClass H2|0AM volumeBindingMode 2 MM EL|ICt WaitForFirstConsumer . Of
StorageClassE M El PVC= Podo|A| &ZE wi7tX] 20| £HE|X| 2&LICH 32|10, allowedTopologies
AEY A1} XA 2 HSEL|CE 282 netapp-san-us-east1 StorageClass= PVCE MASLICt san-
backend-us-eastl MHAEE= 9|0 Ho|x[0] USLICE

3CHA: PVC 2HE7| 8l At
StorageClassE “d45t11 BHAlE0f| (UM E = O|X| PVCE MMe & AUSLICH

OlE EMR spec OF2H0|:

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

O LI AEE AtE3I0] PVCE HEsHH Lt3at 22 Zap7h Lot
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident 282 45t 0|Z PVCO| HZ3t2{H ZE0|M PVCE AHE3HMIR. CHE O|E HZ5HM K.
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apiVersion: vl
kind: Pod

metadata:

name: app-pod-1

spec:

0| podSpec2 Kubernetestll ®1x{f ZX{5t= = E0| A PodE 0|2t = X|A|BILICt us-east1 X< 3 e X[

ol
M —

=)
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affinity:
nodeAffinity:

requiredDuringSchedulingIgnoredDuringExecution:

nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl

preferredDuringSchedulingIgnoredDuringExecution:

- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

HE LE S0|M MEHSIMA|R. us-eastl-a EE us-east1-b 74,

£ S =S K.



kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

A= E HH|0|ESIH X LICE supportedTopologies

7|E HAEE AO|O|ESHY LI 552 Eghe & USLICH supportedTopologies AHE & tridentctl
=

backend update . O|= 0|0] Z2H|XHE SF0= &S 0|X[X| EoH, 2% PVCO|TH AL EL|CH

O B2 §EE JOoIEANR
* "UHO|A 2| 22

. uiE A|_-|EﬁH7|"

A T
AT 2E(PV)2| Kubemetes 28 ALAS Aol 280| SH AN 2A2S BIS 4
IELICE. Trident AHS3101 M| BEO| AUAS BHSIT, Trident 2/=0IA| 44
ARARS JPHQT, J|E AAOIA M 2ES YD, AUAN 28 CHIOES 278 4
OIAL||:|-

PN —] -

He

=5 AHA2 CHE0| A X &L C ontap-nas, ontap-nas-flexgroup, ontap-san, ontap-san-
economy , solidfire-san, gcp-cvs, azure-netapp-files, =1 google-cloud-netapp-

volumes MK}

AlZst7] Hof|
AHARS AL2SIHE Q| AMHAF HEZ2{Q} AL} MOl 2|AA MO|(CRD)7F ZREL|CE 0|= Kubernetes
LA AE|O|E(0fl: Kubeadm, GKE, OpenShift)2| 2l IL|C}.

Kubernetes B ZZH0l| AHAF ZHAEZE2] 8! CRD7} ZHE[0] UX| i2 FR LSS EXSMR.25 2HMF HEED
HHZE |
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LHEHE] SHZ ATHA HE E{S AFREILICH
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= L
25 At Y

THA|
1. MMSICH volumeSnapshotClass XHMI3H LHE2 LIS S HESHMQ."EE A SefAr.
° 9k driver Trident CSI E2}0|H{Z 7f2|ZIC}.

° deletionPolicy & # QUCt "Delete = Retain. B Al Retain, 2EZ|X| E2B{AEQ 7|&
=S| N AHA2 CH21 22 R0 RX[ELICH volumeSnapshot 2|7} AK| £ &LIC.

o

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: csi-snapclass
driver: csi.trident.netapp.io

deletionPolicy: Delete

2. 7|1Z pvce| AdsEE gLt
Ofl Al
° 0] Gi[|oll M= 7|Z PVCo AHAES BESLILCE

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

° O] oMol M= PVCO| CHSE E2& ARAF K E WESLICH pyvcl J2|10 A
HAHELICH pvcl-snap . VqumeSn apshot2 PVC2t FASHH CHSdf HEHE LT
VolumeSnapshotContent AKX AHAFS LIEILH= ZHA[RILIC,
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

-

ICt volumeSnapshotContent ~0ll Cigt Z4K| pvcl-snap VolumeSnapshotS
Snapshot Content Name O A4S K|S 3= VolumeSnapshotContent
= Ready To Use Of7fHL= ARMARS AFESI0] {22 PVCE MM £+ UAZS2

I8 nx ol

0% >

o MmNk rio
rEnw

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

=5 AHAN PVC MY
A8 £ JUELICH dataSource VolumeSnapshotO|2H= 0| 2E AR50 PVCE MM6t2{H <pve-name>
HO|E{Ql ZMZAM. PVCE THE 20|l X0 224610 CHE PVCe} OHILX| 2 AR %* U}ELICE.
@ PVCE 2A S5t S woll=of| MM EIL|ICH HERSICH'KB: Trident PVC A AR PVCE
| )

CtS OfIMIol M= CHS 2 AF2SHH PVCE MMBILICH pvcl-snap HIO|E| 2AZ,

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ZF 2HN 7N 27|

Trident CHS2 K| BLICtH "Kubernetes A T2 H| XS AYAF T2 N A" S2HAE ZE2|X7LCHSS MHE £
UEE PILICE volumeSnapshotContent Trident 2|2 0|A MM El K| 5! 7127 AHAE

AlZfota] FHof
Trident AR R 2FS ME5H7LE 7hX 2f0F L T},
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1. 22{AF 22|Xt: 84 volumeSnapshotContent YHAIE AHARS XtxSH= JHA|QILICEH O|ZA| SFH Trident
M AHAF Y IEZTF A ZHEILICE

o HHAIE ARHARO| O|E 2 X|HGHMR. annotations ~H&
trident.netapp.io/internalSnapshotName: <"backend-snapshot-name"> .
o X|HSICt <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> ~0

snapshotHandle . O| A2 Q&8 AMAE T} Trident Of K|S 6t ST MEQLICH ListSnapshots
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. 22{AH 22|Xt: MM volumeSnapshot EX8t= CR VolumeSnapshotContent &4, 0|Zd2 A0 CHet
HMAE QHETILICL volumeSnapshot FHZ LH|AAHO| AN A,

ol
CHE Ofldlof| M= CH2 2 MABLICH volumeSnapshot CRO| BHE import-snap &ZESt
VolumeSnapshotContent HHE import-snap-content .

rir

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. LHE AM2|(2g 2e gl3): /F AHAEE=E M2 MHE AS QAMBILICE volumeSnapshotContent J2|1
HAEILIC ListSnapshots 2L} Trident LS MM ELICH TridentSnapshot .

o QI AHMLE = OS2 AETLICE volumeSnapshotContent M| readyToUse 2|10
VolumeSnapshot OlAl true .

° Trident E0}2LC} readyToUse=true .

4. DE MEX: BHE7| persistentVolumeClaim ME2 S &X58H7| I8 volumeSnapshot , H7|A
olumeSnapshot O|S.

TS
lo
<

spec.dataSource (£ spec.dataSourceRef ) 0|52
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o
LIS OIAo| M= Che 2 & X5H= PVCE MM LI volumeSnapshot BEE import-snap.

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ARHAES AL 2& CIOolE 57

AHACEIEZE 72X CR SAM U0 28 Z2H|N'J9l At 22ty S O0I5HA| ”LLt ontap-nas 2[4
ol

|5
ontap-nas-economy 2MXAt, M3} | snapshot 2AHAFA ZIF HIO|HE S7E & = CIAEZ[QIL|CH

ML

& 294 53 ONTAP CLIZE AHE0t0] 282 O ARk 7|52 E= SRFLIC

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

ARAL SAES BOI5HH 7| E B8 T4I0| HOJMOIZILICH AMAF EARE0| MA4E F 28 Blo|E|
e WY Ale AMELT

AHAROM ®Xt2| 28 S8

Trident CHS2 AHE6I0] AHAFOA WIED Hotot 28 SRS MSYLICH TridentActionSnapshotRestore
(TASR) CR. O] CR2 &= Kubernetes Q= Zt5stH 2H0| t=2El 20l|l= |XI=|X| g¥&LICH

Trident AHAF 242 X[2BILICE ontap-san , ontap-san-economy , ontap-nas , ontap-nas-
flexgroup, az re—netapp—files,gcp—cvs,google—cloud—netapp—volumes,:lﬂilsolidfire—

san 2H™X}

AlZtst7| o
HIIF &l PVCeL ALE 7tstt 28 A H 40| L0{OF gLt

* PVC HE7t BIQIG =R =X] 2 RISHMIR.
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kubectl get pvc

* EF 2HNE MEE EH|7 EJER

_]l0}

OISIM|R.

kubectl get vs

A

1. TASR CRE 44 gfLICt o] oi|x[oi M= PVCO CHet CRE MMELICE pvel X EE Ak

@ TASR CRE PVC %! VS7} Q= W2l AT|0|A0]| QL0{OF BH|L}.

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl

kind: TridentActionSnapshotRestore

metadata:
name: trident-snap
namespace: trident
spec:
pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. Aol N 225

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

22
Trident 2440l A Cl|O|E{E SRIBLICH AHM S/ o

kubectl get tasr -o yaml

=5t ™ CRS HEgLICE 0] oflx|l= 240 SRELICE pyel .

pvcl-snapshot.
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* QRE22] 2, Trident HIf A| AtS 2 ZYUS CHA| A|=5HX| GSSLICH ZHHS CHA| =l of

@ gL,
« 22| Xt MM A HBt0| §l= Kubernetes AHEXH= OHE2[H|0|M | ADO| AN TASR CR2

AG5E7| 2ol ZE|Xt2RE HEHS FOROLOF S = JAFLICH

0

T 2ES MHSIHH oY Trident 2&0| "AH| & HE{"Z HOO|EELICH 28 2H4S
AFH[E

Kubernetes Bl ZEH0i| AHAF ZHAE Z2{9F CRDZF ZotE|0] K| (O™ Ch5up 20| HiZZeh 4= JAEL|CE

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam

1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

Ha% AS ¥

=

= HA T
g3 2&(PV)Q Ku bernetes
ARHAE MMSH= 7|s JHI-‘-E.
SAHE S LIEFRILICE.

snapshot-controller.yaml J12(11

g 08 A
L|C}. O %

AF NetApp Trident 0{2{ &

= =
=15

ZM2 deploy/kubernetes/snapshot-controller/rbac-

AHIO|E namespace HLAH O] A0

AhAre ST A|F0] M4

VolumeGroupSnapshot2 H|E} API7} L& El Kubernetes2| HIEH 7| S RILICE.

VolumeGroupSnapshot0i| 23t X|2A HH2 Kubernetes 1.322L|C}

S(28 WA 18)0)
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=5 15 AYA2 O30 20| X[} ELICH ontap-san EEI0|HE= iSCSI Z2EZ0]|Tt M EE|H, O}l Fibre
Channel(FCP)O|L} NVMe/TCPOM &= XA E|X| t&SLICH A|ZSH7| Hof|

* Kubernetes HZ10| K8s 1.32 O| AQIX| QIS 2.

* AHAS AESIHH 28 AHM HEERQ AFEXL HO| 2|AA HO|(CRD)ZH ERELICE 0]= Kubernetes

LA AEZ|O|E(Cll: Kubeadm, GKE, OpenShift)2| 2l IL|C}.

Kubernetes Hi L IH0]| 2|2 ALHAF ZAEE2] B! CRD7F ESE|0] QX Q2 AR LSS HXSIMR. 28 A
ZHIEE2] H{IL .

@ GKE &Z0|M F2d 28 15 AHANE YHdte 22 AHM HEEDE WHSHK| 0N K.
GKEE= UEE SAHZI AL ZHEESE AFSELICH
 AHAFAHEER YAMLOIA CHE 2 MY ELICE cSIVolumeGroupSnapshot 28 I8 AHA| 2H3tE L E
7|5 HO|EE 'true’= *E*’S?JLIEL
c 28 08 AHMES MM Ho| 2Rt =28 08 AHM SHAE HMSNR.
* VolumeGroupSnapshot2 MAstz{H B E PVC/EE0| S8t SVMO| UEX| SQISHA|R.

EHA|

* VolumeGroupSnapshot2 4A43t7| F0f| VolumeGroupSnapshotClassS MAstMQ. XtA|SH LIE2 LIS

MR ZE 18 Adis 2eA

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:
name: csi-group-snap-class
annotations:
kubernetes.io/description: "Trident group snapshot class"
driver: csi.trident.netapp.io

deletionPolicy: Delete

* 7|1E ME SUAE ArE5H0 ot 2tH0| = PVCE 2HE71LL, ol2{et 2t S J|ZE PVCOH| F=7tgtLCt.

rr

CHS WAMIIM = CHS 2 AFRSH0 PVCE MMEILICH pvcl-group-snap HIO|Ef &A Sl 20|22
consistentGroupSnapshot: groupA .27 AP0 L2} 2{|0|2 7|2t gt2 ™o|etL|Ct.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl-group-snap

labels:

consistentGroupSnapshot:

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
100Mi

storageClassName:

storage:
scl-1

Cp==Xe]|
o

=
NES

Dﬂ] rot

Ol MM = =& 25 L-IME dd

apiVersion:
kind: VolumeGroupSnapshot
metadata:

"Vgslll

trident

name:
namespace:

spec:

volumeGroupSnapshotClassName:

source:
selector:
matchLabels:

consistentGroupSnapshot:

t 2|0| 22 VolumeGroupSnapshotS ¢

groupA

groupsnapshot.storage.k8s.io/vlbetal

csi-group-snap-class

groupA

IS L|CH(consistentGroupSnapshot :

groupA ) PVCO|

dg AHAE AE5I0 2& H|0|E 57
22 OF AuAe URZ YN N AUAS AIZSI0 Y 97 252 2UY 4 ALICL 28 18 AWss
Ehel2 =g 4 glaLc,
=8 AU =8 ONTAP CLIE A%t 282 0T A-M0l| 7|2 & HEiZ SR Ct
clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

() Lus=ies=useo
HBE W AR AAEL

ddEl = =& HIO[E 0
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AHSEOM ®AtE| 28 =3

Trident CFS2 AMESHO] A AF0AM 2D Mot 28 SR M3 YLICH TridentActionSnapshotRestore
(TASR) CR. O| CR2 2= Kubernetes 22 = ZF5HH 0| 22 & 20|= | X|=X| Q&LICH

XiMet LIZ2 T2 2 EXStMa. "A AN MA2] 28 =21

* J29| I AHAFO| Ol VolumeGroupSnapshots TS AMH|E 4= AU&LIC

o AHARO| Q= S0t PersistentVolumeO| AHH|E|™H Trident S 2 &2 "AMK| & AEHZ FStStLICH 282
OFMSHA| MAHSH7| Fof| AHAFS K| 7{sHOF St L EIL|C.

* OE3E AMHARZ AFESI0] EXE2S THE O IS MAlsl = 22 SN2 2 10| A|ZtE|1 28|
et= = W7t 22 MNE 4 iELICE.

Kubernetes i 0| AHAF ZIE E2{9F CRD7F =0 AUX| QEQ M CHZat 20| BIE S &+~ UELICE

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io0 volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

236



kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ 2ot 32 €HFAM R deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml 12|10 YHO|E namespace HAH 0| A0
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