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ol EX|o] AR LS S22 Trident 2X|0f| 270t ZIE[0|A 0|0|X|2| HZQILICE FHE A8 tridentctl

o
images 2R HH|O|H O|0|X] S22 =elgtL|Ct,
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Trident 25.100f| Z 2t Z1E{|0|L4 O|O|X|

Kubernetes HZx ZiE[0|H o|O|X|

v1.27.0, v1.28.0, v1.29.0, v1.30.0, v1.31.0, v1.32.0, .
v1.33.0, v1.34.0

docker.io/netapp/trident:25.10.0
docker.io/netapp/trident-autosupport:25.10
registry.k8s.io/sig-storage/csi-provisioner:v5.3.0
registry.k8s.io/sig-storage/csi-attacher:v4.10.0
registry.k8s.io/sig-storage/csi-resizer:v1.14.0
registry.k8s.io/sig-storage/csi-snapshotter:v8.3.0

registry.k8s.io/sig-storage/csi-node-driver-
registrar:v2.15.0

docker.io/netapp/trident-operator:25.10.0 (214
Aret)
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NFS =

"NFS E2 EX2L|CHEFES S AHE6H= 8% ontap-nas , ontap-nas-economy , ontap-nas-flexgroup,

L= azure-netapp-files .

iSCSI &

"iSCSI =71E AX| gL Ll LSS AH8dH= 2 ontap-san, ontap-san-economy, solidfire-san.

NVMe =

"NVMe E EX|ELICH 2 AH8St= B2 ontap-san NVMe/TCP(Nonvolatile Memory Express) ZEEZ
&t NVMe(Nonvolatile Memory Express)

o

@ NetApp= NVMe/TCPOf| ONTAP 9.12 O| A2 HMZ&etL|Ct,
SCSl over FC =+

XtMISt LH22 & 1link:https://docs.netapp.com/us-en/ontap/san-
config/configure-fc-nvme-hosts-ha-pairs-reference.html ["FC % AMP, FC-NVMe
SAN TAEZE JMSt= dHvipc Y FC-NVMe SAN BAE FMO| CHSHEZESHMAIR.

"FC 2 EX|ZLICH sanType fcp(SCSI over FC)2 AL26t= 2 ontap-san
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

YHME MH|AS HERILCE

Trident= Trident '== CRQ| 2t L. =0f| CH3H E4SHEl MH[AS AlERIL|CEH HME MH|AS He{H LSS
AI‘6‘H'c'>'l‘|__| |:|.
=2od -

tridentctl get node -o wide -n <Trident namespace>

2 MH S| BHES A3 NFS S5 HXIYLICH £ S0 NFS MH|ATF A[ZE[Q=X| 2teletL|Ct.

RHEL 8+

sudo yum install -y nfs-utils

HE
T
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sudo apt-get install -y nfs-common
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HE S0, 2E2[X| IEEE{0M CHAP 22 E 3 ._1*|9| HER20M HZ0| ZOX[H 0|2
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TS AIFBILIC
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LUN IDOI| gt SCSI MAMS A|ZFetL|Ct.
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ALt
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IDO|| CHS SCSI AAM S A|ZFSiL|Ct

iSCSI =75 MX|gtL|Ct
2 MNel HHS AF2SIH iSCSI =S MK|EL|Ct.

AlZtst7| o

* Kubernetes 22{AE2| 2t LE0|l= 173 IQNO| {JL0{OF SrL|C}, *

0|2 Ea= T =AYULICE*.

—

* RHCOS H{# 4.5 0|4 EE= 7|Ef RHEL 22 Linux BHEZE ALE3t= B2 & XML solidfire-san
E2}o[H 5! Element OS 12.5 O[T H{T0l| A= CHAP @15 22| Z0| oA MD5Z EF (0] JA=X| =HQletL|Ct
/etc/iscsi/iscsid.conf. HOFIPS @8 CHAP €112|F SHA1, SHA-256 % SHA3-2562 Element

12,7011 A E 4= UAELICH

sudo sed -i 's/"\(node.session.auth.chap algs\).*/\1 = MD5/'

/etc/iscsi/iscsid.conf

* iSCSI PVSe} €71l RHEL/Red Hat Enterprise Linux CoreOS(RHCOS)E Aldist= XXt L EE AMRSH=

A< StorageClassOll Al mountZ M2 X85t discard Q2 S7F MEE
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RHEL 8+

1. CHg Al2H 17| XIS EX[etCt.

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils HZ0| 6.2.0.874-2.el7 O|AfQIX| &tQIEtL|C},
rpm —-gq iscsi-initiator-utils
3. AME £ZO0F MHETILCE

sudo sed -1

's/”™\ (node.session.scan\) .*/\1

manual/"'
/etc/iscsi/iscsid.conf

4. O 32 9%

sudo mpathconf --enable --with multipathd y --find multipaths n

@ /etc/multipath.conf Ol2lf LHEE ‘defaults ESHOF find multipaths no
'6'|‘|__||:|-
[=] .

9. iscsid?t multipathd 7t A3 SQIX| =HolgtL|Ct.

sudo systemctl enable --now iscsid multipathd

6. "iSCSI" &3} 9l A|Z:

= .

sudo systemctl enable --now iscsi

odHE
T T
1. Ot AlAH TH7|X| S EX[ehCt.

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

open-iscsi H{T 0] 2.0.874-5ubuntu2.10 O| & (bionic) EE= 2.0.874-7.1uubuttu6.1 0| & (focal)! K|
grolgtL|Ct.



dpkg -1 open-iscsi

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. Ct= 22 MF:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

feoX=)

(D /etc/multipath.conf Ol2 LHEE ‘defaults EOHOF find multipaths no
2=

5. 'open-iscsi'?t 'multirpath-tools’ 7t 2&%tE|0f MHE|1D JU=X| SHQlptL|Ct.

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

Ubuntu 18.042] Z< iSCSI | 20| A|&E[=Z "open-iscsi"E A|Z{St7| HOf| iscsiadm"O|
@ A= A ZEE 7“HoHOF SfLICE = iSCSI MH[AE £H510] iscsidE XIS 2 Al

& s

iISCSI AtE 57 & 7YoL AESHA| == AFELILt
CtZ Trident iISCSI AtS =7 23S 78510 e MuS 8 = ASLICL

* iscsi A5 271 2tA: iSCSI At5 Bt S EL = HIEE
ZXE MAYSHALE O Xt A™EEE S 4 JEL|CL

= =2 o

ISCSI AHS 71 71218 002 MBI ISCSI AHE 277} 2HH3| SAELICE iSCSI {5 278
() uizusils 2o Asetnl 2L ISCSI RS 29vt o8l 2 AHS5HR eliLt e
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* *iSCSI AFS 27 Cf7] AlZh*: HIEA MMOIA 2I0FRSHD CHA| 21912 AIZ87] HO| iSCSI XS 272 o]
AIZHS ZMBILICKT|22L 7). A7 £X| 22 HOZ SHoIEl NMo| 202E|7| FHofl of 22 th7|eoF 5t
CHA 29151241 AIE617{LE B H2 40| 15 AHB0t0] O|Ho| 210t SIES 4T 4 UaLiC,

us

iSCSI Xt S+ 482 P+ 6L HESHH E MEYLICH iscsiSelfHealingInterval 9
iscsiSelfHealingWaitTime Helm AX| EE= Helm IH|0|E & Of7HH %,

CHE ool M= iSCSI Ats =7 ZHA S 3222 AHot Xts =7 th7| AlZtE 6222 dF YL
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

tridentctl 2 MEiStLICt

iSCSI Ats S dHS FMHSIAHLL HASHZH & MYSLICt iscsi-self-healing-interval %
1scs,l—self—heallng—wait—tlme tridentctl AX| EE= C|O|E F O{7H HE-RALICE

CHZ ool M= iSCSI AHS 27 2t S 3222 HFst s £ 7] AlZtS 6222 EFelL|C).

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP =&
2 MM e HHS ARSI NVMe E2 MX[EHLILCE,
* NVMeOl= RHEL 9 O|&t0| ZQ3tL|Ct,

(D * Kubernetes '==9| {8 HT0| L{E Q2HE[ULE NVMe THF XIS H'E HEOIM ALEE =~ Q=
B2 =59 7E HT S NVMe I7|X[E AHESHO 7{E H{T S YH|O|E3HOF & 4= ASLICE
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RHEL 9 £ & ZX8HIAIQ

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

(¢}

MK = HHS ARSI Kubernetes 22{AE Q| 2t .. E0f| 1 R3F NQNO| =X| EelgtL|C},

r

cat /etc/nvme/hostngn

"I ctrl device tmo NVMe?t Ci2E 3% Z2E EI|5HX| =E

@ Trident= 0| 2t X} _
rL|Ct O] MY S HASHK| OHYA|2.

FC =&= S¢ SCSlI

O|H| Tridentt &7H| ItO[H XHI(FC) TREZS ALRSL0] ONTAP A|AEIO|M AEZ|X| 2|AAS T2H|HHSID

el = JASLICE

e ad ea

FCO| 2ot HERI Sl = 4S8 FASLIC
HEQZ MF

1. CHet QIE{HO]AS] WWPNE JHMZLICH XiMISH LIB2 S "HIER 2 QIE{H|0[ AT} HAIELCH HESHYAIL.

2. O|L|A|O|[O|E{(ZAE)Q| QIE{H|O]| A0 CHEF WWPNS 7HM SL|Ct,

MY 2 AE 2F MA FEHE|E|IS HESHIAL.

XiM[et LIE 2 CI2 ONTAP HHME EZXSHIAIR.
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RHEL 8+
1. Chg A28 TH7|XIE EX[gLCt.

sudo yum install -y lsscsi device-mapper-multipath
2. O[5 22 4%

sudo mpathconf --enable --with multipathd y --find multipaths n

@ /etc/multipath.conf Ol2f LIS ‘defaults EEOHOF find multipaths no
SHL|C}
= .

3. 7t multipathd &% FQIX| ZQIgtL|Ct,

sudo systemctl enable --now multipathd

oOHE
T T

1. Ch2 AAH {7 |X| & HXILICE
sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. OtE 2= 4%:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

/etc/multipath.conf Ol2lff LHEE ‘defaults E&SHOF find multipaths no
'6'|‘|__|E|—
= .

©

3. 7t & MSHE|0] QT Ml FOIX| multipath-tools ZQIEHLICE.

sudo systemctl status multipath-tools
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CI22 AI25I0{ SMB 282 &2

=z
Rl
oC
g
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if}g

LICt. ontap-nas XA
ONTAP 2I2||0|A S2{AEE ?It SMB 282 MMstz{™ SVYMO|A NFS 8! SMB/CIFS

@ DZEEE 25 FH0F ontap-nas-economy &LICE O] & T2EE F SILIE 7 MoHX| $OH
SMB 2& 4Adoj| AlofgL|Ct.

(i)  autoExportrolicy SMB EE0lE 7} KIEIX| &LIC

AlZtst7| o
SMB 22 ZZH|X'Jst2H HA C}Z 2&=50| L0{0F gLCt.

L E7} 9= Kubernetes 22{ A

* Active Directory AtZ ZHO0| Z&HEl Trident 27t StLL 0| A QELICH H|Y MMSL7| smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Windows MH|AZ FME CSI ZEA|. & THELICH csi-proxy’ & HZESHIAIR "GitHub:CSI ZEA|" EEE=
"GitHub: Windows& CSI ZZA[" Windows0l|A] A %[= Kubernetes ' E2| 22

A

1. 2Io2)|0|A ONTAPS| ZR MEIXOZ SMB 2RE MM8tALt Tridentt| A 2RE MME 4 UASLICE
@ ONTAPE Amazon FSxOl= SMB 297} Ze$h |},

Ch2 & 7HK 2 3 stLtz SMB 22Xt SRE MdE &= AFLICH "Microsoft 22| 2&" S| BH AHQ E=
Al

ocoo=2
ONTAP CLI A2 ONTAP CLIE AI23l0] SMB 292

a. st Z2 R0 et CIMEL| 22 A E YdgL|ch
£ 22I8L|Ct vserver cifs share create B2 ZRE MMHS= SO -path M| X ™= HZE
stolgtL|Ct X|Hot 227t Qo™ HHE0| AmjgtL|ct.

b. X|™=l sSvMzt HZAZl SMB £ MMetL|Ct.

OH

o
T

vserver cifs share create -vserver vserver name —-share—-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
c. BRIt YHEIREX| FolgtLct.
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vserver cifs share show -share-name share name
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FXSHAMAIR "SMB 292 MMt ARSIAAIL.

©

o>t
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2. WAlEE MMt o SMB 282 XISt Ch22 748liofF SLICH 2= ONTAP Holl= 14 S Mo chst

o=
KM LI 2 XS A "ONTAP 4 M 9l of|H[2 FSX".

OH7H 4 29 o

smbShare Microsoft 2t2| 2& EE= ONTAP CLIE AME25H0 smb-share
MME SMB 312| 0|&, Trident0|AX] SMB SR &
MMESh Q= 0|8, =2E0 st YutHel 31
HNAE HX|SH7| /sl Of7 HLE HIY = =
UELICE o] o7 Ha= AL ONTAPL| Z 2 MEH
AttLICE. O] Of7HEH~= ONTAP B2l =0 EHé‘J
OfOFE FSxO| 2R5HH H|9= & §i&LICH

nasType * 2 2 MH|OF SL|C} smb. * null®l AR 7|22 2 smb
MH™EILICE nfs.

MERM AEMY'S ME2 SEO0| CHot Eot AEHY * E 2 MG OF YLICH ntfs EEE mixed SMB
HZSHIA R ntfs E= mixed SMB EE8.* =52
sL I DEE MEfSiL|CH SMB 250 CHoh M= * E H|¥ "

FOfOF BfL|Ct. *

1 -

HHll = 1A

HHOIl = = Trident@t AEE|X| A|AH! ZEO| ZHAH|E ™ O|BtL|Ct. Tridents dli2 AE2|X| A|AEIT}
EMSH= Y Trident7t AEE|X| A|AHIGM E52 T2H|X St WS L FL|C.

Tridente AE2|X| 22HA0 HOEl Q7 AF0f| %= W A0 AER[X| E22 XAS2E MSYLICHL AER[X]
A AEIOf CHot SHAIE £ 4 5H= 20l CHo ot=ELCt.
* "Azure NetApp Files HiAIEE 4 EHL|C}H"
* "Google Cloud NetApp 25 HAIEE P2 MHELICH"
* "NetApp HCI = SolidFire B =5 M stL|Ch
* "ONTAP EE= Cloud Volumes ONTAP NAS E2I0|HE ALE3t0] HAlEE
* "ONTAP = Cloud Volumes ONTAP SAN E20|HE AM25t0] HHAIES
* "TridentS Amazon FSx for NetApp ONTAPS2} 7| AL EA A"

Azure NetApp Files
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Azure NetApp Files H{AI=EE 13t |Ct

Azure NetApp FilesE Trident2| HAI=E 2 e &~ QUELICH Azure NetApp Files BHAIE

A2 NFS B! SMB =282 &g £ Q&LICE EBH Trident2 Azure Kubernetes
Services(AKS) 22 AE{0f| il 2t2|=|= IDE AFRSI0 XHE SE 22| K| EHL|Ct,

Azure NetApp Files E210[H ME M QIL|C}
Trident2 22{AEQt S4Y £ JUEF CIS0 242 Azure NetApp Files 2AE2|X| E2I0|HE MISELICH X5

HMA 2E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx),
ReadWriteOncePod(RWOP)!L|C}.

EEto|H D2EZ =28 EE ANA DETJX|YELICH  X|El= I A|AH
'Azure-NetApp-IH!' NFS E otd A|AEI RWO, ROX, rwx, RWOP  nfs, smb
EXSIAAIL
27|
ks PN el

* Azure NetApp Files AH|A = 50GIBEL} 22 E&2 XI2sHX| 2ELICL O &2 E52 Q¥sts 42
TridentO|l M| Xt 2 2 50GiB %%2 A MSHL|CH

* Trident= Windows = E0f|A{2F A3E|= Pod0f| OFREZl SMB 252 X[ EHLC}.
AKS?2| 22| == IDRL|CH

Tridente= "22| == IDRIL|CH"Azure Kubernetes AH|A 22{AEE X|AEtL|Ct 22| E[= IDAIM X3St
A 3 22| E 2E25t2{H LSS s3of{of Lt

* AKSE A5t 7132l Kubernetes 22{ A
* AKS Kubernetes 22{AE0| 2 M= 22| [= IDYILICH

* X|™g razure” 7t LEHEl Trident7t AX|E|A}SLICH cloudProvider
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https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

Trident 2 X}

Trident HLXIE AHESI0] TridentE BXIS5H{™H tridentorchestrator cr.yaml &
cloudProvider 2 "Azure" 8™ YL|CL 0§ =M CI32 Z&LICH

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

of

Ml

=
CHE ool M= 2t HEE AL SH0] Trident &S AzureZ scp AX|®LICE cloudProvider.

helm install trident trident-operator-100.2506.0.tgz --create

-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

Ct2 o|of| M= TridentE AX[St10 EcIE E Azure BHEELIC cloudProvider.

tridentctl install --cloud-provider="Azure" -n trident

AKSE 22t2E ID

222 IDE AFE5HH Kubernetes PodO|A EA|X Azure X1 SHE NI 2SHX|
Azure 2|AA0f| AMAT 2~ USLICH
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Hu
ro
]|
Of
2

AzureOf| M 22tRE IDE E80t3H LIS0| 2RELIC.

* AKSE AH236t0] 715 Kubernetes 22 AE
* AKS Kubernetes 2 A0 2 E I ZE ID U oide-HZXHLICE

=

* "azure" YIRZE 1DE K|St “cloudIdentity X|IHSH= 7 ZEHEl TridentZt AX|E| A& LICH
cloudProvider
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Trident 2 X}

Trident HLXIE AHESI0] TridentE BXIS5H{™H tridentorchestrator cr.yaml &
cloudProvider 2 "Azure" AHESII E E cloudIdentity

azure.workload.identity/client-id: XXXXXXXKX—XKXXK-XXXKX—XKXXXK=XXXKXXKXXKXX
AL

of

i

=3 LSt 25U

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-
XXXX—-XXXX-XXXXXXXXXxx' # Edit

o

U
ojo o
riot

il

e

i

AFE3I0] * 22tRE SZXHCP) * & * 22t E ID(CI) * 2219 ¢S -t

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXRXXXXXX""
CtS Oflof| M= TridentE AX[St12 cloudProvider & HEE ARSI AzureZ scp AHStD eHE

HaE A6 $cI E cloudIdentity EETLICE,

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code>tridentcti</code>

Lt 2t8 HaE AS0H0 * 22t SgAt 8 * 22t ID * S22 gt LIt

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

CHS olof[A = TridentE AX[6t1 Z23E scp, % cloud-identity 2 BEYLICE cloud-
provider. $CI



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Azure NetApp Files HAIEE Mg FH|E SHLICtH
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NFS 5! SMB =E2| AtH Q7 AFE

Azure NetApp FilesE X & AFESI7LE M I X[0| M ALESH= B Azure NetApp FilesE AH3I1 NFS =
MMSHH I 71X X7| 20| HRELICEH S HESHMAIR "Azure: Azure NetApp FilesE A& NFS

=
Aot

M o
o jo
fjo

I

£ FMst0 AP BILICH "Azure NetApp Files" BiQll= | CH20| H$tL|Ct,

subscriptionID, tenantID, clientID, location, % clientSecret AKS
@ S AEHOAM 22|E|= IDE ALESt= 3 ME] AP ULt

* tenantID, clientID, ¥ clientSecret AKS S AEN A SEIRE IDE AMEY U= MEH
APL|CE

» 22F ZQIL|Ct. 2 A Z A "Microsoft: Azure NetApp FilesOl| Ciist 22F £ MM THL|C}".
* Azure NetApp FilesOf| & MBI S BERSHYAIL "Microsoft: Azure NetApp Files0O| MEUIS 2| IgfL|CH.
* Azure NetApp Files7} Z83}El Azure 52| 'SubscriptionID’ LI CL.

* tenantID, clientID, ¥ clientSecret Of|A "¢ S=" Azure NetApp Files AMH|AQ| CHTt Z 20 #E
U= Azure Active DirectoryOf| Al f SE0i|A= CtS & StLIE AHESH{OF 2HL|Ct.

° AR EEs IR SYALICH Azure| A AHE FHol",

° a"AF2XLX[H AV HEr s 22| (‘assignableScopes’ E 2 ) Tridentof] 22
I-R ;I__]ol_l-ol OIAL_IEI- Al—RII- Il ~ O=|'6'|'% o= o"Azure EE-IO Al-_Q_‘é‘l.O:{ O:IOEI-% '6'H:I-'c':'|'|_||:|-"

1= [y —
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* AzureE MEHSIL|Ct 1ocation StLt O| 4| &=0| ZLetE|0] JUSL|CH " E HEE" Trident 22.018H
location O§7i Ha BHRIE 1o MM ol 2] £Z0 U= a4 HEQJLICEH 7Ha Zof XI-”E K| 242
SAIELCH
A= .

* AF2EILIC Cloud Identity 2 () CIREESIMAIR “client IDOIA "AM2XP7}Ehebst 221D
AULICH oM i IDE XI™HLICH azure.workload.identity/client-id: XXXXXXXX-XXXKX-XXXX-

XXXX—XXXXXXXXKXX.
SMB Z&0i Cigt =7t 27 ArY
SMB £&5 ‘dd5t2{H CtZ0] A0{0F LCt.

* Active DirectoryZt 4|0 Azure NetApp FilesOfl HZE|RAESLICH S HZSHIAIL "Microsoft: Azure NetApp
FilesOi| CH$t Active Directory HZS 0HE10 #a2|ghL|Ch.

* Linux ZIEE2{ L E 5! Windows Server 20225 &= Windows X = =71 = Kubernetes 22{AF
Trident= Windows ‘= E0| M2t A3HE| = Podd| OFR2EEl SMB &2 XL}

* Azure NetApp Files7t Active Directorydf| 215 4= JAEF Active Directory Xt ZHZ L& SH= Trident
AT} oLt O AF RLOJOF BL|CE, H|Y MHEH7| smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windows AH|AZ FLHE CSI ZEA|, & FMBLICH “csi-proxy’ & FESHAIR "GitHub:CSI ZEA|" EEE&
"GitHub: Windows& CSI ZZA|" Windows0| A A E|= Kubernetes =E2| Z<:
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB =&0]| CHt ™o|9| of

AME nasType, node-stage-secret-name, % node-stage-secret-namespace, SMB 2&2 X|&dt1
2279t Active Directory Xtd 3EE M3 + USLICL
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEEZE YT ME

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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tridentctl create backend -f <backend-file>
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tridentctl logs

T8 ool EHE &elstn £t 2 create @S CHA| Al = USLICEH

=

Google Cloud NetApp 2&
Google Cloud NetApp =& HAI=E 7 MBfLICt

O|H| Google Cloud NetApp =252 Trident2| A= Z T &~ QELICt Google Cloud
NetApp 2& #A=ZE AFESI0I NFS U SMB 255 €2 + AL

Google Cloud NetApp 25 20| M2 HEQIL|C}
Trident= google-cloud-netapp-volumes 2HAEQ 4 & Q= ECIO|HE MSLICH X[ &= HM[A

2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)JL|LCY,

E2I0[H TZEE =52t OHNA REJE X[ ELICH  XJE= THY AJAE
google-cloud- NFS & o A|AEL RWO, ROX, rwx, RWOP  nfs, smb
netapp-volumes ERSHIA R

Sa7|Y
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222 E IDE M85 Kubernetes PodoflA| HA|X Google Cloud XtH ZHE MSstX| g1 ${32E D2
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* GKEE AH25t0{ % El Kubernetes 22{AH
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Trident 23Xt
Trident HLXIE AHESI0] TridentE BXIS5H{™H tridentorchestrator cr.yaml &
cloudProvider 2 "GCP" AHSt1 E £ cloudIdentity iam.gke.io/gcp-service-

account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com
AgghLct.

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'
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export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com'"

CHS olloflA = &t E HaE AL8SHO] TridentE A XISt £ GCPE scp MH6t1 cloudProvider &2
HAE AF28H0] SANNOTATION S cloudIdentity ’é@ 283

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>tridentcti</code>

Lt 2t8 HaE AS0H0 * 22t SgAt 8 * 22t ID * S22 gt LIt

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

CHS olof[A = TridentE AX[6t1 Z23E scp, % cloud-identity 2 BEYLICE cloud-
provider. SANNOTATION



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp =5 = 1M S FH|EL|Ct

Google Cloud NetApp Volumes HAIEE FA-M5t7| Mol CS FAIY0| EFE[=X|
sholsHof gLt

NFS 252 9[ot A QA

SIS = M fIX|ol A Google Cloud NetApp 2&2 AtE%t= 482 Google Cloud NetApp 2&2 A&sID

NFS = E E2 M5t X7| 40| HRELICE S "A|ESHY| TOof|"HESHIAIL.
Google Cloud NetApp 28 HAIEE F4517| Tof| CH AFE0] AU=X] EISHA| L.
* Google Cloud NetApp Volumes AMH|AZ M El Google Cloud AIE 2 "Google Cloud NetApp =
"SR,
* Google Cloud M| ZTZHE HSQIL|CH S "TZHE AlHATSIAAIQ,

* NetApp & 22|t L2 71%] Google Cloud MH|A AHRQULICE (roles/netapp.admin £ "ID 2 AN[A
e gt ol Mot ERSHYAIR,

* GCNV AIFof| Chet API 7| THAULICE. S FHZESHYAIL "ME[A A 7| = Aoy
* AER[X| EYLICL & "AEE[X| 2 M HESHIAIL.

Google Cloud NetApp S &0il Cigt HMHAE HHSH= B0l CHet XpAIT LHE 2 & FESHYAIL "Google Cloud
NetApp S E0i CHSE AM|A HH".

Google Cloud NetApp 25 &=

0x
mo
rx

2o

In

Google Cloud NetApp 2E&2| MAlE 1M SM0f CHsH LotE T 1M of| x| E ZEEL|CE

2t ol == T Google Cloud X[ 0| = HIM'JELICE COHE 90| 258 MdotsH F7H HAEES

Holg = AELICE

Of7H 4 H 7|12k

i &4

'torageDriverName'&IL|Ct AEZ|X| E2}0|t{2] 0|2 ]L|C} CI =
storageDriverName
"google-cloud-netapp-
volumes"2 X|&s}i0F
LIk

ol = 0|2 (ME AFgh AE2|X| WAl =o| AFBX K| O[S YLIC  E2to|t] 0|Z + " " + API
70| Y

69


https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp/volumes/docs/before-you-begin/application-resilience
https://cloud.google.com/netapp-volumes
https://cloud.google.com/netapp-volumes
https://cloud.google.com/netapp-volumes
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/resource-manager/docs/creating-managing-projects#identifying_projects
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/iam#roles_and_permissions
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/iam/docs/keys-create-delete#creating
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/configure-and-use/storage-pools/overview
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin
https://cloud.google.com/netapp/volumes/docs/get-started/configure-access/workflow#before_you_begin

oH7H i

storagePools

mEHE HS'

UK

otm| 7|

nfsMountOptionsE

MEfRfL|Ct

LimitVolumeSize

|x_|a|

|E|_|:|é||

HEHA

debugTraceFlagsS

3

MEtL|Ct

nasType

supportedTopologies

70

Google Cloud AE T2NE Ho IL|Ct 0] gf2
Google Cloud X% = H|O|X[0f| A Ztoleh 4 USL|CH

Trident?t GCNV 2&2 4d3l= Google Cloud

QX QLICE BX} K|S Kubernetes 2 AES MAME
82, f|M HME SEE location 02| Google Cloud
KXol Eof| o|ofEl QIZE0f AFRE & UBLILCE,
X Zt Egjmiol= Z=7t H|E0| ZMgtL|Ct.

&h0| X|HEl Google Cloud AMH|A AIH 9| API
7|ULICE netapp.admin ®47|0= Google Cloud
ME|A AFe] 71l 7] T (HAE 714 MU verbatim
SAhC| JSON g4 FHRIXIF HBELICL apiKey, , ,,,
,71E ALESAH 7|-2t = EeBHOf eLICH type
project idclient email client id

auth uri. token uri

auth provider x509 cert url,, H
client x509 cert url.

NFS OF2E SM0oj| CHEt M2 st | of "nfsvers=3"

QEE SE 37|17t o] gtELCH 2 22 8 LE0
AmigtL|Ct %43)
AEZX] & A Y S2FQ| MH|A HRJLICE g2

flex, standard, ‘premium ' EE= “extreme & L|C}.

SE0 HEY 2ol9| JSON A 2|o|2 MEYLICE

GCNV 250 AF2E|= Google Cloud HIE I QILILCE.

=H SHZ Al Ar2e Tl Sei a3 L|ch. of: null LTt

{"api":false, "method":true} =X sfZ2 0|
OfL|H XiMIgt 23 Hoot ot L7t OtL|H of
WHE AFSSHK| OHUAIL.

NFS EE= SMB 28 dd2 #MLICH SM2 LICH  nfs
nfs, smb EE= nullL|Ct Null2 AHsHH 7|2X 02
NFS 2&0| B ELCt.

Of WA= 0| M X|{5t= @ & & =
LIEFHLICE XtM|SH LI 2 S "CSI EZE2XE
AESLICHEERSHIAIR. o|E ST CHZat Z&L
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



StoragePools ZE{E AE5t0] L4 BhL|Ct

75



apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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ME OHE MH|A 238 X|25h= o2 AEZ|X| E0| /U Kubernetesoﬂ)ﬂ 0|2{%t ZE LIEtL = AEE|X|
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEZ 22I2E ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident2 XY U 718 FHS 7|TC2 YIAZC0 LSt EES 28Al & ot = U
“supportedTopologies 0| SRl = o] S22 WAlEH HH 3 HH =ES H|3st= o AHSELICH o7|of
X"t X| 9l A gf2 2 Kubernetes 22{AF =9 2|0 oo Zhat 2 x|s{of ShL|C}.
ol2{et FY U FH2 AEEX| AN M3 = A= 618 7ttt 2t 52 LIEHRL
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version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9£f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

HALT SSHOZ WU =R 2elst{H Chz S AALCH

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2£fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

FH0ll 2X7F A= AYLICH SHS ALE8H0] HAEE HHSI7L 205 2elsto]
o|&t

2012 gtolgh £~ QIELICH kubectl get tridentbackendconfig <backend-name> .
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tridentctl logs

74 Do ZHE =elotn Yot = MASZS AH|StL create FF S CHA| e = ASLIC.
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CIE2 ¢l2 A EE FXSH= 7|2 storageClass B LICH

ro

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

* HCE ME% ™| 0f| parameter.selector:*

£ ME3IH parameter.selector EES 2AHSH= O| AF2E|= o CHdl 2 X[HY == StorageClass "7
ZULICH ASLICH SES MENSH 0| Ho|El EHE ZSLCH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

AE2|X] S A0 TS REMEE LHER2 S "AEC[X] S A S WHLICHEZSHMAIL.

SMB = E0i| chet Folof of

‘node-stage-secret-name’, % & A5} ‘nasType' ‘node-stage-secret-
namespace’ SMB =252 XMt TQRBt Active Directory At ZHZ M3 £
UESLICE. A2 HTHO| JUAHLE Y= B E Active Directory AFEX/&T= LE CHA H|EHY

AMEE = USFLICE.
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEEZE YT ME

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D nasType: smb SMB =& X|¥dt= E0I| CHet 2B RLICE nasType: nfs EE&= nasType:
null NFS Z0i CHet TE{L|Ct

PVC E°| of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVC7t HIQIGE|0] QL=R| 2l s HE S ALt

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-nfs-sc  1m

In
i

T

Trident 2 X|0{| A Element HA=E A4St A-E5tH= O CHH L0k LICE.

NetApp HCI == SolidFire 22l

R4 EEO[H MR FHE

Tridents solidfire-san SEAEQ EAIE & Qe AED|X| S20|HE HZELICH XYL HHA RES
ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod(RWOP) I L|C}.

‘solidfire-san AER|X| E2I0|HH{E= FILE AND BLOCK VOLUME EEE X[FYLICt. EE
LCO] ZR ‘rilesystem’ TridentE =2FS W45t Mt AARS HYRLICE. DY AJAH

R storageClassOl Qs X|HELICE.
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LimitVolumeSize
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Ar&LCE.

QoS At
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OH7H 4 29 =

debugTraceFlagsE MEigtL|Ct 22X sHZ Al AHEEY CIHO nullL|C}
S ULICE ofl: {"api":false,
"method":true}

(D =7 sz % xpuist 23 HEH BRs 397t OLIH debugTraceFlagsS AHESHR DHIAIL.

Off 1: Off CHet WAlE 1 solidfire-san M| 7HX| 28 RS 71! E2I0|H

0] G0l A= CHAP QIS ALSSH= HOIS THU2 Ho| X1 S5 QoS HAS EBSHs N 711 28 982
SYYFLICE 21 C1S "IOPS" AE2|X| 224 0} HAE AGst0] 2t AE2(X| SHAS ABY AE2(X
S A8 Hol2 JHs Mol FALIT,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

ofl 2: of CH$t BHll= 3l AE2|X| E2HA M solidfire-san 7t E0| Y= E210|H
0| oi[of| M= 7tAk ZE0f O| S CA| & ZdH= StorageClasses@t &1 A El gl FHo| mplg Hof FL|Ct.

Trident= 8 & Al 2AE2|X| 20| A= 2(|0|ES WAL AEE|X| LUNO| SHISLICH MO 28 AE2|X]|
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Ho| UM EF 7|22 E E8ot=s 2E 2E2|X| 20| ths EFELICE type &
UELICE storage MMS HERSHAIL. 0] ool M= 258 AE2|X| 20| XA RS

A

=

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:



performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

Ct2 StorageClass o= ¢|2| 7t E2 HEYLICH E A ELICt parameters.selector ZEOA Z}
StorageClass= 2&2 T AESH= Ol A8 & U= 71 E22 = ELLICH MEiSH 7t Z0f 20| F 2| &0

AL,

X M| StorageClass(solidfire-gold-four)Zt A HM 7ta Z0i| O EILICE O] &2 FM AFE
HSots FYst 2HARJULICEH volume Type QoS Last StorageClass(solidfire-silver)s 2M M52
H3ote RE AEEX| 22 S EYLICL Trident= O 7H4 F0| MEIE|J=X| 2ESt D AER[X] @+ AFEO
SEE|=X| gelgtL|ct.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=3

fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: extd
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver
fsType: ext4d

KtAISE LIS 2Rl5tH AR

[>

*"E2E UM aE"

ONTAP SAN =2}0|H
ONTAP SAN E210|H 7R

ONTAP 2! Cloud Volumes ONTAP SAN EZ0|HE A0 ONTAP HHAIEE M5t
HHEHO]| CHoll 2OotEMA|L.

rr

ONTAP SAN =2(0[H N& HEQIL|Ct

Trident= ONTAP 22{AEQt S = YT E CH30H 22 SAN AEZ|X| E2I0|HE MSELICH X[/ 5= AMA
2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)L|Ct,

E2}o|H O2EE =E ZE HMA RETFX[AELICH  X[HE= THY AAH
'ONTAP-SAN' Fc2 £33t == RWO, ROX, rwx, RWOP  Tfel A|AE0| Si&LIC}.
iSCSI SCS 2IA| £ ClHto|ALCt
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E2to|t D2EEZ EERE AMA ZEJXQELCH  RKVElE DY A|AH
'ONTAP-SAN' FCE E3t M A|AEH  RWO, 232t xfs, ext3, extd
iSCSI SCSI
Il AlAY 25
BEOM= ROX & rwxE
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'ONTAP-SAN' NVMe/TCP 2= RWO, ROX, rwx, RWOP  m}2l A|AEIO| Qi&L|C}.
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Al E= ClHIO|A QLT
ONTAP-SAN-O| 2 = 0O| iSCSI ord A|lAERL RWO, 32t xfs, ext3, ext4
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AEXL At

—

AMEE & glELICE

* AH2 ontap-san-economy T 28 A8 $7t ELCt =2
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* AH85HX| OFYAI2 ontap-nas-economy HIO|E| 23, T3 S E£= 0|5H0| Heg
ol&E= 32

* NetApp= ONTAP-SANZ H|2|$t 2= ONTAP E2I0|HHO| A FlexVol At& SHES AFESHA| Q=
Z10| Z&LICE o] 2H|IE &St M TridentO| A A< o|H] 27 AF2S X5t 10| wat
FlexVol 282 37|E Z™gL|LC}.

Trident= ONTAP &= SVM 22| X2 Aatslof 6tH, YEIHO 2 SHAH AFEXt vsadmin £ SVM AFEXF E=
Z2 A2 JHX CH2 0| EQ| AFEXIE AF2E admin ZYULICE Amazon FSx for NetApp ONTAP HHES| AL
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limitAggregateUsage U7 HSE AMESHHTE Z2{AH 2| #oto] HegL|Ct.

@ Trident@ &M Amazon FSx for NetApp ONTAPS AtEY 0Oj
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olsfgtL|Ct.

*

27 A

ZE ONTAP A =9| AL Tridentdl M= Z[ASH SHLES| EA7F SVMO|| & EHE|0{0F BFL|C}.
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ONTAP-SAN E2Zt0|H 2t ONTAP-SAN-O|Z 0| F2HAE AESH= 7|2 SeiA'E |'o = 'san-deV' EHﬁ%
e 4 AL,

=T M4

mufn

2= Kubernetes 22Xt .o E0i= XS iSCSI 0| HX|=[0 QOO FLICH & FRSHYAIL "X o=

90


https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://docs.netapp.com/us-en/asa-r2/get-started/learn-about.html
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services
https://kb.netapp.com/on-prem/ASAr2/ASAr2_KBs/su_create_by_SVM_admin_using_CLI_fails_with_error_No_candidate_aggregates_are_available_for_storage_services

|2t Rt #H0] A= ONTAP ALEXIS| AFEXL 0|5
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SHANSHOY SO A A0] Anfgtict
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vsadmin 2t Z2 0/2] g2 ME838H= A0| ZELICt admin. [MEtM &= Trident Z2|A0M AHEE
715 APIE &Y = U= &2 ONTAP 22| Z2t9| 3 &Hd0| HFELICH AFEXH XY Hot 201 A phE0
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YAML

version:

1

backendName :

ExampleBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm nfs

username:

vsadmin

password: password

JSONE H=x

"version": 1,

"backendName": "ExampleBackend",

"storageDriverName": "ontap-san",

"managementLIF": "10.0.0.1",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

}

sol = ol Rt ZHO| Ut HAER HEE|= RUS 9|2t Hoj R9sHIA
0|2/2% % = Baseb4 = QB E|0] Kubernetes &S 2 XA EIL|CH, BHl= 0| MM o
X|Alo| st gst CHARILICE M2tA Kubernetes/AER|X| 22|Xt7t 4S5
ABAM 7|8t 15 st

A7 i
"ogh|ct

* clientCertificate: Base64= QI3
* clientPrivateKey: Base64 - HZ ! 72!
_J'\_

* TrustedCACertificate: A 2|2
A< O] 07K

SHMA|IR
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HMSoHoF SfLict. Mg

bl IS 20 = oS BHAZE ZEE LI
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. ME[E 2 A= CAQUBSME ONTAP S2{AE0]| FIHetL|Ct ol AEZ|X| 22|Xt7} o|0] Xz2|et A4 =
QESLICH EB{AEEI CAZ AFRE|X| % OH ZA|EL|CE,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>
ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP 22{AE{0f| 22I0|HE AS A X 7|(1EHA)E HX|L|C
security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true
@ 0| HHS AAHSIH ONTAPOIN QIE N S QESLICE 1EHAIO| A MM El k8senv.pem

mrlo| L8 2 202 CI2 "END & Y2ste] HX|E =t A.
4. ONTAP Eot 21901 AE0| 2IE M 2IF WHE X|YSH=X] &gt |Ct

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
-—authentication-method cert

5. MME QIZME AI250] Q15 S HIAERILICH ONTAP #2| LIF> % <SVM 0|E>2 2| LIF IP & SVM
O|So= HHELICH

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64Z QIEA, 7| L A=Y & A= CAASME TG HLICE



7. o]

S e e e e St P esreer e e e
e Fomcmmmme +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
S e e e e e e e e
LS fo———————— +
| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |
fom fm— e ————— o
e Pommmmmmm= +
215 YRS YO|O|ES/LE XA SEE 2 Lt
CI2 915 WS AISSI7ILE X2 5YS SIMSIEE 7|Z HACE YH[0|EE 4 UALICE O[HH) 5 AL 0|2
IH2E MESHE HAES ASME MESIES HN'Q#%EE*HEMRWEﬁ%EtM%HNEQE
7[2tO 2 AUL|O[ES 4= AFLICE. O|FH| 5t2{H 7|1E 215 YHES ML M 15 SES =710 gLt 2
CtE Eedt of7) Ha-It ZoHEl AO|0| EEl backend.json IHY S AHE I ‘tridentctl backend update’S A LICE.
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

HA=S HIEL|Ct.

THAO M A

cat cert-backend.json

{
"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",

"Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",

"myPrefix "

"clientCertificate":

"storagePrefix":

}

tridentctl create backend -f cert-backend.json -n trident



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

T

o|He m AE2|X| Z2[XH= HA ONTAPOIM ArEXe| 2= S HC|O|Esf{ofF ghLfct. 2
= W= UH[O|ET} ASLICE ASME 2| HE mf o] ASME ALERIA =71 ==

O3 ChS HAET AH[O|EE[0f M ASME ASRILICEH 21 ONTAP 22 AE{0M
SME AMME &= AFLICH
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o
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HACE UHO|ESHE O|0] M & = A4 e
AELICH WolE 4O|0|E0]| MZ5HH Trident?t ONTAP A=t SAISH &% =
LIEFE LT,

TridentOil Ci$t ALZ2 XL X|H ONTAP S-S MdetL|Ct
PrivilegesOfl M XIS +HE [ ONTAP Z2[At Hets AEY BRIt |IT=E £[4 Trident= ONTAP S2{AH

o
TS WHY = ASLICE Trident WA= 0| ALEX} 0| ES EHSHH Trident2 AHEXL7L E-& st ONTAP
o
=

S2AH S AESHo] 2 S S-YLICH

Trident ArXt X7 gt M-doi| st XM[et LH&2 S "Trident AFEXL X[ 2 WET7|"HESIHAIL.
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ONTAP CLI AtE
1. Ch2 82 ALEsto] Af S WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHEV]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

To* AR X H A Ay~

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM 2ol A AFEXt X|H dAgts MMSIHH * AEZ[X| > AEZ|X| VM >> AH > ALEX & g+
MEHBIL|CE required SVM.

o

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHStL|CY.

—

C. Ag * Of2Hof| M * + =7} * & HEHBIL|CE,
o
|

ol et A Molokn * X * 2 B2

—_

gLt
S Trident AFEXO[A| OHE *: + * ALE X} S HE * H|O[X[0f| M THS EHAIE +HSHHUAL.
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=
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b. He3t ALEX} 0| ES MEISHL * Role * Off L3t EECHR HiwR0HIM FES MefelL|Ct.
c. M#* = S=eLCt

* "ONTAP ZZ|E 2Iet ArEXL X[E HE" = "AF A AIE J S Folgot

Trident= % ontap-san-economy E2t0|H 0| CHsH LIS CHAPE AFE35H0] iSCSI MME2 215E £~ ontap-
san 91@'—|E|' 0|2 QI = HAE Moo M M2 &d2lslof usecHar ELICH 2 true AESHH Trident=
SVMe| 7|2 O[|L|A|0f|0|E EotE e CHAPE 1446t UHollE THIo| AL Xt 0|1t Y= E M SL|CH et
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
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HIZZ HEBILICE O] BHAIE | A Trident0ll 2Jsf MM =l 2= PVSZt CHAPE Edlf O E X1 HZEL|CE.

n
i
11
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gHoll= o] CHAP S E 2|0 E%* [H 2 M85t
Trident2 0|2{3t Eo AtgtE mpetst
AE5I AEE|X| 22 AEQ| XtA %

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"192.168.0.135",
"svm "ontap iscsi svm",
"useCHAP":

"username" :

"managementLIF":
true,
"vsadmin",
"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret":
"chapTargetUsername": "iJF4heBRTOTCwxyz",

"chapUsername": "uh2aNCLSd6cNwxyz",

=
ol = 5 9]

+ S QEZ ONTAP CLI E£= ONTAP System ManagerE
2 YH|I0|ESHA| ORYA| 2.

C|O|ESHOf tridentctl BfL|C}.

"rgxigXgkeUpDaTeD",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

Fom e e fom -
tomm - fomm - +

| NAME | STORAGE DRIVER |

STATE | VOLUMES |

fom o from e fom -
tommm - tomm - +

ontap-san |

aad58f3b-ad2d-4378-8a33-1ad472ffbebbc |

online | 7

o o ——— o

I Fomcmmmm== +
J|ZE HAS Heke HiX| ot D IE QK| E0 SVME| Trident7t XH2 ZSHE AH0|EsH= A A2 &M AEiR
SX|EILIC} A HZES UHO|EE Xt2H ZHES AI2SIH 7| = HZHL #|4 M ME|E QX|EHLICE 7|Z PVSE ¢Z
M5t ChA| $1ZsHH HH0|EEl Xt ZHS A3 ELct.
ONTAP SAN 724 SM gl of
Trident A X| A| ONTAP SAN E2[O|HE MMt ArESH= 2HEHO| CHol otEL|Ct. O]

MMM = M
HEE MSgLot.

"ASA r2 M| ARI"CHE ONTAP A|AEI(ASA, AFF, FAS)® K& A +3
Oi7HH =2 AbE0l| FEFS O|ELICH "ASA 2 A| AR} CHE ONTAP Al A
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1. #Hl= SVMO| Ci$t DNS(=HQ! 0|5 A|AR) BFE FEFLICH
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<dns_server ipl>,<dns_ server ip2>
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ARHREOZ o % =& HIZYLICH ASATr2
Al 2Eof thsli A= XIESHA| ORA| K.

dd Al Ml 220

222 BysLIC

2= L=

=50X NetApp 25
7|E’*8 2 AHEPLICE false Of

ASSHNVE)E 24 3tsta,
2M2 A2staH

HiL-=

NVE 2027} S2{AE0|M E-dete|0] L0{0F gLt

sl S0l A NAEZI 2Hd3tEl B TridentOl| A

IZ2H| MU= DE 282 NAEZ| AFREIL|CH XiA|st
L2 C}2E "Trident?t NVE 2 NAES} XS 6= HiH
"EERSHAL.

LUKS 2= 3tE AFERILICE 2 "LUKS(Linux Unified
Key Setup) AF2"EZSHMA|IL.

"US"E A%t
X|™stX| OtM| 2.

HZ3F H™H ASA r2 A|AEI0=

MEXXIE =28 0|82

22 o2 H|NY 9| o

ChE2 71=2440] Fol& o YLct.
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

C2l0|HE ARSI MMEl D= 289| AL ontap-san Trident= LUN H|EIH|O|E{E £838}7|
2|8 FlexVolofl 10%2| 822 ZIJISILICE LUNE AF2XI7 PVCOIN QA= MEtst 37|12

@ T 2H| NI ELICE Trident= FlexVololl 10%E F7H2ILICHONTAPO|A AM2 7Hsot 37|2 BEAIE).
O|XM| AI2XI7F QETH 718 222 AS 4= USL|CE £t 0| HAO R QI8 At 7Hsst Z7t0| 2HH 5|
2| X| gH= $FHLUNO| 87| ME0| E|l= 22 WX[E £ JAELICH. ONTAP-SAN-AX|0fl= HEL|X|

LS — —

FSLICE
2 HOo|St= WA= 9| AL snapshotReserve Tridente= CHS 1t 20| 28 37|E AAFetL|CH
Total volume size = [ (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

Trident FlexVol 0l £715t= 10%RILICt. snapshotReserve = 5%, PVC 248 =5GiB2 22 &£ =8 37|=
5.79GiBO|11 A2 7ts¢ 37|= 5.5GIBYLIC . volume show HEHES MAMSHH CH2 0f|2t H|st 2
HA|ELICE

Aggregate State Size Available

_pvc_89f1cl56_3801_4ded4_979d_034d54c39574

online RW 18GB
_pvc_ed42ecbfe_3baa_4af6_996d_134adbbbB8ebd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.
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M 71ZE =F0l ChHell M AlME AF8StE /Y

x| ol o

CHZ oflofl M= tiE 22l oi7h tH =
YRYLICE

®

ONTAP SANZ2| o

SEEERT

CH$t DNS 0|2 X

O|A2 E A8St= 7|2 #MYULICt ontap-
version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster:
backend:

username:

test-cluster-1
testclusterl-sanb
vsadmin

password: <password>

MetroCluster 0|

1
storageDriverName: ontap-san
192.168.1.66

vsadmin

version:
managementLIF:

username:

password: password
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

ASAM 7|8 152l of

Ol 712 7+ O4|Of|A| clientCertificate, clientPrivateKey, ¥ trustedCACertificate (AE[S
& A= CAE MESH= 22 ME Agh = off Y ELICH backend. json O2|11 2t2F 22I0|HE QIS A, 712!
7| 8 ME|E £ Q= CAQIBS A base64Z QAT E ZHS AP THLILCE

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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QrdtsE CHAP O

O] il M= & AHESHH MAEES MLt usecuar & 2 BHELICH true.

ONTAP SAN CHAPZS]| o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN 0|2 =0] CHAPZ2| 0f

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP 0f

ONTAP HHAIE 0| A NVMeZE LA El SVMO| QL0{0F BFL|CE. NVMe/TCPO| CHot 7| & Bl = 1 IL|C},

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

FCP(SCSI over FC) 0|

ONTAP =0 M FCZ SVME Fddtiof BfLICt. FCOf| CHet 7|2 #ll= gLt

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP-SAN-O|Z.-0] =E2}0|H 0| et SM of

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

Ol2{¢t Wl Hol m MENM=

22 2= AEZ|X| 20 s EF 7[=2840] @™ ELICt spaceReserve
213, spaceAllocation AXEY g

ot Z
A2, U encryption HAY mf. 7t 22 AEZ|X| MM Fe|&L|CtH
Trident= "Comments" ZE0| ZZH|X'H 2|0|&2 AHTILICE FlexVol volume Trident0f] 40| 4™ E 2
Al 71 20| Rl RE 0|22 AER|X| 2ECZ SH|TLICH HO|E ol AEE|X| H2(X= 74 E Y OIS
=EEZ 20|22 Yo|2EE Holg 4 JSLIC.

C}
=]

fuet
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ONTAP SANZ2| o

112



version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm _iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "40000"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: "20000"
zone: us_east 1b

defaults:
spaceAllocation: "false"
encryption: "true"

qgosPolicy: premium
- labels:
protection: bronze
creditpoints: "5000"
zone: us_east Ic
defaults:
spaceAllocation: "true"

encryption: "false"
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"

114



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP 0

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

8ol = £ StorageClassesOi| OHZIBHL|C}

C}S StorageClass Ho|= 2 HXSIMAQ 7HAF 29| HHAlE 0f], E AFEELICE parameters.selector ZEO|A
Z} StorageClass= 282 @AHSH= O AFEE & U= 7t 22 = =YL|CH MEISH 714 20 280 B2l =
O|A|__| |:|-
« E S&gLct protection gold StorageClass= 2| & Huj| 7H& Z0f| 0HHELICt ontap-san HAE. SE
¥l H2 7|52 MSste RYct EQL/CH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* £ =gt protection-not-gold StorageClasse= 2| 5 HMY 5! Al HuY 7tA Z0f| B ZELIC ontap-

=

san MAE. F 0|22 B £+F2 MSdt= RLet FYLICL

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

* £ =gt app-mysqldb StorageClass= 2| Ml H®Y 7H&F Z0f| o EL|Ct ontap-san-economy A=,
mysqldb & of CHgt AEZ|X| & M S MSSts Y S QLICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* £ Z=/gLICt protection-silver-creditpoints-20k StorageClass= 2| & HMY| 7HAF Z0f ojZ EL[C}

ontap-san A= MH 2|# H3 5l 20,000Z2E MES K 3ot= st SLICL.
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* £ Z=/ELIC} creditpoints-5k StorageClasse= 2| M| HI 7tA Z0f| O ELICH ontap-san Ol Y=
gHANl = SI | BHIH 7HAF ER/ILICH ontap-san-economy HAIE. 5000 Z2||& EIEE HRtt st =

=
Me| ALt

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* £ 2Lt my-test-app-sc StorageClass 7} 0| WY E/LICE testapp 2| 7t ZRLICt ontap-san £
AMESIH SHELICH sanType: nvme. 0|2 KT E HQHULICH testApp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident= O 7hA Z0| MEHE|=X] ZHSt AEE|X| @F AFY0| ZFE|=X| &elgct.

ONTAP NAS =2}0|H

ONTAP NAS =210|H 72

—

ONTAP &! Cloud Volumes ONTAP NAS EZ2{0|HE AtE3t0{ ONTAP HHAIEE L M5H=
HHEHOf| CHoH LOEMA|L.
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ONTAP NAS E2(0[H ME HEQLICE

Trident= ONTAP S AEQt 4l = JEF OIS 22 NAS 2E2|X| E2I0[H E H|S Lt X E= AN
2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)LCH.

E2to|H DZEE =28 ZE WMA RETLX|HELCH  X|E= DY A|AH
'ONTAP-NAS' NES 2 I A|AEI  RWO, ROX, rwx, RWOP ™ nfs smb
ERSHYAR
SA7|Y
ONTAP-NAS-0| 20| NFS £ It A|AEl  RWO, ROX, rwx, RWOP ™ nfs, smb
XERSHAIAIQ
SA7|Y
'ONTAP-NAS-Flexgroup' NFS 2 Il A|AEl  RWO, ROX, rwx, RWOP ™ nfs smb
XERSHAIAIQ
SAh7|Y

* AH8 ontap-san-economy 7 EE AL 71 ELt &2 ACE o4 k[= ZR0 T "X 2= =
ONTAP =& H|gt".

* A2 ontap nas-economy 7 28 A& 7t HL} &2 A2 E 0| &k[= 308 "X ==
ONTAP =& H|2t" 8 ontap-san-economy E2t0|HE AtET £ QIEL|CY.

@ * AE3HX| OFYAIR ontap-nas-economy HIO|E| B3, Ts| S5 L= 0|5 80| g A=
ol dEl= 22

* NetApp2 ONTAP-SANS X2/t ZE ONTAP E2I0|HO| A FlexVol AtS &S AF2SHX| b=
Z10| Z&LICE o] EHE siZSt2{™ TridentOll A A% OlH] SZH AHR-S X|@Ist D0 w2t
FlexVol 282 37|& ZF&LICE

AHEXL Het

Trident= ONTAP = SVM Z2[AtZ A0} 3tH, YEIHO 2 SR AE AF2Xt vsadmin FEE SVM AF2At =
2te ofste t7 qE 0|59 ALZXIE MEBE admin HYLICH

Amazon FSx for NetApp ONTAP H{Z 2| AL Trident2 22 AH ALEXl EE= vsadmin SVM AFEXIE ALESHK
ONTAP E= SVM 22|12 HHSIHLE fsxadmin ST LS 7HEI CHE O| 29| Ar2XIE Ao gfL|Ct.
‘fsxadmin' AL Xt= S AE Z2|XHE M2 CHA[SLICE

limitAggregateUsage 07 HSE AMESHHH Z2{AH 2| HP0] Hegi|ct.

@ Trident@ &M Amazon FSx for NetApp ONTAPE AtEY Ojf
‘limitAggregateUsage 7 = U fsxadmin AFEXE AHO| A 2-SSHX| vsadmin
SYSLICE O] o7 H4-E X[™SHH 714 =hdo| AoigtL|Ct.

Lo d

Trident E2I0|H7t AF2E 4= Q= O H$HAQl Aet2 ONTAP LHO| Bt 4= UX|2H HESEX| S LICE TridentQ
CHE RS MER HE|XWM= FIHAPIE SESHEE A 0|E7H H{E T LF T 2HAsH | &l&L Tt

118


https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html
https://docs.netapp.com/us-en/ontap/volumes/storage-limits-reference.html

ONTAP NAS EZ20|HE AHE5I0] HAES e FH|E PLICH

ONTAP NAS EZ0|HE AtE5I0{ ONTAP il
AATE HMZ OfsligL|Cl.

In

£ Fdot7| fIet 2+ ArY, 215 54 8

25.10 Z2|AEE NetApp Trident CHS2 X2 ZLICH " NetApp AFX AE2[X| A|AE"  NetApp AFX 2AE2|X|
AARIS AER|X| AZ 78 ZHO|A CHE ONTAP A|ABI(ASA, AFF, FAS)} CHELILCE.

@ QX ontap-nas E2IO|H{(NFS T2 EZ Eoh)= AFX A|ARIO|A X|RELICH SMB ZEEE2
X=X F&LICE.

Trident HA = L0l M= A|ARIO| AFXELD X|x"_"’é '97|' ASLICH MEHS M} ontap-nas EA
storageDriverName Trident AFX A|ARIZ X}& Zt K|t C,

27 At

* = ONTAP HAIE 9] Z2 TridentO| M= X[t SHLIS| EA|7F SVMO]| &S =|0{0F gLt

© £ O|M9o E2I0|HE AHSI & B oILIE 712[7|= AEE|X| S2HAE MY & JSLICHL O E =01, 2
AME8H= Gold 2eiAE Y £ UELICH ontap-nas EEI0|H & & ALE6tH= Bronze 2212 ontap-nas-

economy 17H.

* B E Kubernetes 21Xt = =0 MAESHNFS 20| AX|E|0] QLO{OF SL|Ct S HZTSHMAL "0{7|" E
HESHAL.

ruI

* Trident= Windows L EOMOE ML= Podof| OFR2EEl SMB 252 X|{EL|C} XIA$H LIRS S SMB 22
T2H|NE S fIst ZH| ZXSHUAIL.

ONTAP EE olsgtLct

Trident= ONTAP HAIEE Q1F3t= F 7tX| REE HJ Lt

- X7 Z% 7|4k 0] BEOIAM= ONTAP H{ol 0| T3t 53t 23to] WRELICH 2 20| D|2| Feolsl ot 29l
oJ5t Il HAE| AHES AFRSHE 20| ZBLIC admin E= vsadmin ONTAP BHTIo| 342 K chet 2xkst7)|
o

+ QIEN 7|8k 0] BEOIAM= Trident?t ONTAP 22 AE 2t EA1817| SfsH ol =of Q1ZA 7} Ax|£|of 2lojof
SHLICE 0] 29 el Fojol= 22f0|AE QIBM, 7| U ALSE AL M|E 4 Q= CA QIS Ao Basesd=
olAL gl Z40| Q/0{oF FLICHHH).

Rt2{ S0 7|ut 4t Q1SN J|5t W ZHol 0| S317| 98 7|E M= S ulo|ES 4 YXLICH T2iLE 3t Hof

SiLtel o1 B Rt X|QIEILIC CHE oI5 uh¥o = Metstai® wel= A0 7|E WS X {siof SLich

@ XA ST ISM * & EF MSot 1 5t 74 THo]| = 0|2l 215 A0l MSEth= L7t
HkANSHO] Ul
= o |

xHH 5 7[E B S AL RILICH

Trident2 ONTAP HAEQL EAISHY| {3 SVM He|/22{AE He| 2t2|Xtof| ciet XtA ZHO| BRPtLICt =
vsadmin 2t Z2 0|2| H|El BFE A S AL8SH= 0| EELICH admin. MEHA &2 Trident 22| A0A AHRE
7|5 APIE L&Y £ U= 2= ONTAP 22| =2to| S2tdo| EEHEIL|CH AMEXL XM Eot 21921 g2 oS0
Trident2t SH| AFEE 4= AKX HESHK| = SELI|CE

119


https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/us-en/ontap-afx/index.html

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSONS E XA

"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

—

HMo|l= XA ZHO| YEHEHIAEZ XEE| = st 2X|2t= M| R2StUAIL. BHAE T MHEl = AL Xt
/Y% = Baseb4 = QAL L0 Kubernetes 2 = MZEIL|CEH A= 0| MM/AY 2 XtA SHO| Cizt X[A0f
QUSH CHA LI [M2EA Kubernetes/AE2|X| 22| X7t £3E 4= U= 22| M A UL|CH

o TT-dHdg

.I

in
>
10

[0ll= Ml ZEX] Oi7H ===}

4
* clientPrivateKey: Base64 - HZ ! 72!
_J'\_

* TrustedCACertificate: A 2|2 2l
Z< 0| o7l tH-E M3 SHOF BL|Ct Mg

2etEel IS 20= o BHAZF ZEE LI

|
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1. 22I0|HE QIEM U 7|15 WLt 4 Al CN(ZEH 0| 5)2 ONTAP ALEXIZE HHSH0] QAFBSIHHAIL.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0O=NetApp/CN=vsadmin"

2. M2|g & A= CAUEME ONTAP 2HAE{0]| F=IHEHLICE Ol= AE2[X| 22|X}7} 00| M2|sh A 5
UELICH EHAEE CAZ} AFZE|X| QoM SAIRILCE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP S2{AE{0]| 22I0|AE ASM A 7|(1EHA)E XIFLICH

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

rio

SteX| ehelgfLct.

4. ONTAP H9t 27191 %{80] QIZ A ¢!

Ol

HFEH
od

o

N

security login create -user-or—-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. MYE QIBZME ABSI0] @152 E|AERL|CH ONTAP 22| LIF> % <SVM 0|§>2 22| LIF IP % SVM
O|2QZ HFEL|C} LIFS| MH|A H*H0| 'default-data-management’ £ A E| Q=X| 2Ql8lof hL|Ct,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64=Z QIE A, 7| L A=Y & A= CAASME I HLCE
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. O[F BN L 3B ALBSIOY MAIES MABHLICY

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

CHE 215 S AL XHH TS 2T 7| E HACE HO0|ES 4= ASLICE O|HA| 5t ALEXL O|F
I%2E A5 AL ASME MESHE MAMEE AEXL O|F/A=

IEE QB ME AIESIEE HHIO|EE £ Q!
7/dto 2 AH|0|EY 4= JUSLICH O|FA| St2{H 7| & oI F WHE HM|AHst M 215 WHE FItoljof ehL|Ct O
Chs Aeet T4 ofoH #HaTt TetEl AH|0|EEl backend.json OFY S AFESILICH tridentctl update
backend.

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas"
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
e ittt e ittt b o
T e i+
| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |
R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

AT E oM o AE2|X| HE| K= HA ONTAPOIM AH8XIS| &= S 4T|0| EdHof BiLiCt. O

() CEvliE s gHOI=T g LTk B NS s uf ofel IBME NE ol 371 2
UBLICE 121 kS A=} ACO|EE(0f Af @ISME ASTLIC 12/2 ONTAP S2{AE{0)A
O QISME MAE 4 UBLIC.

- O =2 T M-d

HHAIEE |0 EsH 00| MM E EF0i Chet AMAT STHE|AHLE O|F0)| MMEl =& AZA &S 0/X|X|
USLICH A UHO[EO| HB5IH Trident’t ONTAP A=t SLGIH 2 2& HAUS M2 = AS2S

LIEFE LT,

Trident0l| CH3t AF2XF X| X ONTAP S &S AMASH|CH

PrivilegesOll A S e I ONTAP 22[X} S22 AEY BRIt SEE %A TridentE ONTAP 22{AH
olatg AHMTE & Ol NE=2

AELICEH Trident BHAlE M 0f Xt 0|22 E&SHH Trident2 AF2X7t A ONTAP
5‘31&51 a2 A8 St P2 - TLICE

Trident AFE X X[ gt MM CHSE XEAISH LHE 2 2 "Trident AFE AL K& Sgt MM T|"EHTSHMAL.
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ONTAP CLI AtE

1. Ct2 HES A8sI M S dd gLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHEV]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager AtS

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

1.« AFSRH X1 2t A -

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM 2ol A AFEXt X|H dAgts MMSIHH * AEZ[X| > AEZ|X| VM >> AH > ALEX & g+
MEHBIL|CE required SVM.

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHStL|CY.

—

C. Ag * Of2Hof| M * + =7} * & HEHBIL|CE,
o
-

'éél'o-” |:|-|0|- .I_.|I.7C|° I-IO|O|-_I * I—lII‘ * % =22

—_

gLt
S Trident AFEXO[A| OHE *: + * ALE X} S HE * H|O[X[0f| M THS EHAIE +HSHHUAL.

.

N

*
| =2
ot

o
-

=
XL * OF2HOl A 3=7F OtO| 2 * + * & MEABIL

b. LRt ALEA} OIS S HEHBET * Role * Of THEt EECH Hliw0lM S Meigh|c
c. M3+ g 2Lt

KtMISt 82 ChS HO|X|E EX5IHAIL.

* "ONTAP ZZ|E 2Iet ArEXL X[E HE" = "AF A AIE J S Folgot

oIS Ol ALSR} T

NFS QAZE ™S Balsi|ct
Trident= NFS AATE MMS ALZSI0] T2 H| NSt 20| Ciot BHAE K|O{BfLICE

Trident= WELWZ| EMS AFSE U £ 7HX S8 S ®MSHLIC
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* Trident= HARE FHM XHE SHOZE e & JUSLICE 0| 2 ZEUHM 2E2|X| 22|Xt= SIEE = IP
F2E LIEHE CIDR ZEQ = % X|IgetL|Ct. Trident= 0|2t t“-‘?—I(HI 6H: HE 7tse LE IPE AAl Al
NS = UEWT| Mol =7HEfLICt. = CIDRE X|HHK| §42H AAEl= 280| A= E0M H2 2E

324 el QLIFHAE IP7} AT E HHo| 27HELICH
© AEZ|X| BE|XtE AARE HHES HYotD FA S 52
0| XIHSHX| gtz ot Trident= 7|2 AALE MG AL

LS 1=

27F2 4 YBLICH PO 12 AATE HA

YAZE HHS SHOE B

Trident'= ONTAP HIS0| Tt HALE HAS SHOZ Be|ots 7|53 MBBILIC T2t AE2|x| Be|Rt=
TAIR FAS 2SO OISt Al FRX} - E PO SBEIE F4 B2 NFE 4 UBLICH AATE HHY
22|12 2| ZHABfOID R, YALE YHS £M6HE Cf 0|4 AE2|K| AL et £ H0| WX
QrLICE 8t 0|27 o1 BB DI2Esim AHE Hel Lol M IPS 2= SIX} =0 AE2(X| 22/ AR 0| Chet
AHAEZ HBrsto] MESHE Xt BHelS KItLic

SH UEL7| Mg ALY mi= NAT(Network Address Translation)E AFESHXA| OHYA|2. NATE
()  Agstel Asalx) AESels MK P SAE 47} 0fLjat BRIEQIE NAT 548 Q4302
LHEL7| 10 RISHS B20] QOB AHHATL HBELIC,

of

T 7K 8 S92 ALE00f LICt ChE2 WA= Folo| of LCt.

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

0] 7|52 MEY W= SVME| RE uXxtHE0| .= CIDR E5(0: 7|2 AAZE HM)S 5125t=
°—*!£EE A3 H Ol ol MY E AAZE FYHO| QU=X| 2HI6HOF BfLILE Trident & SVME
AFE3I2{H &4 NetApp ZHE ZH AfE|E MEHAL.

©

CtE2 219l OlE AHE3H0] 0] 7|50| ZSdts &4{of chet 2FLICt.

* autoExportPolicy 7t 2 BH™E[H true YSLICE O|= TridentO] SVMO]| CHH Of BHAE = T = H|X L=l 2}
=50l ot AATE MMZS sym1 MMSID FA SES AMESIH 2] 71 2 ANE autoexportCIDRs
Me|gLCt SE0| =20 HZAE m7tX| 282 4] gl0| ¢l AAXE MMZ ALESHH SEOf st K| =
HMIAE KttEL|CH 2 80| =20 AAE|H Tridentd| A X[HEl CIDR £ LHY| L= IPE ZE&6t= 7|2
gtree?t Z2 O|29| AARTE HAMS MMTILICE 0]2{3t IP= A9l FlexVol volumed| A AF238H= LIE LY
Mo = FItEILICH

125



° 0| =9 L3 25U
* BHRIE YUID 403b5326-8482-40dB-96d0-d83fb3f4daec

* autoExportPolicy 2 MEBILICt true

AE2|X] HEAMRULICE trident

= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159¢c1c

O|£0| Trident_PVC_a79bcf5f 7b6d_4a40 9876 e2551f159¢c1cQ! FlexVol gtreelf| CHet AATLE
A 0|20]| QI gtreed| CHSt trident-403b5326-8482-40db96d0-d83fb3f4daec HWALE
I-IxH

trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc SVMO| EHE Hl AAX
trident empty A4AMBIL|C} FlexVol AARE MM HI2 gtree AALE HHHof| ZTtEl @
ArQ| ZIto] ElLICh. Bl LIELY7| ML HAL|X| ofe DE 250 A CiA| AFREL|C

2
10 nijo

X
%

rin |m

—_ 11—
LICH HOE|X| g2 ELR Trident= ZUX 20| U= BE HY HRQ |RLIFHAE FAE AA S &
It

. autoExportCIDRs T SE SES EASLICL o] HEE= MEY AtZ0|H 7|2X 92 ['0.0.0.0/0", ":/0"]

Ol Oflofl A= 192.168.0.0/24 2 37t0| H|SELICE O]= HHS0| Y= 0] FA t“$|01I 6%'— Kubernetes ‘=&
IP7} TridentOf| Al MM St= AATE HHMOf| FItEICHE S LIEFHALICE Tridents AEE CESEY M =9
IP Z=AE AMSIH of| M KBt $¢ =21 Cixot0] SQIELICt aut oExportCIDRs. 71|AI Al IPE ZEEISH S
Trident= AlA| CHAH =9 2210|AE |PY| CHEE LHELH 7| X XS obSL|Ct,
HolEE *ct'%;?_f = Hol=of Chet XtE LHELHZ| EM 9 XtE LHELH 7| CIDRE EHIO|EE & JELICH 7[&
CIDRE If 2 ZH2|StLE AX|St= BAI=0f| Af CIDRS 37+ 4 QIELICH CIDRE AXE mi= 7|& HZO|
ZO{X|X| ¥ % Zolsfjof BtL|Ct. BHA=0f| CHH 'autoExportPolicy’' S AF26HX| L= “"* ot 3O = YHE
I-HELH7| ’éﬂ’ﬂ.*gi =0tz £ QUELICEH O A ot2{™ sl = F140f| A 'exportPolicy’ IJH7H HE MAEGOF gLt

TridentO| A BHAIEE MMSHHLE HO[O|ETt = L= SHE tridentbackend CRDE AH23SH0] gl

= A= E gtolgt
tridentctl UL Ef.

A
= —_= T
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

LBt MAEE Tridents ZE AARE HMS 2iQISH0 L =0f S SH= MM A FEIS HAHELICE Trident=
el 2= Ao LIELT| HMO|M O] L= IPE MAHSHH SR AES| M =E20|M 0] IPE THAIESHK| 8= ot 27
Or2EE YX|RLC).

L HAEE = HUH|O|ESHH tridentctl update backend TridentOf|A| AATE HMS
AtsoE 2eElgd = UASLICE o[ A 5tH Bt 22 #l=E9| UUID X gtree O|E2 HA HEHEE = 7HO| M
MAELICE 20| U= EE2 OH2E SHMRUCHIt CHA| OFR2ESHH M2 MME AATE HMS

AtERiLCt.

Aot SHo = WHE 27| YHMO| AK|EL|C.

() & melsls sl w0l Y ol
2 Halg|of Af e AZE FHo| ALt

OIS 7} ChA] A4 415| o =7} Af ol

2t0|E L E9| |P AT} YOIO|EE|H - E0i| M Trident PodE CHA| A|ZFSHOF ©HL|C 13 CHE Trident:= O] IP $HE
AME HHEoEE 2E|ots MAl=of CHet LHELHY| XS Yoo ERLICE.

SMB =& ZZH[XY S 2[5t =H|
ZH|E 20 SIH E AI2510] SMB 282 T Z2H|NH YT 4= UYELICt ontap-nas EEIO|H.
ONTAP 2I2||0|A S2{AEE ?I¢t SMB 282 MMstz{™ SVMO|A NFS 8! SMB/CIFS

TZEZS P55 FH80F ontap-nas-economy YL|CL O| F TEEE & SILIE FMSHX| Qo™
SMB =& AAof MojgtLiCt,

© O

autoExportPolicy SMB 2E0|= 7t X| & E[X| 4&LICE

Al=ket7| Ho|
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SMB 2&& ZZH|Xd5l2H WA OHZ &=0| [U0{0F &

AN =

L|Ct.
* Linux ZIEE2] & % Windows Server 20225 &&5t= Windows 2IXt .= E7} Q= Kubernetes S2{AFE
Trident= Windows h:EOHkl Ot MSiE| = PodOf| OFREE S

=
* Active Directory Xt ZHO| ZL&HEl Trident &S 7t StLt O] & UESLICH H|Y MMHSHT| smbereds:

=

o
MUhT
o

]
A
40
|19¢ a
L
_lT'_

L

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

= o=

* Windows MH|AZ FME CS| ZEA|. & FHYLICH “csi-proxy’ & HESHYA|R "GitHub:CS| ZEA|" EE=
"GitHub: Windows 2 CSI IZZA|" WindowsOM AlSiE| = Kubernetes = E2| 2R
cHA|

T 0|A ONTAPS| 2R MEiMOZ SMB 3R &5 MAMSI7 L} TridentOl M 3 RE MMHE 4= JASLICE
@ ONTAPE Amazon FSxO|= SMB 287t ZgtL|C}.

LIS & 7HX| @ F SILIZ SMB 22| Xt SRE MM
ONTAP CLI AF2 ONTAP CLIZ AI2310] SMB ZRE A

+ ASLIC "Microsoft 22| 2= 37 SH A€l £=
AH

gota{H OHEE THEYAL.

a.

ne

2

rot
ox
Ok

o
T

ROl ot Cl2EE| H2 28 Yoot

Z2|YLICt vserver cifs share create BH2 SRE YMHSH= 59 -path 400 X[ HE F=E
QlefL|Ct X|dst 227} glo™ FHEHO| HujgL(Ct.

ok

HA—1L- O O

o
>

|&El svmzt HZE SMB

OH

#8 MyELt

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C.

Ok

=

Rt HGEI A= ARt

vserver cifs share show -share-name share name

2. HHOlEE MA S [
xS RS 2 &

[}

SMB 2E2 X|H5I2{H Ct3S FJ8H0F LICH 2= ONTAP Hll= 71 S 40| chist
Zsth AISE "ONTAP 74 &4 3 oH|& FSX".
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. MF SAa0| FAS FIfetct

FIISICE trident .netapp.io/smbShareAdUser HO SMBE 23 QI0| AEE &~ JUTE AEZ[X|
SeA0| FM S FIFLICEH FAM0f| X[™”E AFEX} 2f trident .netapp.io/smbShareAdUser AFEX}

o|E0]| X|HE A1t SLHOF BLICE smbcreds HUQLICE CHS & StLHE MEfS &~ USLICEH
CC =

smbShareAdUserPermission: full control, change, === read. full control.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret—-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PvCE 4dgct

CHE OflHI0l M= PVCE M etLCt.
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc
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smbShare Microsoft 2t2] 2& == ONTAP CLIE A2t MM =l smb-share
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O7HHRUL|CH useREST  EHA Al “true, Trident U2 AP false.
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

2l

tA

ontap-nas 12|11 ontap-nas-flexgroups Trident O|X| FlexVol snapshotReserve S& &1 PVCO||
HIEA| ZEEEE ME2 AlMS AEELICH AHEXI7E PVCE RHSHH Trident MZ22 AIME AL
Zt2 7HE 2l FlexVol 4-ABILICE Of AAL2 AFEXIZE PVCOIA 8Tt MT| 7Hs S2H2 B, @X st =0}
72 9X| =5 HETILICE v21.07 O|TOfl= AMSXIZE ARAF 0|2 HIEE2 50% = AA Tt PVC(0: 5GIB)E
{51H 2.5GiB2| M7| 7ts 32tot HEHE|IJESLICE Ol AFEXE7L 2Kt 20| FA| 2&0|7| WZL|CH
snapshotReserve 1 & YRLICH Trident 21.072 AFESHH ALEXIZF @N5t= A2 M| 7HsT 37H0|H
Trident 0| ™2|&fL|Ct. snapshotReserve TA| 2E0I| et HESE LIEHH ZXIULICE 0|2 MEE[X|
%ELICE ontap-nas-economy . & YA S AotEHH CHS O E & XSHM( K.

2 mjo

Ok OK! Mjo ot

FO 1% 52

o
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o
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o

% I

rlo

CtZa 25 ct.

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

OlA 283t 5GIBRLICE volume show BES AESIH CHS 0|2} H|=ot A0}t EA|ELICE
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Vserver Volume qurpgam

_pvc_89f1cl56 3831 4ded4 9f9d &3dd5dL39514
online RwW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW

2 entries were displayed.

O] AXx[of 7| & il = E Trident ¥ 12{|0|= Al ?|0i| M ol L2 =&FS T=H|XJL|Ct ¥2fo|= Hof
ddot 280 32, HE MYE HESHHH 2F 3712 Z=TMof LI olE S0, 2GiB PVCe| B¢
snapshotReserve=50 O|H0il= 1GiBL M7| ts S22 MSots 280 YEEASLICL OE S =25 27IE

3GIBE =FstH o E2[7|0|8 2 6GiB 2&0|M 3GiBS| 47| 7ts 37t2 QEOHI ELiot.

A2 ol o

CH2 ool M= tHEE2] o HaE 7|22UCE R 7|2 88 B0 ELIC. ol= MAEE Holst= 7HY 72
HFE Ol |}
odd .

P 34 t&l LIFof| Cigt DNS

(D Trident?} = NetApp ONTAPO|A| Amazon FSxE AM&5t= 82
O|EE XIH3st= 20| ESLICEL

ONTAP NAS ZH = of

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup 0

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 0|

U e S0 HAll= YOI +F22 YUHO|EY ERIL YR MAEE FHY = ASLILE "SVM =5 &

[
"

JrrA

- ot

ST AQX|QH Gl AQX|EHO| AR E AIE8I0 SVMS X|HBILICt managementLIF S M2ketL|Ct
dataLIF % svm O47H H~ 0|2 EH OS2t Z&L|CH

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB =E&2| o L|Ct

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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ASAM 718 152l of

Ol %A dlE MOl |RQULICH clientCertificate, clientPrivateKey, %
trustedCACertificate (ME[E = U= CAE MESH= B2 ME AtEh = off M ELICH backend. json
2|3 24z2F Z210|AE QS A, 742l 7| 8l ME|E £ Q= CA Q1B A Q| base64Z QDL = 42 AL SILICH

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

1S AAZE HHo| of

I O:HO‘”A'II_ Trldent()"A-l Ex‘| OﬂJKEE Iﬁng Al-ﬂ'é‘l-():' OﬂJKEE IﬁtHO Xl-EOE AHA‘| |:|x| ‘_';}E|°|' E '6|-E
S B0 ELICE 9 ontap-nas-flexgroup E2I0|HO|E SYSHA ontap-nas-economy &S gL|CH.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6 T4 O

Ol ool A= E B ELICt managementLIF IPv6 2 ALE.

version: 1
storageDriverName: ontap-nas

backendName: nas ipv6 backend

managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipvé6

svm: nas_1ipv6 svm

username: vsadmin

password: password

SMB 228 A25l= ONTAPE Amazon FSx2| 0f

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

= 22/8LIL} smbShare SMB E&S A3t ONTAPE FSxOf| OH7H H=7F HRetL|Cf.
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

7ty 29| Ml o

Otz HA|E MZ uHoll= Mo| MM o 242 BE AER|X| Z0f that EX 7|27240] MEEILIC spaceReserve
3, spaceAllocation AHNY BR, X encryption HAY M. 7t E2 AE2|X| MM0f| F|EL|Ct

Trident= "Comments" ZE0| T2H|X 'Y 20|22 HYELICH AH2 2| FlexVol ontap-nas £ 2
FlexGroup®ll ontap-nas-flexgroup AEELICt Tridente Z2H| XY A| 714 E0f| Q= 2E 2[0|=2
AEE|X| 2E0| SHELICH Mo E 2l AEEZ|X| A2|Xt=7H4 E S 05 SEEE 80|22 20|22 Holg &
olaL|Ct

M H .

| oM = LB AEE[X] 0| AIHHL = BHEILICt spaceReserve, spaceAllocation, ¥ encryption
UE E2 V|2US MEgLCE
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ONTAP NASZ2| of

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup?| of

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS ZH = of

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

Eioll = 2 StorageClassesOi| DN/ EHL|Ct

CtS StorageClass M2l = 2 HESIMAIR 7HAF Z9| Bl 0, & ME2YLICE parameters.selector EEA
Zt StorageClass= =52 SAESH= Ol ALY £ U= 7t E2 S EYLICE MENSH 71 Zof| 2 50| H2| &[0

UAFLILH.

rir

* E 2&/8LICt protection-gold StorageClasse= 2 A Huf 3! & Huf 7tAF Z0f| O ZELICt ontap-nas-
flexgroup HAE SE 2 H3 7|5 MSot= s QL

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* £ =8I}t protection-not-gold StorageClasse= 2| M| #HMf 8! 4| Huf 7tA Z0f| B ZELIC ontap-
nas-flexgroup HAE 20|29 HS +F2 N|Sot= KLt EQLICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

Z&/SLICt app-mysgldb StorageClass= 2| Ul H 7t Z0f| 0lEELICE ontap-nas HAIE. mysqldb
o Hojl ot AEE|X| E M E MBS sttt EQLICH

[
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* E 5 8LICt protection-silver-creditpoints-20k StorageClass=

=T
OlE Xzl2 FM|Z2sl=

= 2| M| Hy
ontap-nas-flexgroup A=, AH 2| E5 3! 20,000Z21E M2 S w

7tet Zof oLt
2ot SALICY.

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

2IBLICt creditpoints-5k StorageClass= 2| Ml HMY| 7 ZE0f| 01 ELICH ontap-nas 2 WA= 8l
I.

==
= = =
5 HY 7t EQLICH ontap-nas-economy HiAE 5000 22X EXQEE HRot AU E MH|AIL|CY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io

parameters:
selector: "creditpoints=5000"

fsType: "ext4d"

Trident= O 744t Z0| MEHE|I=X] 2FS D AEL|X| @7 A0 SFE[=X| &lgtLct.

AUH|O|E dataLIiF X7| & F

M HHAlE JSON 0| H[O|EE CIOIE LIFE ®MSE & AELIC

2

mjo
n=

£7| 7Y 3 08 BYS Ao

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D PVC7} StLt 2= 0f2] 71| Podofl AZE 32, MZ2 C|0[E LIFZ7t HEE[2H dligst= ZE Pod
= LhS CHA| 22120k gLt

EOL SMB Of| Al

ontap-nas SZ20|HHE AL #Hollc 1M

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

O

ol

ontap-nas-economy S2t0|HE Al

r

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

AE2|X| B ALSH Wl Y
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas EZ2I0|HE Aot AEZ|X| Z2H A oA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D FIRHERX| &OISIM|R annotations HOF SMBE &M3tetL|Ct EOF SMBE= BHIE EE= PVCO||
AHE AM 0 2A Qo] =M Ql0|= 2SSHK| YELICE
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ontap-nas-economy E2t0|HHE ALE% AEE[X| 22 A Of| K|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

THY AD AHEXH7} U= PVC Of

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

02 AD AFEXI7} U= PVC O
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

NetApp ONTAPE Amazon FSx
TridentS Amazon FSx for NetApp ONTAP2} 74| AtE3H EMAIL

"NetApp ONTAPZ Amazon FSx" NetApp ONTAP AEZ|X| <& N A7t M35t oHY
AAEIS Maistn Molieh &~ JUEF AHSHH| 2El=|l= AWS A‘Iﬂlﬁ?:l LICt. ONTAPE FSXE

= = "1

AE3HEH 2=t NetApp 7|", d5 o 2] 7|5S &85t= A0, AWSO|| H|0|E{S
XEdsh= ol e ey, 2Ed, Eof SFds 48 + USLICE ONTAPE FSX:=

— O,

ONTAP TH Al2E 7|5 2 22| APIS XIELITH

Amazon FSx for NetApp ONTAP It A|AEIZS Trident?l S50 Amazon EKS(Elastic Kubernetes
Service)0l| A A& E|= Kubernetes 22{AE{7t ONTAPOIA X|5t= 25 X IHY I+ SES Z2H|IHEE
UCE o = JAFLICH

It A|AEI2 Amazon FSxQ| £ 2|AAO0|H, O]= AtLH ONTAP S22 AEQt SAFSILICE ZH SVM LHOf| A Ip

A AN DUt ZEHE XMESH=E HI0|E ZE|0|L{Ql St o|Ato] E&S MME £ UESLICH Amazon FSx for
NetApp ONTAPS 220N 22|y It A|ARICZ XS EL Er. AHE_ o A|AE 262 * NetApp ONTAP *
2t Sh|C},

153


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

TridentE Amazon FSx for NetApp ONTAP2} 2HH| At 35HH A mazon EKS(Elastic Kubernetes Service)H|Af
MM E|= Kubernetes 22{AE{7} ONTAPOM XSt E2 4 IIY F 28

252 mRHHYY 4+ UBLICH

Q7 A

"Trident 27 A2"FSx for ONTAPE Trident2t S8t6t2{™ Ct20| &

I:I —

'6'I-[_| |:|-

* kubbtlO] HX|El 7|E Amazon EKS 2 AE E= XHH| 22| Kubernetes 22{AE
* SAHO ZAX LEO|A HEE £ = NetApp ONTAP It A|AEIE 7|Z= Amazon FSx % SVM(Storage
Virtual Machine).

Off CHol Z=H|El ZFAXF L EQIL|CH 'NFS EE= iSCSI™.

@ Amazon Linux ¥ Ubuntudl| 2 R3%t L= Z=H| EtA|E m2tof eL|CH "Amazon Machine
Images(OtOHE 41 O|0[X])" (AMI) EKS AMI R&0] 2t CHEL|CE.

e Aret
*SMB E&

* SMB 282 £ AL8310] XIUEILITt ontap-nas S2f0l3t s

o.

° Trident EKS OHER0{|A= SMB 2&0| X| & =|X| gt&LICH
° Trident= Windows iEOﬂMDP 39” E|= Podol| OFREEl SMB 252 X|StL|Ct XFM[SH LIRS 2 "SMB
=25 L2H|X'J 2 ¢lot ZH|" XS AL.
* Trident 24.02 O| M0 = XI5 HiRi0| ZHSHEl Amazon FSx I A|AHIOA MM El EES TridentOl| A K|S
o UJSLICE Trident 24.02 O &0l A O] EXMIE UX[SHH™ fsxFilesystemID AWS FSx for ONTAPS|
Bl =

C 28 oo, AWS, apikey AWS apiRegion X AWSE secretKey X|™HELICE

TridentOfl IAM H&t2 X|™HSt= HR, apiKey U secretkey ZES
X|™HSHA| Q40 EILICt apiRegion. AHM[SH LHE2 2 "ONTAP 74

HA|H O Z Tridento|
k=) m]
O - E o H|d
FSX"&ZESIMA|IQ.

A
M S oHE

Trident SAN/iISCSI & EBS-CSI SE2}0|H SA| A2

AWS(EKS, ROSA, EC2 = 7|E} ©IAEI A )0l Af ontap-san S2}0|H{(0l]: iSCSI)E AIRSIEE HQ ol et
Cts 22 F40| Amazon Elastic Block Store(EBS) CSI =2t0|Het =8 4 USLICH ST 20| U= EBS
CIASE WeliohX| o HE|MA 7|52 E&6IH HE[IHA ™o EBSE M2(sHoF &LICt o oo M= Cte S
HOFELICE multipath.conf EBS C|ATE CHE ZAE0|M H2SHHA 4 Trident 8™ S Eétoh= oHY:
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https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
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https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html

defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

-

ol
—

0l

Trident= & 7tX| 915 REE K| SgfLICE

* XtA = J|Hh@EZE: X2 ZHE AWS Secrets Managerdi| QHSHA| MEStL|CH DY A|AE! EE= SVMO||
THE AMEXE AEY & JASLICH fsxadmin vsadmin .

Trident2 SVM AFBAIR MStHLE SUsH o2 JH7 T2 0|Z 0] AHBRHZ Assfof

O

I1|ﬂ&||9§ CHAISHE AFEX7 admin JELICEH Tridentll €H € AF25tE vsadmin 40|
&LIC}.

* 2ABM 7|2k Trident2 SVMO|| X & ABSME AHESH0 FSx Tt A|ARS| SVMat S ML
215 Zdstofl Tt XEMIEE LHE2 E2t0|H R0 thith 158 HESHIAIL.

* "ONTAP NAS ¢IZ"
* "ONTAP SAN ¢IZ"

B|AEEl OFIE DAl 0]0]X|(AMI)

EKS Z2{AEE CHst 2 NI E X[&SHK| T AWS= ZiE|0[L 5! EKSO| CHS £ AMI(Amazon Machine
Images)S X MsFHALICE CF2 AMIE NetApp Trident 25.0200| A E|AE E| Q& LICE

ot NAS NAS - ZHH iISCSI iSCSI ZH|
AL2023 x86 64 ST o o o o
ANDARDZ

EESHAIR

AL2 x86 64Z of oll off * off *
EXSHHAIR

BOTTLEROCKET x 0f|** o et ole et ol
86 642

KX SHAIAIQ

AL2023_ARM_64_S o ol o o
TANDARDE

HESHIAIR

vsadmin &L|Ct. Amazon FSx for NetApp ONTAPO|= fsxadmin ONTAP 22 AH AIEXIE
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AL2_ARM_645 oo o off * off *
HZoIHAIL
BOTTLEROCKET_A of**

RM_642
ERSHIA R

=2
=t
o
£Q
ojo
=
o
£
Olo

« % LEE TYA|RSIX]| = PVE AK|E

* ** Trident H{F 25.020i| A= NFSv3e} =t

@ 8= AMIZ} Of7|0]| LIEE|X| o2 AR K| E|X| =Ct= o|0|= OFL|CE thad| HIAEE HX|X|
QLS 2 QINJEILICY. 0| 222 AMIZ} XHS 8 Sl T3t 7j0|= ejere ct

* LIS 2 M85 3T HIAE:

* EKS H%: 1.32

* AKX &H: Helm 25.06 % AWS =7} 7|5 25.06

* NASQ| AL NFSv32t NFSv4.10| 25 EH|AEE|AELICE

* SAN M & iSCSl= HAEEROMH NVMe-oF = HAEE|X| IUt&LICE

* SHEHAE "

Mo ME 284, PVC, POD
AMH|: Pod, PVC(tt, gtree/LUN — ZH|A, NAS2EAWS )

AtM[et LIS 2elotiAl2

* "NetApp ONTAPE Amazon FSx EA{"
* "NetApp ONTAP& Amazon FSx 221 AHA|2"

Z H35t= A AWS IAM S22 215510 Kubernetes PodE
O

@ AWS IAM &S AL23H0] Q15323 EKSE AF2510] Kubernetes 22| AES 7LZ6H0F BHL|C}.

AWS Secrets Manager 2 S AMetL|Ct

Trident= AFEXHE QU AER|X| 22| E 2I6H FSx 7Ha AMHO|| CHalf APIE t”°”0f':'§ O|E I8 Xt 3HO|
LQBtL|ct o]2{3t Xt SHE MEste oHBH B2 AWS Secrets Manager @55 AF86te ZIQILICE 2ty
OFZ! A H0| 9i= A< vsadmin AIHQ| K& ZH0| Z8HEl AWS Secrets Manager %*23 MMsoF gt

0| Blloi A= Trident CSI Xt& ZHZ X &St7| 28t AWS Secrets Manager 2S£ MM eL|Ct,
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
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https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

1AM xo-ltﬁH% AHA-IB‘H_||:|.

TridentS SHIE2A| Alssta{ ™ AWS HSHE T QSHL|CE [2tA Tridentd]] L3 AFR HSHS Ho{st= MHAMS
DS 0{OF RHLICE.

CHE Olloil M= AWS CLIE AH2310] IAM FHM S ‘H-d Lot
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

* XM JSON of *:
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

MH|A 7 HZ(IRSA)S 218t Pod ID = 1AM g A4
Kubernetes AH|A | 0| EKS Pod IdentityS AH23H= AWS Identity and Access Management(IAM) &gt EE=

=
HEI2 A AZ(RSAIZ FIHAM XS DES 28 + UL Mol ARE HEHES 748 22 Pods
st ofstof] M2 o] Qs DE AWS MH|A0] M AS 2 ALICH

158



L= Ofo|HIE|E|

Amazon EKS Pod Identity #Z 2 Amazon EC2 QIAEIA TZEO0| Amazon EC2 QIAEAO| X1H SEHS
HZshs LAlnt SALSHA| o Z2|AH|0| M| Xt ZHE 2E2|5h= 7|52 M3 LT

EKS 22{AE0| Pod Identity & X|:

AWS

rHI

e
=

o

Soll tE= CH2 AWS CLI HZE S AL2310] Pod IDE Mde 5= ASLICH

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

AtMlst 22 L2 S HZSHMIR. "Amazon EKS Pod Identity Agent 273" .
trust-relationship.jsonS A stL|C}:

EKS MH|A X7t Pod IdentityOl| CHSE O] &b 3eh &~ QU trust-relationship.json I S MA5HM| 2.
Al

a2 O O MR FHE ALEOte JEs

aws ilam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json It :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

159


https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html

aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

TC D HZ MA:

IAM SE 3t Trident AH|A 7| M (trident-controller) 2t Pod ID HZ S MM gL |Ct

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

MH|A AH AZ(IRSA)S 28t IAM SE
AWS CLI AHE:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json It: *

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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OAONM CFS g2 trust-relationship.json YHI0|ERIL|CY,

* * <account_id>* - AWS A& ID

* * <oidc_provider> * - EKS 22{AE{2| OIDC. LS8 2t oidc_providerE 7tHE = JASLICL

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\

-—output text | sed -e "s/“https:\/\///"

* 1AM HMof| IAM g AE *:

HH0| WHEH CHS BHS A0 YH(2 THA0M THE FH)S ol AZ Lt

—_

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

* OICD 3247t HEE[U=X] =l =

OIDC S&XI7t S2{AE{2t HEE0| JA=X| 2ALL|CL CHS HES ArE5He 2ele = ASLIC
aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4
E=30| H|0] Y= 2R CHS HHES AH83H0] IAM OIDCE S AE{0f| HZSL|C

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

eksctlS AHE3H= 42 L3 Ol AL83H0 EKSQ| MH|A AH|IHof| ChHet IAM HE S HdstM K.

=

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

TridentS AX|&L|Ct

Trident2 KubernetesHl Al Amazon FSx for NetApp ONTAP AEZ|X| &2|E Z2tA 2151
JHE Xt 22| Xt7t O Z2[AIO|M f50f HEY & JAEF K| gL|Ch

=

S e I SILIE ARSI TridentS X[ 4= USLICE
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L= Ofo|HIE|E|

1. Trident Helm XZ&tA 27}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. C}2 Ol E AFE3IY] TridentE MXISHA|R.

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

-

HHZ AE6HH 0|8, HIYAHO|A KtE, ME, A HHE U X HSQF 22 MX| JE HEHE HES
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

AH|A AH HZE(IRSA)

1. Trident Helm M &4 27}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 22RE SIS U 22 E ID*of| Chet ZtE AE et

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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HHZ ARSI O|F, HIYAHO|A XtE, MElf, A HHE S X H ot 22 MX| N7 HEHE HES
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

iISCSIE AtE3t2{H Z210|HE HAI0|A iSCSIZF EASHE|0] UY=X| 2QIstM| 2. AL2023 Worker
E OSE AE3H= Z2, helm &X| Al node prep D7 AE 27}3510] iSCSI 2210|AHE MX|E
Itsate 2 UELICE

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

EKS OHE28 Edl| TridentES A X|EL|Ct

Trident EKS OHE=20]|= x| A1 HQt TiX| 9 O X 0| ZLEtE|0] L OH AWSO| A Amazon EKSSt &7H AHEE
UCH= Z40| ABE|ASLICE EKS OHERS AF2SIH Amazon EKS S2{AE Q| Hotul ot M S X|&X o2 HESt D
OHERZ2 dX|, 714 8! AH|0|Este= o] 2Rt U2 EY £ USLICE

e e

AWS EKSE Trident OHE22 71 ASI7| FOf| CHS AP0 QIEX] SRISHMA L.

* OHE2 70| = Amazon EKS S2{AE A™EYLIC

* AWS OpZIE2[0] A0 Ciet AWS # e
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 848: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 Arm (AL2_ARM_64)
* LC 2%: AMD &= ARM
* 7|& Amazon FSx for NetApp ONTAP It A|AH

AWSO]| CH3H Trident OHE2S M SetL|Ct
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=
- F7t 7|58 MElSIEH LS ¢
a. AWS Marketplace &7t 7|5 MM7X| Of2 = A ESH0] M MXIof| *'Trident™E = L|Ct.
b. Trident by NetApp AXt2| QEZ Alttof| Qs 2fQlztE MEISINIR.
c. Ct3 * & MEfgiL|CE

6. Mefst 27} 7|5 4 * HF HOIX|OIA CHSS S¥BILICH
@ Pod Identity %122 AL23HE 2 0] EIE ZL{ELICH,
g Heyyy
b. IRSA 2152 AIZ3t= 29 MEfX 4 MToIM AFS THs Bt T4 2tE MEsof LIk,

* FIt 7l M AF|0pE W21 *7 Y gt MMl configurationValues O{7HEH 4~ 0T THA|0f| A
TLE role-arn 2 A™SLICHZN2 CHE A A0[0{0F &),

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

t 9| ™ E Amazon EKS O E
25X Lo_' 7|X ™ E56t= 2 20| AojgiL|Ct, el'f
o

— = T Mg -O|I=l|_ = Ss=2YtTC o1
QF HAIXIE A3 5= Z2HE sHEY + ASLICL o] S8 S MEHSHY| Tl Amazon EKS 7} 7|50|
XiA| 2H2[3l{0F Sh= HE S 2HE|SHR| =X 2elohdAl2.

—

7. g * 2 MEEiLIC

8. AE 8l It HO|X|of| M * BHET| * S MEBtLICE

FIt 715 EX7F &A= EHE EX[E 71 7|S0| EAIELIC

AWS CLIS Z XA

* 1. dHSICt add-on. yson THU*;

Pod Identity2| Z2 LIS HAIS ALESHMR:
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"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA 2152 2 L2 A S M85t a:

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v25.6.0-eksbuild.l1",

"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(D) <role ARN>"O EFZ0fA] 443t o2re| ARNOE HIELICY.

* 2. Trident EKS OHE2E HA[SIMIR.*
aws eks create-addon --cli-input-json file://add-on.json

eksctIIL|Ct

CS & ool M= Trident EKS 27} 7|52 AX[EL|Ct.
eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Trident EKS 37| 7|s& ¥H|0|EgtL|Ct
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t £[0f ASFLIC

HEE[0 A
1. Amazon EKS 2£2 https://console.aws.amazon.com/eks/home#/clusters & L|C}.

2. A EHM KoM * S2{AE * & MEBIL|C
3. NetApp Trident CSI OHERE C|0|EY S AEQ| 0|2 MEHEL|CE.
4. Add-ons * 2 MEHEHL|CE,
5. Trident by NetApp * S MEHS C}S * ME| * S MEHSIL|C}.
6. Trident by NetApp * 1A H[O|X|0f| M CtS S S BtL|Ct
a. Ar8g * BT * 2 MENSL|Ct

b. MEHX 1M MF * 2 &S0 HRoj w2t ~FetL|ch

c. HE L MT * S MEigL(Ct

AWS CLIE EZStAIL
CHS WM = EKS 71 7|52 O[Ol ERtLICt

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctIQL|Ct

—

* FSxN Trident CSI 7} 7| 52| oixf HAME =olgtL|Ct 23{AF 0|E 22 WHM|YL|C my-cluster.

eksctl get addon --name netapp trident-operator --cluster my-cluster
- &0 -
NAME VERSTION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O|F EHAIS| ZH0M ALEE += U= HCO|E of2foff HHetE HEe = =7t 7|53 YO0l ERLICE

—

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force

167


https://console.aws.amazon.com/eks/home#/clusters

=M M7 Amazon EKS F7t 7|5 AH0| 7|& A8t == B2 --force Amazon EKS 7} 7|5
YOOl Et Milist E= EME sHAst= Ol ==20| &El= 2F HAIX|Zt EAIELICE o] FME XIFst7| Hof|
Amazon EKS 0= 20| 2t2|sHof st= MAE S 22|SHX| =X &ISHMA|2. 0|23t BH2 o] gHe =2
SHOMX|7| H2ALICE O] MFO| CtE FMof| st XFMSH LB S EZTSHMAIR "7t 7[5". Amazon EKS
Kubernetes ZE 2t2|0]| CHot XtM|o LHE 2 E HZSH AR "Kubernetes S4% ZH2|",

Trident EKS &7} 7|52 ®AH/HAHEL|Ct
Amazon EKS OHERZ M|7HSt= & 7HX| 80| JUELICE.

* * 2P AE0| OHIEL AT EQ 0] RX| *- 0| SME ZE MXO| Amazon EKS #2|E H|7gtL|Ct, est
AHIO|EE AlZEfSt = Amazon EKSO|A YH|0|EE 22|11 Amazon EKS 0HERE XIS2 2 YH|0|Edt=
7|5 E HAHEL|CE SHX|2E 22{AE0| OHER AT EQ|0{7} HEEIL|ICE 0] SME AFR3SIH Amazon EKS
OHE20| Ofl X7t 22| A X[7t ElL|C} O] SMS Ar2dHH O =20]| CHH CHREFI 0| @I&LICE. -
preserve’ BH| FME RX|5I0 7} 7|52 RXIELICE

* * 2HAEHOM OHER AT EQ O 2tHS| M|H * — NetAppeE S2HAEO| S5E 2|2AT gl 20Tt
SHAEHW M Amazon EKS OHE2E HAHY A2 HETILICH --preserve F7t 7|52 HHSHHH
HHOAN SMZ2 “delete MAHSIAUAR.

(D) oH=2ol 1AM AZol #izElof A2 1AM AHo| HHEIX| eiLc
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1. 0l Amazon EKS 2&8 ELIC} https://console.aws.amazon.com/eks/homett/clusters
1% EHM X0l M * E2{AH * & MEBL|CH
- NetApp Trident CSI 7t 7|58 HAHY S2AES| 0|2 MEHSILICE
He = Trident by NetApp *. * & MEHBILICH

2
3
4. 7} 7| * S MEBH OIS *
5. ®|H * = MENSHL|C},
6. Remove netapp_trident-operator confirmation * L3}t A X0 M CH2E 3Tt C}.
a. Amazon EKS7} OfE20] CHot MH 22|E SXISTE of2{H * 22 AE0|A RX| * E MEfRILICE.
F7t 7|59 RE AN A Mg = UL E SHAHO F7F ATZEQOE |XI5tHHE 22 0
S et
b. netapp_trident-operator * £ {2istL|LC}.
C. M7 * & MEfBILICE
AWS CLIZ &M

22{AE 0|EQZ U] my-cluster CHS BHS AdgiL|C}.

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve

eksctIIL|Ct

CHe HES AASHH Trident EKS 37t 7|50] MAHELICEH

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

*EE|I| HH01||:§ _—I.LA-I'SI-L_||:|.

ONTAP SAN % NAS E2to|H £t

AER|X| HHAIEE MMSHE{H JSON EE= YAML SAIO R 1A IS 0HS0{0f SHL|CH DA M Yst= AEE|X]
QH(NAS E= SAN) ot A|AEL SYME 71K 2t €l % S X5l of ELIE& CH2 OlMl= NAS 7|8t AEZ|X|E
Molstil AWS LS E AHESH0] AHBS}E = SVMO| Xt HE Ho{FLICL

JH
o V=
0f
o
2
¥ 0
ot
FIF
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YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1

storageDriverName: ontap-nas

backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSONZ EESHMAIL

"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "tbc-ontap-nas",

"svm": "svm-name",

": {
"fsxFilesystemID":
by

"managementLIF":

"aws

"fS-XXXXXXXXXX"

null,
"credentials": {
"name" :
name",

"type": "awsarn"

170
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:secret:secret-

:secret-



Ct

dlo

BHES A Trident TBC(HA = F18)E Wd5t2 ASELICE

* YAML It 0| M TBC(Trident HA = ) E ‘MM5t0 CHS BHS AAfL|Ct

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident A= L M(TBC)O| H3MOZE MME|/}E=X] Q-
Kubectl get tbc -n trident
NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-

b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP =210|H ME H&
CtS S20|HE AE38H0] TridentS Amazon FSx for NetApp ONTAPS} 88t 4= U&L|Ct

* ontap-san: ZZH|XYEl 2} PVE K| Amazon FSx for NetApp ONTAP =& L2 LUNQILICH 22
AEZ|X|0 HEELICE

* ontap-nas: ZZH|XYEl 2t PVE A Amazon FSx for NetApp ONTAP & ILICH. NFS 5 SMBO]|
HEELICH

* 'ONTAP-SAN-O| 2 0] ZZH|XN'J %= ZH PV= NetApp ONTAP £&0|| L8} Amazon FSxE 74 7H5¢t
LUN 2 7I% LUNRIL|CE,

* 'ONTAP-NAS-EZN|HQI" 2t pV I2H| X2 gtree0|H, NetApp ONTAP =E0| CHd Amazon FSxE gtreeE
Tdg £+ ASLICL

* 'ONTAP-NAS-flexgroup": ZZH| XY &= 2t PV= NetApp ONTAP FlexGroup 2501 CHSH X Amazon
FSxLICH.

C 20| 0| CHSE XtM[SH LHE2 2 EESHYAIL "NAS E210[H" B! "SAN =210[H ",

T4 DU0| MYE|H ks HES AASI0] EKS Lo 7 ot S WeefLict.

kubectl create -f configuration file
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kubectl get tbc -n trident

NAME BACKEND NAME

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas
f2f4c87fa629 Bound Success

'torageDriverName'IL|C} AEZ|X| E2t0[H 9| o] S|ILICH

HHAI = 0|5 ArEX}F X 0|5 = AEZ[X|
HHoll =
OfLtHIERLIF Z2{AF EE= SVYM 22| LIFQ] IP

F4 FotetEl el OIE(FQDN)%
Xge = USLICE IPve E2i
AL23t0] Trident?} MX|=l 2L IPv6
TAE MESIEE dHY &+
USLICE IPve FAE CHESE
FO{0F SfL|CHO:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]). aws " SZO|A 2
H3ote 8%
‘fsxFilesystemID, TridentO|
AWSO[A SVM HEE HMET|
20 E dag 2t &Lt
managementLIF.
managementLIF [2FA] SVMOI|[A]
AHEXto]| CHet Xt SE(ol:
vsadmin)2 |3 sl{0f StH
AHEXIOf|A| Heo| RU0{OF SrL|C.

vsadmin
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BACKEND UUID

7a551921-997c-4c37-aldl-

of

FAF 1

o

0Ot

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san, ontap-
san-economy

E2l0|H O|& +"_" + dataLIF

"10.0.0.1","
[2001:1234:ABCD::fefe]"



OH7H 4 29 o

CHEFLIF TZEZ LIFQ IP TAQLICE *
ONTAP NAS =2t0|H *: NetApp=
dataLIFE X[¥ & S HEELICE
MBEX| = E 2 Tridents
SVMO|M H[O|E] LIFE 7FM&L|C}.
NFS O E 240 At
FQDN(HH3IE T2l 0|5)2
X|™g £ AELICt o] stH
2H2E ZHI DNSE MAMsto] ofzf
HIO|E LIFS 2E MM S ST &
USLICH x7| B =of HEL &
UELICH 2 TSI AL, * ONTAP
SAN E2t0|H *; iSCSI0f| CHaH
X|™SHX| O A2, Trident= ONTAP
MEI™ L UN B2 ARSI CHE E2
NME MHst= ol ZR3tiSCILIFE
ZAMSHL|CE IOJE] LIF7F HAIXH QO 2
Holx|of o™ ATt MM EL|Ct
IPv6 E2i3E AL Trident7t
MX|El AL IPv6 TAE A2

M £ QELICL IPv6 TA=

2 =2 FO{OF SL|CHO:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]).

-

XS 27| ZH S AAZE Y MY S HH0|E  AXLICH
[Boolean] &4 2} Trident= A
autoExportCIDRs =42
M85 autoExportPolicy
AATE YHMS NSO 2T 4
AeLich.

s LHELHZ| 0| MH=l A0 CHdl Kubernetes ~ "['0.0.0.0/0",":/0"]"
LC |IPE ZEZ5H= CIDR
autoExportPolicy SELICH
Trident= % autoExportCIDRs
SME A8
autoExportPolicy HAZLE
HuME XSC = ¢l = JASLICH

e SE0| g olo| SSONFHA ™
2floj2 ME LTt
"IHESHA Baseb4 - 22}0|XE Q1= A9
o

QB E ZYLICE ASBAM 7]
2150 A+EE LIt

‘clientPrivateKey' IL|Ct Base64 - 2210[HE 712!l 7|2
QAT E ZALICEH QIS M 7|8t
1B 0f| AFSE LTt

LERISMCE Base64 - AM2|g 4= Q= CA
B Mol QI AL E ZIRALICH MEH
Argt. QIZM 78t Q1B 0f| AFSEIL|CH
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VM LTt

'"EEagePrefix'

Mgt MENALE

LimitVolumeSize
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HL|C}H

e

22{AH E= SVMO| HZE AFEXL
O|ZYLICt. XtH BF 7|t 5o

-1 ©O O

AMEEILICE off: vsadmin.

So{AE = SVMO| AZ5= 2=
x4 58 7|H* 2150 AHEE LT

MEZ AEE|X| 7h HAYLICE

SVMOIM M 252 T2H|X g of
AEElE BEAL MM Fole &3
2 AELICEH O] DH7f HEE
AC0|EstE{H Af WA= S M Msljo}
grLCt.

* NetApp ONTAP * £ O}0}= FSxof
CHSH A= X SHK| I:||'M)k|9 HzE A
vsadmin HlE fsxadmin
OHZ|H|O|E AtEEE HMst
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nfsMountOptionsS ME4TtL|C}

nasType

"HEZAHEMAZE"

smbShare

'useREST'
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SefA = 8 ool OFRE
=SMO| XY= X| %2 EL Tridents
HZ=l J7 E50| OIRE SMNS
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MAdlor gttt smb SMB 259
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NFS =&0| ™ EL|CE.

FlexVol volume'™ £[CH gtree, B¢ "200"

[50, 300] LHoi| RLO{oF et

Microsoft Zt2] 2& L= ONTAP smb-share

CLIE A5t ddE SMB 372
0|2 =& Tridentd| A SMB 285
MMSIEE 5|25t= 0|52 XN &
AELICE o] o7 ~= ONTAP
gHoll = 0f| CHEt Amazon FSxO|
LeotL|Ct,

ONTAP REST APIE AI83t= 22 HAY

O§7H HQALICH 2 true AX™SHH
Trident0| ] ONTAP REST APIE
AHESHY] Bl = EABILICE, Of
7152 AME35t2{H ONTAP 9.11.1
O|A0| HRBIL|C} ESH AR E|=
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- fsxFilesystemID: AWS FSx
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- secretKey: AWS H|Z 7|L|C}.
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ntfs HOF AEIA.

SMB =& M=
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Kubernetes StorageClass 7HXIE T#d5t10 AEZ|X| A E M5t Tridentd| =&

T Z2H| X ghHS XA|EL|CE M4 El Kubernetes StorageClassE AF25t0{ PVOi| CHet
HMAE QHESI= PersistentVolumeClaim(PVC)S MMetL|Ct. O3 CHS PVE T 0|
hAfet &~ QUELCH

AEE|X| E2HAE HGELICH

Kubernetes StorageClass 7H1&|S FAgtL|Ct
02 "Kubernetes StorageClass ZHH|" ZHK|= Trident SH& S AN AFE &= TZ2H|XUHE AT Trident
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

iISCSIE A2t 250 Ci$t StorageclassE AXst2{™ CI2 0| S AF2SHAMIR.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"
AWS BottlerocketO| A| NFSv3 22 Z2H|X Y H LRt £ mountoptions 2E2|X| Fa2iA0| F=7atL|C,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

TridentO M| 2&S Z2H|X 5= YHE Mofst= ol AEEl= 3L o7 Haot AE2[X| S ATt 2 HESh=

=58 = — od=
HIEHOf| CHSE XHMI$ PersistentVolumeClaim LHEE S "Kubernetes 2 Trident @ EHE ARSI AIL.
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EHA|
1. Kubernetes LEHMEQ|OZ E A2 A kubectl KubernetesOf|A] A AdsHof ShL|Ct,

kubectl create -f storage-class-ontapnas.yaml

2. O|H| Kubernetes®t Trident 2 50{|A * BASIC-CSI * AE2|X| 2eA 7} EA|E| T Trident= BHAIlE

Ao gL |Ct.

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

A "PersistentVolumeClaim"(PVC)= ZE{AE2| PersistentVolumedi| CHEE HM[A @ ALICE,

PVCE EF 37| = HNA REO MY S QESIEE F4Y + ASLILE S2{AH 2e|xt= HEE
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= E
StorageClassE AH250 PersistentVolume 37| 5! HMA RE(O: B5 EE= AH|A £F)E MO
PVCE MM3t T ZCof| 252 & & JUSLICH
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PersistentVolumeClaim M Z OjL|HAE
olz{st ol 7|2XQl pvC M M2 H{FLICE.

RWX 2 M[A PVC
0| of[ofl M= 0| Z0] 2! StorageClass2t HAE rwx AMA HHO| U= 7|12 PVCE EH “basic-csi FL|C.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSIE AE3t PVC O A|

0| olofl M= RWO HM|ATL Q= iSCSIZ 7|2 PVCE EXELICE 0] PVCE= StorageClass2t HZ %[0
UELICE protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC 44
=

1. PVCE ZtM gLt

kubectl create -f pvc.yaml
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2. PVC HEHE golst|ct.

kubectl get pvc

NAME STATUS VOLUME

pvc-storage Bound pv-name 2Gi RWO

Trident| A 22 T2 H|NYst= HiHE

HFEHO|| CHSE XFM|St PersistentVolumeClaim LHEE £ "Kubernetes 2!

Trident £

CAPACITY ACCESS MODES STORAGECLASS AGE

5m

K0Sz O AFRE[= 5 07 HE2F AER|X| SefA T}
S Trident LEHE"EIXSHAA L.

oj2{et 0j7i M= XHE RAEC EE2 T2H|X'ISt= O AHE80F 5ti= Trident 22| AEZ|X| &
£4 4 ot H3eLct QAL
ojcjof * =XE HDD, 3t0|E2|E, E0= ol s X|™El OJC|of
SSD OC|o{7t Ttz FAYLIC
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SIO|EHE|E= E
2= olojghct
D2HNE fd 2ZXE o E=HsLCE E20 OT2H|X'd 20|
HEHIH'—' HHES K™= JASLICH
Xl et
HHoll = Q3 Sxte ontap-nas, Zo|o| WS ==}
ontap-nas- fdoll ot XFEJASHIC
economy, ontap-
nas-flexgroup,
ontap-san,
solidfire-san,
azure-netapp-
files, ontap-san-
economy
AL =YLt &, A7 Z22 A0 AHAEO| EdztE
UX= 2ES =5
Xl et
=H| SYLCtH AN =E2 28 222 Z2E0| H3E
Xl dgfL|ct =8

Al

842 HEoh=
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E2 ZFEELCL
ol 2|3

X E L
ONTAP-NAS,
ONTAP-NAS-
o|Z 0],
ONTAP-NAS-
Flexgroup,
ONTAP-SAN,
solidfire-SAN

Thick: All
ONTAP; Thin: All
ONTAP &
solidfire-SAN

PE =210|H

BLEA, 2EM

2|=Tfo[of A

1> rto

BLEA, 2EM,
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2ot =YLt H, 73 E2 gzotE oot stz
=ES AHYLIC EEYLIC
IOPS L2 o YLt E2 0 HololM =& 2 ol2fst

IOPSE E&Y & IOPSE
AEL|Ct e C

" ONTAP Select A|ARIO|A| X| & =|X| Q&L|Ct

ME 88 =M HZBIL|CE

Xt P
HZsH| st HE 2 M| 0f| 7} Lt J}ESLICE.

kubectl create -f pv-pod.yaml
Lt o= PVCE 0 R2A35H7| 9leh 7|2 #48 BHELch * 7|= 79 *

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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() = sslol 18 482 DUEYE 4 YSLIC kubect] get pod --watch.
=
=

2. 280| 0| OF2EE[0] A=K 2RAIFLICt /my/mount /path.

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O PodE AtH|e = AELICL Pod 88 T2 12 O 0|4 EXHSIX| X2 2E2 |XIELICL

kubectl delete pod pv-pod

EKS 22/ AE{0| A Trident EKS OHE2Z AIEHL|C}

NetApp Trident2 KubernetesO| A Amazon FSx for NetApp ONTAP AEZ2|X| Zt2|E
7HABESH] R 22[XE7F O Z 2|70 =0 HEY = UTF X[ LT NetApp
Trident EKS O =20i|= %[ &1 2ot x| 3! H 1 £=F0| ZE 0 Q2H AWSOA Amazon
EKS2t BH A8 E 4= QUCH= A0| ABEIASLICH EKS OHEREZ AHESHH Amazon EKS
So{AECS| Hotut ot S Il*’“OE HESID OlER2E HX|, 4 8 HH|0|ESH= O

(o]

.l
o QS RHOIZFS FQl A olA| (O}

ne

S S
AWS EKSE Trident OHER22 71 A617| Hof| CHS AP0 QI=X| SIS L.

* X7} 7|58 AT £ Ql= ATH0| Q= Amazon EKS 23{AE AX™QULICE € "Amazon EKS 0=
"EZSIMAR.

* AWS Ozl Za[0]A0f CHet AWS #Hot:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 8&: Amazon Linux 2 (AL2_x86_64) &= Amazon Linux 2 Arm (AL2_ARM_64)
* L= 2%: AMD E= ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AE

EHA|

1. EKS PodOflM AWS 2| A A0 BMAL £ JLE |AM et B AWS L= E MHSHUAIR. RAet LHE2 2 "IAM

gt 8L AWS SecretS MESLICIEHESHYAI2.
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2. EKS Kubernetes 22{AE{0f|A * Add-ons * O Z 0| SEL|Ct.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [,

Upgrade now J

¥ Cluster info info

Status.

@ Active

Cluster health issues

@0

Kubernetes version  info
1.30

Upgrade insights

20

Support period Provider
@ standard support until July 28, 2025 EKS

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags
( () New versions are available for 1 add-on.
Add-ons (3) e " view detaits ) ( edit ) ( Remove )

[ Q Find add-on

] [Any categ... ¥ ] [ Any status ¥ ] 3 matches

3. AWS Marketplace O0HE2 * O 2 0|58t0f STORAGE_CATEGORYZS MEHSILLCE.

4. NetApp Trident * £ %0} Trident OfE29| &t0I2t2

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc, X

M1 NetApp

NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

5. g3t %7} 7|5 B{HE Mely

184

L|Ct.

d storage workflows. Product details [?

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

(D You're subscribed to this software X ‘

You ean view the terms and pricing details for this product or choose another offer if one is available.

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. BRstFIt 7|5 BFS LI

or

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. IRSA(MHIA AF0l| CHEH IAM HEhHE AI8SH= B2 7t 74 EHAIE BXSHMR."017]" .

8. Create * & MEH{TIL|LCE,
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9. =29 AFENTE  Active QIX| ZHQIEHLICY,

=

Add-ons (1) info View details Edit remove | ( Getmore add-ons

| Q. netapp X | \ Any categ... ¥ \ | Any status ¥ | 1match 1

: O
fNetapp NetApp Trident
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [4

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)
Not set
Listed by
NetApp, Inc. [3

View subscription

10. Ct3 HH S HAHBHH TridentZt S2{AE 0| SHIEA| HX|=|0] U=X| ElStL|Ct
kubectl get pods -n trident

M. XS A&t ARE|X| HASE PHBLICH XEMSH LHB2 & "AEE|X| M ES FERILCHERSHYAIL.

CLIE A2810] Trident EKS O =22 M X[/ AHEL|C}

CLIE ALE510{ NetApp Trident EKS 7} 7|52 AX|&L|Ct.

CHS oflX| HEE Trident EKS &7t 7|5 & AX[gL|Ch
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.l (M2 HH Zgt

CHS OlA| BE2 Trident EKS OHER HH 25.6.12 MX[gLICH
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.l (H& HH Zgh

CtS Of|A| A2 Trident EKS OH=E2 HH 25.6.28 MX|gtL|Ct:
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.l (M HH X&)

CLIZ A2510{ NetApp Trident EKS Ol E22 X &fL|Ct.
Ct2 HAES MHSIH Trident EKS 227} 7|50| ®|AHEL|Ct.

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl2 BHAIE S QS L|C}

HHOI = = Trident2l AE2[X| A|AR ZHo] 2HAIE HolgtL|Ct Tridents SHY AEE|X| A|AE! 1}
SAlot= gt Trident7f AEZX| A|ABIM 2 &S ZEH|X 5= WHE L2 EL|C)
TridentE AX|ot 2 CtZ A= A EE M MSH= LT,

TridentBackendConfig CRD Af%ﬂ' XNH g2|AA HOHE AE3IH Kubernetes
QEIHIO|AE S8l Trident WMAEE AF MMstn z2let & JASLICH. O &2
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L= Kubernetes HHZEO| SiEdSt= cL1 E2 AIESI e £ JUSLICH
“kubectl.

TridentBackendConfig

TridentBackendConfig(tbc tbconfig tbackendconfig, )= & AFESI0] Trident HAIEE 22|

IHE A= 0|E 7|8 CRD “kubectl YLICt O|H| Kubernetes ! AEZ|X| #2|Xt= M8 HHAE RE2|

Kubernetes CLIE Solf &F BHAIEE TS 1 222 =~ (‘tridentct! U SLICE.

'ER|HAETM K7t WM EH O3t 22 S| 2hdetL|ct,

o A== MRt MBS A0 2L Tridentof| 2|8 AtSQ 2 MM EILICE O] g2 WEHQZ a
TridentBackend (tbe, tridentbackend) CRE HEA|EL|C}.

= TridentBackendConfig Trident| A 2HE Of| DR SHA| HIQIEEILICE TridentBackend

A= A o

2tzto] E2|HIMAIE NS EB| MM (EQ|HMMAS)S E6) UHY LS SRIEILICH MAHS ol
| A= A S LIEIL = LE LT

TH57| 2o ALE XA M S == QIE{H| 0] A0|H, £Xh= Trident7t 2| 4

@ TridentBackend CRS&= Tr|dent01| °|*H HsoZ MMELICH &™E ¢ ASLICH gl EE
HH|O|Est2{™ MUK E £=H6t0] O] 242 TridentBackendConfig S EIL|CE,

E2|QlHQI = T4 CRY HAlS T

0jo

o

EXSHAN L.

i

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

O I HME =& JAFLICH "Trident - H2F 7" Ydh= 2E2|X| ZHEF/MH[22 HE FHE 2
Cl2E 2| L|Ct.

o

£ S2BILICt spec WIS 2421 7 07} HAS ALSBILICE O] o M= MASO A S ALSBILIC ontap-san
of7|0l B2 HZE 74 07 H4E ALSot0] AE2|X| S210|HE CHRRERLIC st AE2|X| E2to|Ho chgt
TH M 222 2 AESHYAIR "AE2(T] Safo|bof i3t oIS R HEL|C)

O|tH A|Z7[0fl= E2| MY A EConfig CRO| MZ = El XtH ZH1} delitionPolicy 2E7F o0 Q&LICY.

* "credentials": O| Oj7fH = T4 HEO|H AER|X| A|AR/MH|AE QBSH= O AL EE= XtH SHS
TSHSELICH A2 X} Al Kubernetes Secret@ = MAEIL|CH XA ZHS UHtEHIAEZ MEtst 4 9lOMH @27}
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples

* "HE Y™ o] A== E2|MBackendConfigZt AtH|E o M= SES YoRLILH TS F 7HX| gt B SHLE

° AH|(Delete): 0| 22 E2|AMA=Config CR} 21 MAETE BE AX|EILICE O] 240l 7|22t ULt

 [Tain]: E2|HE Config CRO| ALRIE|® #ol= o7} Al4 ZXSIT tridentctl2 BHa|E 4 QUCH ALK HH2
"HZENO 2 MBI AFRXHE 0| Z2|A(21.04 OF)Z CH2 20| =510 MAE HolES QX2 4
QLICH o] Hzof Zte Ea|oluol =24 0] MAE 20f E0|EY & YBLICH

Bl = O|E2 'pec.backendName’'S AFE6t0 AHEIL|CH X|™HSHX| gfOH HHAlE 0| 0|
@ 'Eg|lEAl E 14" ZHK|(metadata.name K| HELICE 'pec.backendName’S AHE5I0] HHAIE 0|2
HAMoE MHSH= 20| FESLICL

Z 0L BAlE = tridentetl HEE TridentBackendConfig ZHA|7t §1&LICH CRE BHS0]
TridentBackendConfig O|2{Tt HHAIES 2E|StEE MEHS £ kubectl UASLICL S 74

Of7H Bi4~( spec.storagePrefix,, spec.storageDriverName &)8 X EY If Fo|E
71200} spec.backendName ZLIC} Trident= MZ MME £ 7|ZE HMAEQt XSO 2
HIQIYSIL|C}E TridentBackendConfig

THA IR

kubbeckS AFE3H0 M| HAIEZ H-dot2{H CHZS Ao OF BiLICt.

sl £ MM S "kubbtl get tbc<tbc-name>-n<trident-namespace>"S AL25t0] sl &t AEHS 2HEFSI T X1 MIE
HMEHZ AXISHA OlA||C}
o =2 T -H=2 T M- .

1ZtA|: Kubernetes Secret AiAd

HAZ0f Chet HMA XtH SHO| ZetEl Ao S MLt ol 2 AE2|X| MH|A/ZHE0ICE CHELICE | E S
Ct2a Z&Lct.

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password
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https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

o ol &4 2EE|X| ZHEQ

AER|K| BYE s WE MY

Azure NetApp Files

2 2-(NetApp HCI/SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Of THA0A 2HE == CfS THA

YLIch HIE

ZZ10|ME IDYIL|CH

clientPrivateKeyS MEHBIL|C}

ME| AFEXt OIF

MEAIEA|ZE!

chapTargetUsername & MEHSHL|CH

ME{ELUO|LE A 2E

2CHA|: 2 EERILICH TridentBackendConfig UELICEH

O 'EE|Ql 7Y CRS UE &

H|ZF £

Ltet = ' TridentBackendConfig ' ZiK|S Ar25t0] ML LT,

EConfig JHM[2] 'SHA|" £

ZLIC}. 0] oi|of A 'ONTAP-SAN' EEI0|HE AL

o M
—_— o

o

L|c}

=
2 SE0|M S2t0[AE ID

o

HHE XtA 50| = SolidFire
Z2{AEHS| MVIPYILICE

S AH/SVMO| AEE AHEX
O|SRLICt. AtH BF 7[8t 50
A E LT

22 AE/SVMO|| HEstE s XA
S 7|8t 1F0]| AFRElL|C}

- O

Base64 - 22I0|HE JHQI 7|9
QIAL=l ZIULICE QIS A 7|8t
QIE0f AL EILICE

QIHRE A2 X} O| S RILIC.
useCHAP = TRUEQ! 22
TiQIL|CH. ONTAP-SANzH
ONTAP-SAN ZH|IL|C}

CHAP O|L|A|0fO|E S IL|Ct.
useCHAP = TRUEQ! 22
TiQIL|CH. ONTAP-SANzH
ONTAP-SAN ZH|IL|Ct

CHAM AFE X} O] S RILICH useCHAP =
TRUEQ! 22 Z4LICH. ONTAP-
SANIZ} ONTAP-SAN ZH|&lL|C}

CHAP E}Zll O|L|A|0f|O]E
otz QlL|Ct, useCHAP = TRUE®!
A L4QULICH. ONTAP-SANI}
ONTAP-SAN ZH|L|C}

Zoof =g

Shi= Bl == of2Hof|

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

3CHA|: o MEHE &QIBLICt TridentBackendConfig UELICH

O[H| 'E2|HA=FY CRS YUY 2 YEIE =holet = ASLICE O3 ol HESHIAL.

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

HOIE T HEHO R MAE|0] E2|olsel =74 CRO| BiQIZI =/ ABLICH

* Bound: TridentBackendConfig CR2 HAIE0f| HAEZH JYOH s{iet HA=0]= 7t S0 JYSLICEH
configRef 2 AEYL|CI TridentBackendConfig Cr'uid(CR'uid)

* 'Unbound": "2 EHEl E2|HEA=Config Z4N|7} BHAI=0f HIQIZ £ X| QEELICEH M2 THE E2|HeH
CRSE= 7|28 = of thA[of| UAELICE THAZH HAE 20i|= ChA| HIQIYE[X] @i “EHE 5|%E =8 %'—lEf

* Deleting: TridentBackendConfig CRE| deletionPolicy O|(7}) MHNEEE HHEJELICLH E
S ELICt TridentBackendConfig CRO| AMK|=|0f AMK| AMEfZ HM2HEIL[CE

o Al H S8 22Y(PVC)0| gl B2 2 TridentBackendConfig AA|SHH TridentO| Bl =9
TridentBackendConfig CRZ AMA|gfL|Ct.

© QIS Ofl PVCT} St 0|4 Qi 2L ALY Alef2 FBHEILICE 0|3 E2|HSHQI = Config CRE ARl EHA|2
Asict BE PVCTt AF|E Sofe E2|sel = 40| AFELct,

aH
&4 B2 EConfig CRIt 2HAE M M2 = NOIX O 2 AN, E2|HMA EConfig
CR01IE APH|El WA= off CHEE & Z=IF TS| JAELICE O] FR0| = = FA' Zhof| 2HA|R10] 'E|HHH il = 14!

RS AHIE 4 USLIC

r_

—

|'>

O

* Unknown: Trident?} CRZ} HZEl SHAIE o] MEf L= =X E &hQlS £ TridentBackendConfig SA&LICE
OlE &0, APl M7t SESIX| 247LI CRD7} %2t 22 tridentbackends.trident.netapp.io O]
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BRI Y & ASLICH

Of A0 M= MAET HSHo = WHELICH LSt 22 R 7HX| HYUS F7I2 M2|g 5= JFLCH A=
YOI E S BRll= AXH|".

A l_— T

(MEH AFeh) 4EHA|: XhM[TE LHE S 2HRISHYAIR

Ct

gl

TS LAt MAOf it XpMISt YEE HE 5+ UASLICH

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

EESH EZ|AE 240l YAML/JSON B E HE2 & JSLICL

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRO| CHSE SEOE MMEI BHAIE Q| TridentBackendConfig ¥ 7t backenduuID EEHE[]
backendName X &LICt O] 1astOperationStatus EE= CRE| OFX|2h 2t ME{E LIEFHL|CE O] MEi=
TridentBackendConfig AFEXI7t EB|HSIAHLEO: AFEXI7 HATH LHE) TridentOl| 2/s E2|HE 4 JELICE
(Oll: spec Trident ZHA[ZH B). 3 E= MY = JASLICH phase CRI} HAE 71| 2tA| MEHE
TridentBackendConfig LIEFHLICEH 22| 0|0 A O] = phase 240 HIQIE =0 /}EL|CL &, CRO| EHAIEL}
HEE|O] JAS2 TridentBackendConfig 2|0|EfLICE,

"kubbctl -n trident tbc <tbc-cr-name>" BHEZS MASI0| O[HIE 29| M HEE ol 4 UEL|CH

@ tridentctl§ ArEsto] HAE 'TrientBackendConfig' Z4A| 7t Z gtz Bl
2= QIELILE. tridentctizt E2|HBackendConfigl| gt THAE 0

kubeckS ALE3I0] il = 22|

g

kubbtlS AF26}0] eioll= k2| =t

o

285}

YOl Choll ZOtEMAIL.

rr
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£ MASHH TridentBackendConfig TridentZt BHAIE S AMH|/RX[SI=F X|ARLICHP|E deletionPolicy).
HAEE MA|SH2{H 7t deletionPolicy DELETEZ MHEE|0| QJEX| SQIEtL|CE OF AMK|st2AH

Tride tBackendConflg 7t 9K 2 MHE| JE=X| deletionPolicy SHQITILICH O] A| SHH BHAIS T} Al
ZEXHSI 2 AFESH0] 2|2 £ tridentcetl JSLICH

kubectl delete tbc <tbc—-name> -n trident

Trident2 0| A AL B¢l Kubernetes H| 2 S AX|SHK| TridentBackendConfig #&LICE Kubernetes AFEXtH=
7|2 HMoljof L|Ct HIZ MEE AN mi= Fo|sHof LI == WA SO0 M ALSSHX| @bz Z0H2t AFx[HoF

— 1 L—— - OT
L.

kubectl get tbc -n trident

et tridentctl get backend-n trident' EE= 'tridentctl get backend-o YAML-n trident & &8I0 EXfst= 2=

HAE 22 SHOIY 4 YALICE 0] SR0|= tridentctl= BHE WS 3 FSHLICE
SOl =2 @iEo|EBtct
ol =2 B|0| E3OF st 0l R 02f JHXI7} g 4 ABLICH

* AEE|X| A|AEI CHS X1 ZHO| HAE[J}SLICEH XHH ZSES LH|0|EStH M0 M AHEE[= Kubernetes
ASE TridentBackendConfig RO|0|EdOf BILICE Trident= MISEl £[A XA SHOZ HHAlE S
Ao =2 AUOO|ERLICE CHE HHES M0 Kubernetes SecretES YH|0| ESHYAIL.

kubectl apply -f <updated-secret-file.yaml> -n trident

* 047 H=~(0ll: A+ 2! ONTAP SVM2| 0| E)E |0 EsH{Of HL|Ct,

=
o AHIO|ET & JELICt TridentBackendConfig LS EAE AFESI0 KubernetesE Edl| 21
QHHMEE EMMBILILCE,

kubectl apply -f <updated-backend-file.yaml>

&LICt TridentBackendConfig CHS E@HE AF25t= CR:

Il
1
$0

kubectl edit tbc <tbc-name> -n trident
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- WO = 0| S0 Aot M= OfX|2toE U2{F RHOR Al KAIEILICE kubtl get

—1TL—-—— 4 - 1 L——1
tbe<tbc-name>-o YAML-n tndent‘ L= 'kubtl tAH3 tbc<tbc-name>-n trident'S AlSH 5t
© bt

© 7H OO EH|IE =elst 7ot T update BE S CHA| e & USLIC
tridentctlS AFE3H0] HQIl= 22| S BT}
tridentcti2 AFSOHO WIS 21| KIS A3ots WO Tl LOIZAAIL.
A= 2 T oM CFg g MWL

tridentctl create backend -f <backend-file> -n trident

g0 &
o> r2

tridentctl logs -n trident

T Tl XIS EHolstn £33 o)

ZHES] ‘create’ WS ChA| A = ASLICH.

rir

TridentOl| A B E S Abx||St2{H C}22 $3TL|C}

1.

tridentctl delete backend <backend-name> -n trident

@ Trident”} O] EHAI=0f|A| OFEl =X
=50| ZZ2H|XNJE[X| gf&L|Ct.

1= E
rr
i
o
#g
|>
1
phal
o
[5]
Hu
o
Ral
oc
rot
ox
-0
1=

0 R
[n
i
1z
>
ot
rg
=

Trident?7t 210 A= WMAIEES He{H Ch23 AL CH
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tridentctl get backend -n trident

s DE MY NHE Hed™ Cf2 HYES AlshstL|Ct

=
r2
In
i
i)
)
o

m

o
c
=l

Il = T O|E0]| AIfStHE MAL F-0i| 2H|7F AAL HRE HHO|EE A E=HSLIC LS BB S HAsHK
2O B3 QIS =ele 5= ALt

74 Yo ZHE =lstn ot 20f|= 2| 'update’ HE S CHA| e 4 USLIC

0|22 JSONL 2 Bl = ZHx||of| CH3H tridentctiO] Z223t= B=Z2| LICE. O] FEEIEI= EXIs0f 3t= JQ
FEEEIE AEE-LICH

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

Ol= ' MHUMAET LS AHESHY] 2HE A0 = HEFLICE

sl 2al g4
2 AIHBILICE TridentBackendConfig O| K| Z2|XH= & 71X DR3t HHA O Z WAAlE S 2ta|gh 2 QIELICEH O]
HE2 L3 250t

* tridentctiS AE6I0] THE HAllE= ER[AMAIE 1S ALY 22|e = JASLIIF?

© E2|HIctiZ AH83t0] E2|C|ConfigE AHESt0] BHE WHAEE 2t2|g = JSLII?
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2| tridentctl 2 AFESHH HAIEE BHSL|C} TridentBackendConfig

O| MMof| M= "Tridentctl' ZHH|E PHE 0 Kubernetes QIE{H|O|AE Sdlf ZIH MM E
THA|of| CHal EE Lt

O] g2 LtZ AlLt2| 20| HEELICY.

—1od

* 7t Q= 7|& HAETJE QELICE TridentBackendConfig 2 AMESH MME|QT| MERJLICH tridentctl.

* tridentctl2 2HE Af WHAIEQ} CHE E2|HMBackendConfig 7HA| 7} R4S LICE.

T ALZ2|2 2F0[M Tridente] 28 oY 2 2 7|
T olLIE MEE = ASLICH

or

1 ebH HAIETE AL EAELCH 22Xt LS F 7HK] &4

* tridentctiS AHE3I0] BHE MACS 22|StAH AL ALERLIC

=
* tridentctlS Ar23t0] RHE WAIEE A E2[FIBackendConfig ZiA|0f HHIE EL|CE O] E Sdl =
otL[2t FHIE = 22| ElCh= XOICt.

kubbeckS AFE3H0 7|Z HMAIEES 22|52 H 7| ZE HAS0f HiQl Y& = "E2|HMA =T
LAlof et s ChEat Z&LIT

0x
fjo
0)—
0x
ield
=
mot
r
i)

bal
o

1. Kubernetes &5 E MMsHMA|L. H{LN = Trident7t AE2|X| 22 AE/AH|AL EASHE O 2P XA
ZHO| LEE|of QUELICE

I

2. 'Ep|HHAlE 14 UK E DHELICH AER|X] S2{AE/AH| A0 CHSE XHM|SH LHE 3t O] M THAO| A MAMSH AT E
AXSIMA L. ST 4 D47 #2~(0]]: 'pec.backendName', 'pec.storagePrefix’, pec.storageDrlverName'
S)E XEE ml= Foldjof FL|Ct oixY o= 0|2 MHsHof gfLICt.

T2 0: WIS S Alatct

=(8) MHLLICt TridentBackendConfig O] A 7|& HA=0f HIQIZ LB 2 BHollE 1S StHGHOF LTt
0| Of|of| M= Ct21F Z2 JSON F2|E AHE5H0] MAIEE M HRUCt D JHF Bl

tridentctl get backend ontap-nas-backend -n trident

fees=mssssessssssa==== e

et ettt e fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fom e
e et e fromsmm==== I

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fresssssesmess o= === fosssssmmm=ssas=s
fes==s=ss=sscscscssossssssssssssss=sa== femem==== fomsmm==== 4

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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1CHA|: Kubernetes Secret 244

Of offof] EAIE! XY MHA=0f et X4 SHO| Xzl Ao S YEefLct.

—

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2CHA|: AE ZHEBILICE TridentBackendConfig U&LICH

CIS thA|= 7| = ONTAP-NAS-EHAIE0f| XIS O 2 HIQIEE| = 'E2|ME = 1A' CRE MM

T AZ0| EFE|=X] eelgtL|Lt.

0x
Of
rir

my
rlo
=
2
M
o

HHQIlE 0|22 'sepec.backendName’0fl | = QL&L|Ct,

Oj7H e Blol ol S o SABtLC

-+

L]
N
r

Ct.

Y 0z ox

EQE E2)2 il Hll=et U =M E FX|SHOF &
=
o

L]
Pl

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

3CHA: o MEHE 2QIBL|Ct TridentBackendConfig U&LICH

F

2| A =T GO| HFSOX|H I ThA|= FHEA] 'HE2 = E[0{0F oI}, Kot 7| Z ol = of Ml = 0] &1t UUIDE
2SHA| 2HG = 0fOF BHL L}
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|X| YA == 'tbc-ONTAP-nas-backend' EZ|HAETZM K| E ALESH0 2HHSHA| 22| ElL|C}.

&2 TridentBackendConfig 2 AFE5I0] HAIEE PHELICE tridentctl

Eg|HIctl2 E2|A 14 (TrientBackendConfig)2 AFE5H0] CHE BHIEE LIESH= O AHSE = JU&LCH Eot
22|xt= E2|HIEConfigE AMHISt D pec.deletionPolicy” 7t "Stain"Q 2 MHE|0] U=X| EH0I8IK tridentctlS Sl
OlE‘I_él__}' til?ilEE gl_l'tﬂol-jﬂ J_I-E_loFA OIAL-“:I‘

THA| 0: WHAIE S A|HBIL|C}
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EHO|A oliet Zot7F EAEILICE TridentBackendConfig 8&3HOZ MMHE|UOH A0 HIQIEE

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

[EHAl=9] YUID &HEh.

1

CHA|: &2l deletionPolicy 7t 2 MHEE[N J}ESLICE retain

O 7}X|Z deletionPolicy ATHEZSLICH O 8H2 2 retain AHHOF SL|CH. O|FHA| SIH crO|
MHE|{E “TridentBackendConfig HAE HO|Jt AL EXYSIH 2 2|2 4 tridentctl JASLICL

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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() mwol'gxz YxEof UK SOR Tk EZ TSI OHIAIL.

Orx|af CHA| = E2|AT|Config CRE AfAISt= ZO|CH "HAM 0| 'RAI' 2 BFHE0 JA=X| 2HQleh = AX|
A OIALIC}
T Mg -

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

e ettt e F—— +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

R et R
e F————— - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

e o
e ittt e e e e e e e o o +

AEE[X| 2L S G5l 2| LTt

AEZ|X| 2eAE MAMTHL|C}

Kubernetes StorageClass 7HN|E #&5t1 AEE|X| 22AE MHSHK Tridentdl| =
T =H[X'd WHS XAl

Kubernetes StorageClass 7H1H|E #AgtL|Ct

= "Kubernetes StorageClass 214" TridentE ollg 22 A0i| AFEE|= Provisioner2 AE5t1 Tridentdl| 2 &

IZH|N'E YHE XA CL o€ S5 Ch32t Z&LIL
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

TridentOf| Al 288 T2H|NYSt= WHS M O{SH= O AF2E= % 07 HEf AEE|X| AT A 2 E6H=
BFEHO|| CHSE XFM|Bt PersistentVolumeClaim LHEE S "Kubernetes 2! Trident L EE E"A TSI A 2.

AERX] SHAE MLt

StorageClass K| E HM0t & AER[X| SHAE HHEY = JSLICH E2t 2eHA M E o= AESHALE =83
Ae R 7| 7|2 ME0| Liet JAELICE

£hA|
1. Kubernetes LEHMEO|EZ £ ARSI A|2 kubectl KubernetesOl|A] A AisHoF ShL|C,

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. 0|H| Kubernetes2} Trident 25=0|A| * BASIC-CSI * AEZ|X| 22A T} EA|E| T Trident= HMASOAM ES
Z{AsHOF BFL|C,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggr4d"

—

Trident?} "S& Sl =0f Chgt ZHErol AE2|X] SeiA Eo"HS e Ct

-

= WAS £ JELICH sample-input/storage-class-csi.yaml.templ AX| T2 2T} oMY M3 E=
ot 8l thX| BACKEND TYPE AEZ|X| E2I0|H 0|2 AETILICE
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AER|X| EAE Et2|eiL|CH

—

7|E AE2|X| SAS 8D, 7|2 A2X| FAS MHID, AE2|X S2HA HASS
Aotn, Agalx] SHAS AFY 5 YBLICH

7|1E 2EEX| SAE LT

* 7|Z Kubernetes AE2|X| 22{AE HefH 2 FFS 2L
kubectl get storageclass

* Kubernetes AE2|X| E22fA ME HEE HHH CH3 HHS A otL|CY.

tridentctl get storageclass
* Trident2| S7|2Hel AE2|X] BHA MF YHE HHH CHZ BHS JAHLICH

tridentctl get storageclass <storage-class> -o json
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718 AEE|X] SHAS AFEHLIC

Kubernetes 1.60Il= 7|2 2E2|X| 22HA S EFSt= 7|50| FIE[A}SLICE AEXIEFF =28 SA(PVC)l
FT EES XHGIK| ts 2R EF 282 T2H|NYSHE O MEElE AEZ|X| 22jAL|CEH

« AEE|X| 22iA HOlo|M F=M ‘torageclass.Kubernetes.io/is-default-class'E trueZ Aot 7|2 AEZ|X|
SeiA S FoltL|Ct AL [[fEf CHE ZHo|Lt =M BExHE= FALSEZ SHMElL|CE,
* OIS BHEES M85t 7|&E AER|X| 22{AE 7|2 AER[X| 2AE MY o JSLICH

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* ORXOEX 2 o2 BE S M8 7|2 2EL|X| 224 FAS MAHY = ASLIC

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

CESt Trident AX| T2
®
zte

AE2|X| A0l het HASS Atk

—

0z
rE
fin
=2
rir
°
3

x
o

= o|”l = ASLICEH

Efoll = ot tHofl 3tLtel 7|2 AE2|X| S2HATH QL0{0F BfLICt. KubernetesOilAl & 0|42
otz A2 718X R SX[SHK|= §4X|2t 7|2 AEE[X] SeA7} @ls AN SEELICH

O o—1dg

CH22 Trident Al = ZHA|of| CHSH =2
FEEEl= M EX[6iol g £ A=

|T|OI-

t= JSONQZ EitHE & = A 29| tridentctl WRILICE O g
I2|E|E AFEEL|CE

Il

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

AEE|X| SeHAE AF[ELCH

KubernetesO| M AE2|X| 2HAE AKXt H L2 HHES HASLICL
kubectl delete storageclass <storage-class>

'<storage-class>'2(=) AE2|X| 22fAZ WH|sHOF BFLICE.

O AEE[X| ZAE Soll MHE 7 =2E2 HEEIX| #2M Tridentol| M 7| 22| ghL|Ct,

Trident= M43 2&0] CHolf ¥l gf2 £sType MEELICE iSCSI WA= AL StorageClassOf|
@ X E3%t= 20| £Z&LICt parameters. fsType. 7| & StorageClassesE M5t X|HEl CHE CHA|
parameters.fsType MAsloF SrL|Ct.
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222 T ZH|NqY

i

ES ZRH[MIELIC

T El Kubernetes StorageClassE AHE6H0{ PVO|| CHEE HMASE F
PersistentVolumeClaim(PVC)E MMeL|Ct O3 CfE PVE ZE0f &g &~

Hea

A "PersistentVolumeClaim"(PVC)= &

PVCE EXN 37| E= MNA DEQ| XMAS QNBIEE 1ME 4 Q A
StorageClassE A3t PersistentVolume 37| A HMA ZE(O: B = MH|A £F)E HOE £

st

=]
Ho

a2 |skL|C}

REGI=
IS

F

2| AE{9| PersistentVolumeOi| CHSE AAMA QX RILICE.

I&LICH 2RIAE BalRts

=t

kubectl create -f pvc.yaml

2. PVC HE{E gfolgtLLCt.

|

kubectl get pvc

NAME
pvc-storage Bound

1. 282 Pod0i| Ot ERL|LC,

STATUS VOLUME

CAPACITY ACCESS MODES

pv-name 1G1i RWO 5m

kubectl create -f pv-pod.yaml

2 DLEHZE = JELICH kubectl get pod --watch.

QIBILICt /my/mount /path.

kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. O|H| PodZS AtH|E 4

UAELICH Pod 88 Z2 M2 [ 0|y EXHSHX| X2 2E2

—

=z
—_

STORAGECLASS AGE

FXIEHCt

T AL
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kubectl delete pod pv-pod

ME OLIHAE

PersistentVolumeClaim MZ OjL|HAE

olz{et o= 7|=Hel PVC 74 M

o

HoFLCt

RWO M2 PVC
0] ofjofl M= 0] E0] 2! StorageClass2t HZE RWO HAHA Hoto| /= 7|2 PVCE B FLICt basic-csi.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

NVMe/TCP7} = PVC

0| of|of A= 0] =0]| Q! StorageClass2t HZE RWO HAM|A H$H0| A= NVMe/TCPE 7|2 PVCE 20
&ELICt protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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POD O{L|HAE ME
0| 0fl= PVCE L Lof 24617 fet 7|2 182 HHFELICE.
712 74

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

7|2 NVMe/TCP 14

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

Tridentl| A 282 Z2H|X'dt= WHE MO{SH= Ol AMEE[= 2 Oj7H HEt AE2|X| A7 A A E6H=
2rEHO| CHSt XEMISt PersistentVolumeClaim LHEE 2 "Kubernetes 5! Trident L EHE"ETSHMA|IL.

F
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22 six

o

Jlot

=

=

Trident Kubernetes AFE2X0|AH S2E2 MM 20| 252 &3 £+ U= 7|52 M3 LICT
FC H

iISCSI, NFS, SMB, NVMe/TCP &
NOtEA 2.

iSCSI 252 =H&gtLCt

CSI Z2H|M S AL2510] iSCSI PV(Persistent Volume)2 £HHgt 4 AU&L|C

@ iISCSI 28 =22 ONTAP-SAN, ONTAP-SAN-O| 2 0|, Solidfire-SAN E2}0|HZ X| 2l =|H
Kubernetes 1.16 O|AfO| TepfL|Ct.

10| 28 && 2 XI5t = StorageClassE A ELICH
StorageClass H2|E TSI & MYEILICt allowVvolumeExpansion ZEE &2 2 O|SYLICH true.

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

0|0| &X{st= StorageClass2| &< allowVolumeExpansion Oj7HH 2 T eSS TE

2¢HA|: M3t StorageClassS AF25t0| PVCE MM BhL|Ct
PVC HQo|E mMZIstn E YUH|O|ETILICt spec.resources. requests.storage He 27|EHLCt 7{0f St= MZE

Ast= 37|18 I LI

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= S 28 (PV)2 251 0| @7 =& 2 (PVC)at HZELICL.

kubectl get pvc
NAME STATUS VOLUME
ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

CAPACITY

kubectl get pv
CAPACITY ACCESS MODES

NAME

RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

3712 THY 4 UTE PVE Eo0f HZELICH ISCSI PVl 37|12 ZHY 0f £ 74x| AlLk2| 27} YALICH

* PV7} Pod0fl 22 EL Trident= 2E2|X| HAZ0| A 2ES =TSt CHIO|AS CHA| AZHSH D IHA
A AE9| :'7|§ et

* HZEX| 2 PVel IV|E ?E’g StH 10 SHH Trident= AEZ|X| HAEH M S22 & TILICEH PVCZF PODY|
HFQIZI £[H Trident7t C|H}O|A S CHA| ZHAtSH THY A|ARIS| I 7|E ZHEBILICEH O3 CHS & 20|
MAMOZ A=l & Kubernetesoﬂkl PVC 27| E YO|O|EEL|CE.

Of Oi| M|l M= "AN-PVC’'E At&3t= PODZt dd ElLIL.
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

4tH|: PVE =X ELICH
1Gi 0|M 2Gi = HHE PV o 37|18 =FsHH PVC H2|E HESIK 'pec.resources.requests.storage’E 2Gi 2

YO0 E-HLICE.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

FX

E 2ol

—

S %[H

ot
e

PVC, PV & Trident £&2| 37|E &QI5to] WEO| SHIZA| HSsH=X| 2AelE - ASLICH
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

CSI ProvisionerE At25t0d FC Persistent Volume(PV)2 &&& £ AEL|CE,
@ FC 22 S82 ontap-san S210|H0| A} X|2E|0 Kubernetes 1.16 0|A0] TQstL|C},

PN}

12 25 =E

Lot

X|@lst= 2 StorageClass= T4 %fL|Ct

o

StorageClass M2|E TSI E M™SLICt allowvolumeExpansion BEE 52| £ O|SELICH true.

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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0|0 ZX5H= StorageClass2| A< allowVolumeExpansion Oj7HH4E T et = MRSt LT,

2CHA|: MAM$H StorageClassE AHE3H0] PVCE A BtL|Ct

PVC Heo|E MEIst E YUH|O|ETLICt spec.resources.requests.storage Hel 37|ELC} 7{0f St= M=E
Hot= 37|18 HrERLICE

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= S 28 (PV)E 251 0| G7 =& 2d((PVC)at HZELICL.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

37|18 28Y + JAEE PVE ZEO| HZEYLICE FC PV 37|1E 2HY W= F 71X AlL2|27}F JAELICH

* PV7t Podofl 22 E Z2 Trident= 2E2[X] HAZ0M EFS 2ESt1 CIHIO|AS CHA| AZHS D mbA

—

NES S IE Zect.

« AHE[X| &2 PVl 37|18 =Mot2{ 1 5t Trident= AEZ|X| HASO|N 2E&S S&ELICL PVCItH PODO|
HIQIYE|H Trident?t CIHFO|AS CEA| ZALSH Th A[ARIS| 37|15 ZFtLICE O3 O3 2 20

MAMOR 2REl & KubernetesOHM PVC 327|E 0| EgL|CY.
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Of oi|H|0il M= "AN-PVC’'E At&3%}= PODZt Hd ElLIL

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ATHA|: PVE SHEELICH
1Gi Ol M 2Gi = W& PV o 37|E ZHSIH PVC H2|E HESI0] 'pec.resources.requests.storage’'E 2Gi 2

Ao ERFLILY.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi

FX

E 2ol

—

S %[H

ot
e

PVC, PV & Trident £&2| 37|E &QI5to] WEO| SHIZA| HSsH=X| 2AelE - ASLICH
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

Trident NFS PVO|| it 2& &2 X|&IBLICt ontap-nas , ontap-nas—economy , ontap-nas-
flexgroup, 12|11 azure-netapp-files WHAE,

1CH): 28 &&2 X| @ISt =2 StorageClass= TAEHLICt

NFS PV 37|E ZHstz{H HX 22| X7} "allowVolumeExpansion" ZEE "true"2 AHsI 28 &2
518t E AEZ|X| 22AE FA6loF gLt

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true
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o|0] MMst AL 'kubeck edit storageclass'E AtE5t0] 7|Z AE2|X| 22HAE

2¢H|: M3t StorageClassS AFE3t0| PVCE MM BhL|Ct

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Trident O PVCOi| CH3H 20MiB NFS PVZE M Ad&lof ShL|C}.

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

3EHA|: PVE SEELICH
MZ MMH=l 20 MiB PVE 1 GIBE 37|E =H6I2{H pVCE Aty AHSIN K.

spec.resources.requests.storage 1GiB7X|:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

Trident 282 37| &QI5t0] 37|17} SHIZAH| ZHEA=K] 2ele = AFLICH

=

_U
<
o
T
<
i
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

=5 M2

7|& AE2|X| 288 Kubernetes PVE 7t 22{H “tridentctl import' & A2 3}7{L} Trident
7t 27| O|H|0| M S ALESIH 7 SE SEI(PVC)S e = JASLILCL.

He 8l e At

[HA}

(=N

TridentE2 282 7182 = U

rr

T =M Z Containerize St1 7|ZE H|0|E &let2 CHA| ALEEIL|Ct

O E2 OiZS2|Z|0|Mof| Ar2E Cl|O|E| MES| 2ES MEYLICE

O 4> ol
a1 o2 op

7} erAlSE Kubernetes 22{AE S MM EHLICEH

E0il oiZ2[#0| M H|0|E| Oro|22f|0| M

=
el
J
4

a2 At
EE2 7IHR7| Toj| THE 12 A E HESHIAIL.

* Trident= RW(27|-47]) S8 ONTAP &2t 72 4 UELICL. DP(HO|H E3) 8 =82 SnapMirror
CHa EEQLICE S&2 TridentZ 7 27| Tof| O] 2tAZ six|SHOF 2FL|Ct.
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* 2 o1Z0| gl BES JHHRL 20| FALICHL BY 2ES MM 252 228 1S JHNQIIE

El

i

@ Kubernetes?} 0| HZAZ QA5 M 2 PODY| A HZE £ Q7| i20
EB0|M ES| ZQ8tLICE 0|2 QI8 Ci|0|E{ 7t &AME! 4= QI&LICE.

PVCO|| X|"38H0F StX|2 storageClass Trident= 7FM 2= S 0| Oi/iH+E AHE0HX| Bi5LICE AEE|X]|
SdlA= 28§ 44 30| 2E2|X| E40f| Wet AHE Zhstt S0|M dEisHE o ArEELIL. 2&0| 0|0] L8 =
ItHRE ot 22 MEE BRIt QIELICH et 280| PVCH| XY E AE2|X]| S22k LX|SHX| Gi=
AL E= 20 AEHE 7HH27(0f ZofgfL|ct.

7|= H|& 37|= PVCOIA ZRE| D ANEIL|ICH AEZ|X| E2IO|HOIM 222 712 & pv= PVCO| CHst
ClaimRefE At23st0] MM EIL|CE

o M20f 87tA| gtk Mo Mol 2 M™EE|0] YESLICH retain PVOA KubernetesdlA PVC 2 PVE
MIHMOZ HIQITSIH AEZ|X| S AQ| HIA| hat X 1o MAHo| ShA| B IHA| ghet 1l HEHO|
O] EElL|CY.

° AEE|X| S2AL RIHA| Hhet HRH FYMO| ol AL delete, PV AH Al T 2F0| AR L.
* 7|2X O Trident PVCE Zt2|5t 1 WA E0{| A FlexVol volume 2t LUN2| 0| § & HAYLICE HA2 St & =

UELICH --no-manage #2|E[X| &= S E2 71 27| 28t Z243 8! --no-rename 2& 0|52 |XI5H7|
/et EfaUL|CL.

o
oF
|

--no-manage* - At&5%h= B2 --no-manage Z2{37} X|HE|™ Trident Z24K|2| £H F£7| S PVC E=
PVOl CHet =7t 2 S +&SHA| bSLICH PVIL ARIEIO E ME S&2 AHEX| gieH =28 =X 3 28
37| 2 E2 O E Y FAIELCH

° —-no-rename* - Al&8l= B --no-rename E2IE ALESIH Trident EE2 71M= S 7|E 28
0|22 RXISt 282 =3 F7|E e|&LCt. o] 82 ChZ0fl CHS M2 X[ ELICE ontap-nas,

ontap-san (ASAr2 A|AR! L5 8! ontap-san-economy 28 At

0|23t SM2 ZiH|O|L2HEl YT 220 KubernetesE AFESHA|TE OHX| g2 H2
Kubernetes 2| R0f|A AE2|X| 2F2| #8 F7|E HE[olz= B0 RELICL

* PVC U PVOll ZM0| £712|0 X2 71H2 = PVCet PVt BZ|EIRA=X| (IR E LIEILHE T 7tX| BHOZ
AMEEILILE O FA2 AL A 4 §ELIT.

ZES 7tHaLt

‘tridentctl import & AMESIALE Trident 7FHR27| FAMO0| ZEtE pycE MAMSIH =&
7tME =+ USLICH.

o

@ PVC M2 A%tz 3R E8E 7IMR7| 2I8ll “tridentct’ S CHR2ZE5H7LE ALY HRIL
AL}
HA = .
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tridentctl A
THA|
1. PVCE MAMst= O AFRE PVC IHY(Of: pve. yaml)S MAELICEH PVC IMY0|E name, namespace,

accessModes U “storageClassName 7} E&tE|0{0f $fL|Ct MEHX O Z PVC 2|0l M
‘unixPermissions’ £ X|HE 4 Q&LICE

CtE2 2|2 Aol o LTt

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

of
=
>
fo
)
<
o
ol
o
-
1
o
|u
N
o
my
rlo
ks
N
=2
=

@ T O TS HpE IR
= S

2. ME3ICt tridentctl import 252 E&SH= Trident BAIES] 0| St AEZ|X|0A EES IRt
AlHst= 0| Z(Cll: ONTAP FlexVol, Element Volume)2 X|&st= H™HEQLICEH O7HE -£ PVC TH Q|
ZE2E X[t H el HegfL|ot

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

PVC =M A2
CHA|

1. st Trident 7k 27| 0| EEHEl PVC YAML T (O: pve. yaml)S MMTL|CH PVC Tt = CHS

LH&O| Zg&[0fOF Lt

° name % namespace HIEIH|O|E

accessModes, resources.requests.storage ¥ storageClassName A

° I
* trident.netapp.io/importOriginalName: HAEQ| Z& 0|S
u
* trident.netapp.io/notManaged (MEH AFEH): 22| E[X| ¢t= S EC| R "true™ 2
AELLLICE 7|28 "false" YLICE.

Chs

rlo
e

2ld 282 7R 2Ut Gl Al A ULIC
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>

annotations:
trident.netapp.io/importOriginalName:

trident.netapp.io/importBackendUUID:

"<volume-name>"
"<backend-uuid>"

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>
storageClassName: <storage-class-name>

2. PVC YAML It S Kubernetes S2{AE{0| MtL|CT

kubectl apply -f <pvc-file>.yaml

Trident= 222 XI=0 2 71X 9} PVCO| HIQIZIStL|C}.

o
X #ElE S2to|Hof Tt L2 =28 7HHM 27| ol AESHIAL.

—

ONTAP NAS %! ONTAP NAS FlexGroupS X|&gfL|Ct

Trident= 3 ontap-nas-flexgroup EEI0|HE AME5I0 2& 7IMR7|E ontap-nas X|HLCH

* Trident CHS 2 ALESIH E& 7IXM 27| X|A6HX| &LICH ontap-nas-economy &

o .

AL

—

Z2I8IL|Ct ontap-nas % ontap-nas-flexgroup E2I0|HE 2 =& 0|52 5 ElX|

=
= =1
otELCh

C2lo|HZ MMEl 2t E82 ontap-nas ONTAP 22{AE{9| FlexVol volume®L|Ct. E2t0|HZ FlexVol 252

7IMR2E ontap-nas Y2 SLLLICH ONTAP 22{AE0| 0[|0] /U= FlexVol 2852 PVCE 7t £ ontap-

nas UELICE OFEIEX 2 FlexGroup 252 PVCE 72 = ontap-nas-flexgroup UELICE.

tridentctlS AFETH ONTAP NAS Of|X|
CtE OIMl= “tridentct’ S AFE3I0] Z2[d 21 2HE|EX| b= E5E 71HQ= WHE Ho Lt
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finl
0jo
=2
=2
x
rr
'}
rr
ML
o

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e
| NAME | SIZE | STORAGE CLASS

PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm - fomm -
fom - o fommm - fommm -
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m—————

CI4+E MEY | --no-manage Trident= =252 0|52 HHEX| &LICEH

LIS ool M= £ 7t ZLICH unmanaged volume & +ELICt ontap nas HYIE:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

et P P
Fommmmmmm== e et Fommmmm== et
| NAME | SIZE | STORAGE CLASS
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o e e mesesese s s s s s e s o= e
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommeomoe e
| pvc-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard

file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
Fommemmmrmsmerrrrrrrrrre s re e ee e em o oo Fommmemememeoes
Fommmmmmm== ettt fommmmm== o=

PVC =42 ALETt ONTAP NAS Of[ A

CH2 OiFl= PVC FME AIESHH 22|d 21 H|22 Y 2ES 7= WY S EoFLU

2 7Y ZLICt managed volume HAEOAN S(E) MEARLICI ontap nas:
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Ini =
#He| 28

CHS oldl= PVC

=Me

L= A"IﬁEl

=201

A28t RWO HM|A ZET}

0a5315ac5£21 Ol “ontap volumel 2= O|E2l 1GiB ‘ontap-nas

kind:

apiVersion:

PersistentVolumeClaim
vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName:
trident.netapp.io/importBackendUUID:

0a5315ac5f21"

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

HE|EX] b= =28

CHE oli®l= PVC

XM=
=E

0a5315ac5£34 A O|E0| ‘ontap-volume2 @l 1Gi °

kind:

apiVersion:

PersistentVolumeClaim
vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName:
trident.netapp.io/importBackendUUID:

0a5315ac5f£34"

trident.netapp.io/notManaged: "true"
spec:

accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: <storage-class-name>
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AESHH RWO M| A BETH HHEl BAIE 34abcb27-ea63-49bb-b606-

B 81abcb27-ea63-49bb-b606-

=5 7INSLIt.

"ontap volumel"
"8labcb27-ea63-49bb-b606-

ontap-nas =252 74 ZLICH.

"ontap-volume2"
"34abcb27-ea63-49bb-b606-



ONTAP SAN

Trident S 2 AF2SI 2E 7t 7|2 X|{ELICH ontap-san (iISCSI, NVMe/TCP % FC) % ontap-san-
economy -.-_-x._1x|'.

Trident Bt LUNS E&tsH= ONTAP SAN FlexVol 252 7t 2 £ UESLICH O]= CS1F YXIBLICt ontap-
san Z PVCO|| CH$t FlexVol volume 2} FlexVol volume LHS| LUNS M 3t= E2H0|HIL|C}. Trident FlexVol

volume 7}A™ 2t PVC 2|2t HZTILICE Trident 20| 7FSELICH ontap-san-economy 2| LUNS E&6t=

EE
== -

CHS o= 2Eld S50 HIZE Y 2ES 7IME ¢S HoFU
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= 229| Z2 Trident2| 0|2& FlexVol volume?| 0|28 #AIOZ FlexVol volume LIS LUN2| 1uno
O|E2 pvc-<uuid> @ F HiFL|CH

LIS 0|0l M= ontap-san-managed BA=0]| /= FlexVol volumeE ontap san default 7FMZLICH

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e F————— o
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o -
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |
e e o
t——— o +——— o +

HE|E|X| b= =28

LIS ool M= E 7t ZLICH unmanaged example volume S +ELICt ontap san HOIE:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
Fommmmmmmmomeososorrenosmemereme oo me oo Frommmmomos Fomcmmemememonos
Fommemmomo= B e Focmcomo= oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommcmcosososososrsros oo esCe T Ce e S e S e Fososmsmss Fomosmsososssoss
Pommmmmmm== o memes e e s s s s Fommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmssesese s s s s s e o= e
Fommmomomme Fommememerossrsreemenessosoeseoomomoms Fomomomme Fommomomos +

CHS of|of EAIE! 24X 2 IQNS Kubernetes ‘= E IQNT} 2R38H= igroupOll LUNO| DHZIE|0f Q= =7t
HHMBIL|CH LUN already mapped to initiator(s) in this group. 252 71 22{H O|L|A[H|O|EE
X HSHAHLE LUN OHE S Sl A|sHof SrL|Ct.

ox
4o
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Trident= E2t0|HE AM235t0] NetApp Element 2 E)|0] 5! NetApp HCI 28 7tM27|8 solidfire-san
K| gLk,

Element S2{0]ti= B 28 082 NI T2/} 28 0180| SHEI%! TridenlM 278
() et ol 2XIZ siZslein 282 226kn 1R 28 0|22 T S 2N E 282
Jh Lt
CH2 oMo M= 2 7P ZLICEH element-managed MAIES| EF element default.

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

R R fem=m==== fossseesmema====
fmmmmmmmaaa fo e e e e e e e e e e ce e e e fmmmmmaae fommmemaae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmmaae fommmmm s
fressmmsamms e e e I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |

i R e fossmesseemeea==
fm========a fememsessssss s s sese s esosssss=== f======== fememe===s +

Azure NetApp Files

Trident= E2I0|HHE AFBSI 28 7t R7|E azure-netapp-files X|&ELICH

Azure NetApp Files &2 7IXe{H ol 28 d2E 7|FC=2 S8 AEYLICL 28 3E&
() olz=g U=z YRULICE ;. 0| Sof, Oi2E A2Jt el 29
10.0.0.2:/importvoll, =28 2= YLICt importvoll.
LIS A0 = S 7P ELICH azure-netapp-files WA ES| Z& azurenetappfiles 40517 28 82

Z3 importvoll.
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |
fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp 25
Trident= EEI0|HE A2t 28 71 27|12 google-cloud-netapp-volumes X[ A EL|CE.

LS Of|Xl= backend “backend-tbc-genv1 Ml A volume “testvoleasiaeast1 2 7H4&L|Ct.

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

frosssssesmssmeme s oo s e n s s e s e e
fossssssss=sssss=ssa=s Fomsmme==== fems=ssmss=sssesessososassssssssssssa=s
Fommeomoe e +
| NAME | SIZE | STORAGE CLASS
| PROTOCOL | BACKEND UUID | STATE | MANAGED |
et fommmemeae
frosssesmssmes e s e frem=mem==== feesmsseee s me s o s e e e e e e
fm======s I +
| pvc-a69cdal9-218c-4ca%-a%941-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|
e fommmemaae
frosssssmsemes e s e fremsm=m==== freesmssee e e me s s s e s e e e
f=======s fememe===s ¥

CHS oflofl A= St ol &= 72| 20| A= M EE2 7IHZLICt google-cloud-netapp-volumes.
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|
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"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "ontap-nfs-backend",

"managementLIF": "<ip address>",

"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

HAES OHE FELICH

o= A

.0;"1*:

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

. 0:"2*:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

12{SHOF 2 At

1. 282 7IME 22 7|& 280 EF YAl9| 2|0|£0| /= Z=0 2t 20| £0| HL|o|EELICE o|E EH
Ct2 2} *{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} &2 &L|Ct.

2. A2lE s EES 7IMQE 2R =28 0|52 WollE Folo| RE zjdof| HolE o/ WEAS mELICE

3. Tridente AEE|X| HFAZL U= £210|A HAMXL AR S X[ 2ISHK| b&LICH

4. HIZSIO=2 Qs IRt & 0|50 MAHE|X| gt B Trident= R 74| 22| 2XIE FIt6t0f 1Re EE
0|52 MdgfL|ct.

5. NAS ZH| &2 ALEX} X|H 0| E0| 64X =25tz Z2 Trident= 7| & Y #&l0] W2} 282 0|§2
X|’gefLICt CHE 2 & ONTAP E210|H2| B2 £& 0|50| 0|5 H|ot2 =utotH 28 Md TEMATt
Ao C
= [=] .

HIZAHO[A FA[OA NFS E2ES SRELIC

TridentS AFESHH 7|2 WA 0|20 EFS Hdet = otLf 0|49 H=x HIYAH0]A0] A

2R 4+ UBLICE

iy

TridentVolumeReference CR2 AL&3H StL} 0| 42| Kubernetes U ATH0| A0 A ReadWriteMany(rwx) NFS
=58 HHSH S/ 4= JELICE 0] Kubernetes WIO|E|E &2 M2 CH3 1t 22 0| S HMl&TtL|Ct.

« HOotZ HAGSHY| 2[t Chkst £+Z2f MM[A K|
* = Trident NFS 28 E20|H{QF S 2HE!L|C}

* tridentctl EE= 7|El 7|2 Kubernetes 7|S0]| OtLl 7|50i| 9| &8tX| t&L|Ct

O| Cto|{ a2 27l 2| Kubernetes HIJAHO| AN A NFS 28 2R 20 ELICI.
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SHAH 22| Xb= CHA HLADO|A Sl ARXNAH E2|AVolumeReference CR2 A S £~ Ql= #HoHS

FofgLtt.

CHAN H AT O] A0 M E2|HVolumeReference £ A stL|C}

CHAN | UAT|O| AL ARXH= AA PVCE £X517| 8 E2|QVolumeReference CRE A A SHL|LCE.

o CHet ddAmo[ A0 M 5t9| PVCE 2HELICE

Chat WY AT0| A0 AQXH #E PVCY Hl0|E| AAE ALBBHY| 2I8H 59| PVCE BHELIC,
A2 5 T4 U JAHO|AS TSI}
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A2A HRJAHO|AL| AL (namespace2)E AR RLICH shareToNamespace 4.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident2 PVel HHAIE NFS AEE|X| 252 MMetLCt,

o HlHE JRE FSE2 A8t PVCE 2 HYAHO|AN 3R ~ JELICEH o2 SH
CtSdF 2&LICH trident .netapp.io/shareToNamespace:

namespace2,namespace3, namespaced.

() - =A8e 22 YAATo A0 BRY 4 YALICH+. S SV, k2T ZaLc
trident.netapp.io/shareToNamespace: *

° PVCE YO[O|ESIH E Zatet &~ JUESLICH shareToNamespace HHEX| FME =7t
= ASLICL

2. 2o{AE Z2|Xt: CHA HIY AT O|A AQKXH|A| CHAF HIQI AT O] A0 TridentVolumeReference CRS MM &h 4~
Ae Hots Bofst7| fls AT RBACTH QU EX| 2QIsHM| Q.

3. *CHAN AT O]A AQKE: * AA YA O|AS & ZESHE CHA QYA DO| AN AN E2|HVolumeReference

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4. e HIYAHO|A AR/ XL * PVCE BHELICH (pve2)E tie UIJAHO| 20 M ARILITH (namespace2)E
A RILICE shareFromPVC H& PVCE X|Hot= A,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() & Pvcel 371 A4 pyCELt E7iLE Zotof gLict,

Zot
Trident= CHA PVCE| =M E 211 shareFromPvC CHA PVE A PVE 7t2|7|10 &A PV AEE|X| E|AAE

TR AN AER|X| 2l AAT} Gl 519l 2EOR T4 PVE MABILICH THA PVCS} PVIH HAIOR EAIELIC

Ok

7 =25S AT

2] YIUAHO| AN ZLE|= 222 AMH|EH A& USLICE Trident= AA L|QAAHO|A0A 220 CHSH HMHAZ

A
pya=)
M5t 282 3Rots CHE HIAATHO|A0 CHot HMAE FX|SLICH EES HXSH= ZE HIQJADO|ATL

HAZH Tridentoll M SiE 2ES AHELICH

ME tridentctl get ot¢ 2ES FH2ILICt

£ M8 LICHtridentctl REE|E], & HHY = USLICt get 5t SEES 71H2= BHYLICL XpAMSH LIES
CtE 23 E &XBHUAIL.. /triment-reference/tridentctl.htmi[tridentctl HHE S SM].

Usage:
tridentctl get [option]

2 3:

MK

* *-h, --help: =80 Cigt =S YLICE.
* —-parentOfSubordinate string: ot%| 2 SEQE 2|E H|gtetL|C}.

* ——subordinateOf string: =28 £otZ 2| X[t
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HLAHO|ARL SR £+ = HotE 20eh) M2 AEYLICH cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident2 PVet BHAIE AE2|X| S5 MAMTL|CE.

c HEE FEE FES M8 PVCE 02| HJAH0|A ZRE = ASLICH
‘trident.netapp.io/cloneToNamespace: namespace2,namespace3,namespace4 0| =
=0,

@ ° 2 AFE%H0 2= HIYAIO|A SRY = « AFLICE O|E =3, St ZELCH

trident.netapp.io/cloneToNamespace: *

o FMZ ISISIEE PVCE YUO|O|EY & cloneToNamespace JU&SLICH
AE 22|Xh: CHA WA AT O] A ARKFOA| CHAF U ATH O] A0 A TridentVolumeReference CR2 M Agt
A= HetE 20{517| 8 ATt RBACTE A=K &RUSHYA L (namespace? ).

—_
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3. * LA LU AT O|A ARKE: * AA HYAHO|AS FHZEst= CHAN U AHO|AN AN E2|HIVolumeReference
CRE THSLIC} pvcl.
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. CfA HUAAHO|A ARXKE: * (pve2 CHA HJAHOJANAM pvc MM (“namespace2) £
cloneFromSnapshot, cloneFromNamespace FA & AF&310] cloneFrompve &4 PVCE X|&gfL|C

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. O|X0j| MM =l StorageClassE AF238I0 PVCE MAstL|Ct

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. 24 MEZ MirrorRelationship CRS MM gtL|LCt.

of

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident= SE2| LHF DHEeI =F2| °iXl O|0|8 E=(DP) 4EiE 7t 2 Lt MirrorRelationship2| &FEl
HEE ®3LC

d. TridentMirrorRelationship CR2 782t PVCe| LHE 0|51 SVME Y &LICE
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kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. % Kubernetes 22{AE0M LIS THAHIE efL|C},

ABH
T od
a. trident.netapp.io/replication: true 07} HE AFE5I0| StorageClass £ THSL|CH

o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
trident.netapp.io/replication: true

b. CHAN & AA MHE AF3SI0 MirrorRelationship CRS A EHL|Ct.
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas
spec:

state: established

volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

TridentOl| A LM El 2tA| HM 0| F(EE= ONTAPS| B2 7|22hHS AHE3SHK SnapMirror 2A1E M4-d5tn
x7|atefL|ct.

C. O|Fof MAM3t StorageClass= AF25t0] PVCE MAMst0] H 7% (SnapMirror CHAN) SH&ts ghL|Ct.

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Trident= TridentMirrorRelationship CRDE 15t #tA|7t gl= 32 S &S MASHK| ZELICE o] 2HA|7}
AUO M Trident2 MZ2 FlexVol volumeS MirrorRelationshipdl 2|l €12 sSvMmzt I|o{ 2l SVMO|
HiXISH= S EAerL|CE.

Trident Mirror Relationship(TMR)2 PVC 7t SH| £tA|9| otZ E& LIEtL= CRDRILICE CHa TMRO|= #dh=
AEHE Trident0l] Y2{F= AEf7t USLICH CHA TMR| AEi= CHE 2t ZELICEH

* * A8 *: ZZ PVCe= D2 A2 te 280|H, 0| A2 MZ2 ZtA LT
* *STE 22 PVCe ¥ R=e 0|2] 2|7t 8l= ReadWrite 3! O E 7HsELICE.

* *TEE *: 22 PVCE 0|2 2Ao tiy =F0IH O|Fof siE 0l=] 2tAI0f AASLICE.
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© iy BEO| CHA 28 LHBS HOIMDE T4 250 A4 BB BV UL F2 CHA HHE HEfS
AR HOF BHLICE,

° 2EO| AAL O|FOf 2HAT} gle B MATE MEfTE MOiSL|CE
H| A2 HYQH =0 2X PVCE &£ZsiL|Ct
HZE Kubernetes 22{AE{0| M CHS THAIE S SfLICH
* TridentMirrorRelationship2| _spec.state_fieldE £ “promoted ¢H|0| EELILCE.
AZlE HURH Fo| EX PVCE £ 8hLCt

Al=lEl Foli =X|(oFo]azo] ) Sof| Ch2 HAIE +=dst0] Ex PVCE SAHYLILE

CHA|
1. 2% Kubernetes 22{AE0|A PVCO| AMAFS MMt AHAFO| MM E wi7tX| 7|CHEILICE
2. 24 Kubernetes 22{AE{0| A Snapshotinfo CRS MA3810] LIS M8 HEE 7t SL|Ct.
ofl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. B X Kubernetes 22{AE{0| A TridentMirrorRelationship_CR 2| _spec.state_fieldS _promitted %!
spec.promotedSnapshotHandle S 2 YUL|0|ESHO] AHAFS| LHE 0|20 Z YH|0|ERILILCE.

4. HX Kubernetes 22{AEMM S5 E TridentMirrorRelationship2| AfElf(status.state Z=)E &tQIEHL|Ct.

gl

HYLH = 0|2 2AE ST
Ol2] A E =75t7| ol M 1K AO|ER S ZHE MEfglL|Ct.

|

1. HZX Kubernetes 22{AE 0| A TridentMirrorRelationship2| _spec.remoteVolumeHandle_field Z£0|
AHO| EE|}=X| =elgfL|Ct.

N

. B X Kubernetes 221 AE0f| A TridentMirrorRelationship2| _spec.mirror_fieldE 2
‘reestablished ¥H|0| E&FL|CY.

7} 2]

Trident= 1At 281 24t E80IM CHZ 2 S X[ ELICt.
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1Xt PVCE MZR 2%} PVCE SH|ELICt

o[O| 1t PVCet 2Xt PVCIt JLEX| ISt AL,

cHA|

1. AHE HZX(CHAH) 22 AE0f|M PersistentVolumeClaim % TridentMirrorRelationship CRDE AHA||EfLCL.
2. RY(22) E2{AH|A TridentMirrorRelationship CRDE | &L|Ct.

3. d-st2 = M 2XKCHAh) PVCOll CHeH 1XHAA) 22{AE 0| Af TridentMirrorRelationship CRDE A& gfL|Ct.

CHA! = AL, 1K} EE= 2% PVCS| 37|12 ZAEELICH

PVCE= HALHZ 37|18 Y + A2H, Cl0|E| 20| ¢dxff 27|E xutet 22 ONTAPE XS2 2 e flevxolsE

PVCOIM =HIE HMAHELICH
EHNE MASHAH 2xf 2= SF0|| Cisl| CH2 2 J SILIE AL
2X} PVCOf|A| MirrorRelationship= AFA|gHL|Ct O|ZA| StH S&| 2tA| 7t ZO{EL|CE.
* = spec.state ZEE  promessed = YH|0|ETILICE,
PVC At|(0|Fof O2{2E)

Trident= SX|El PVCE &Qlst =& AHE Al5H7| To| SH| 2HAI1S siAELICt.

TMRS AtH|stL|Ct

Ol E 2A|12] ot Zoll M TMRE AH[SHH Tridentol| A A E 2t=5H7] Hoj| LIHX| TMRO| _PROJED_STATEZ
HMSHEIL|CH ALRISHE 2 MEfst TMRO| 0|0 PROJED_STATEOH Q= Z< 7|= 0|2{ A7t ¢ioH TMRO|
X7E| 2 Trident’t 22 PVCE ReadWrite 2 S42fL|Ct O|ZA| AX|SIH ONTAPS| 2Z =&0f| Cist
SnapMirror HIEFH|O|E{Z} SHA[EIL|Ct. O] 2&0| er= O|2] ZtA|0| ALSE 22 A 0|2 2HAE Mg uf
_establed_volume S| &4Ef2| { TMRE At&3HOF L|CH.

ONTAPZ| 22tol HEjY mf 0|2 2HAH|E T o[ ERLIC

O 2Al= 4™E = ANMEX LOHO|EY = JASLICH E£= HEE ME5I0] A E HO[O|EY =+ state:
promoted state: reestablished UELICH CHY EES YUYt ReadWrite 2EE2E 54 |
_promotedSnapshotHandle_2 AI&5I0] ?ixff 2852 S+ £ AHAS X|FE = JUSLICH

ONTAPO| 22tQled mf O2{ 2A|E |0 ERfLICt

TridentO] ONTAP S AE{0]| 2™ HZAL|X| %42 MEH0|A CRDE AF23I0{ SnapMirror YC|0|ES 435t 4
UELICE CFS TridentActionMirrorUpdate Ol K| SHAIS AXSHAMA|L.
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apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRD2| MEHE HtHBIL|Ct. O] g2 SUCCEEDED,In Progress
= Failed_OllM 7tX 2 = U} SLICE

CSI EEZX|E MEFLICE

Trident2 £ A3t Kubernetes S2{AH0| U= 20| 252 MEHOZ Y5t HEAY
= JUASLICH"CSI EEEX| 7[5"

He

CSI EEZX| 7|52 M8t XY 8 7t8d SHof| wfat Eoil Chet M AT L EO| 69 TR = Mo &
UAELILH 59 22IRE SFX= Kubernetes 22|X}7F < 7|2 i':E ddg = ASLIT.

L= oY XF9 ofe] 7tEY SHo| /KIS = USLICE Trident= CHS B OHIE“HOHA'I HIZE

LHHSHA T2 4= AEE CSI EEZXE AL

CSI EE2X| 7|50 Cish Xpus] Lot AR "0i7]"

Kubernetes= & 7tX| 1/%t 28 HIQIY REE HZ2tL|CH

* VolumeBindingMode ' B “Immediate MANSIH TridenttAM EEZX|E QAIGHK| g1 EE2 MdefL|Ct
EE HIRlE ¥ X T2H|[XJ2 PVCIt M E wf M2|ELICH o] M2 7|22f0|H VolumeBindingMode
EZZX| H|<F _’F_?_"; HESX| gf= SAH0| MegetL|ct 37 282 28 Pod2| 0f|2f AN SLEX]|
of o JHMEL|CE

* VolumeBindingModeE WaitForFirstConsumerZ &&5tH PVCE AtE35t= PODZ} of[2f 5! MM & m7hx|
PVCO| gt S+ 282 M4 X HIQIYO| X|HELICE O A otH EEZX| Q7 Ao [zt M8&l= UH
Hetg sF517| 2l 20| MY ELICH

@ WaitForFirstConsumer2) Hf0| o OCol= EEZX| #0|20| LYK &UALICH 0] 7|52 CS|
EE2X 7|5 SEEHOR AT 4 UAELILH.

Zast A

CSI EEZX|E A28l2{H CI20| LQBtL|LC,

i
=
OOI‘

St= Kubernetes 22{AH "X &= Kubernetes H7F"
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https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* Z2{AHQ LEof= EEEX| 1A 8l topology.kubernetes.io/zone S HESH= 2i|0[=0] JU0{0F
(‘topology.kubernetes.io/region &t LICt. EZEX|E Q1 A5t ™ TridentE A X|5t7| Fof| 22{AE Q| LLE0]|
o|2{¢t 2|0] £ * 0| RUAO{OF Trident &LIC}.

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-

eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

1C0HA|: EEEX| Q1A sHoll= 4o

Trident AE2|X| HAIEE= 718 BYS 7|ECE 252 MHNOE TEH|NJSIEE HAY &= ASLICH &
Sl =0l = X| OJEL_ g9y S Y 5E2 LiEHl = MEXN S20| ZeHE + supportedTopologies UASLICH
O|2{¢t HHAIEE A8 3StH= StorageClasses?| 32 X E= /S0 A of|2FEl of Z2[AH[0| Mol M @B SH=

A20]ar 250| YAELC

uH o =

_—

Ct=

HO

Holol of JLCt.
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:
- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-b

JSONS E XA

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"

supportedTopologies HMAET X[ U Y =2 | SSt= o AHEELICH o]2{st I 5l
(D) 222 StorageClass Ol HIB + 2l 318 7t glo] S=S LIELICL W0l A
B 8l ol ste| TE0| ZEHEl StorageClasses®| 2 Trident= HAZ0| EES *HMOH_IEf

AEE|X| E2EZ 'SupportedTopologies' € Ho|gh £ QUEL|CE CFS O£ &ESHUAIL.



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

0| 0of|0ll A= "reGion" & "zone" &|0|£0] *EEIXI E9| 2|X|E LtEFHL|CE. "topology.Kubernetes.io/region" &
"topology.Kubernetes.io/zone"2 AEZ|X| 22 ALY £ U= IXIE X|HEL|Ct

2CHA|: EEZX|E QlAlSH= StorageClasses= Ho|gtL|Ct
Se{AHS LE0| M3&l= EEZX| 0|22 7|8tO 2 StorageClassesE Mo|st0] EEZX| HEE Zotet &~

2
AELICE O 5tH PVC 70| thiet 22 AL S St= AE2|X| 22t Tridentdl M MS3dt= 2&S A = U=
LEof 59 MEZE ZFELICE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

/0l M= E StorageClass ™20l A volumeBindingMode & £ WaitForFirstConsumer A™ELI|CH, O]
StorageClassO| NE pvce popOM HZE WX 2HSSHX| ASLICH. X =
‘allowedTopologies AFEE Y 8l YHZ MSYLICH netapp-san-us-eastl StorageClasse= 20
Ho|El WA= pvcE “san-backend-us-eastl MAL|CE

3EA: PVC dHd L AHE

StorageClass”t ‘44 &[0 BHAI=0]| IHE =™ PVCE dHY = JSLICEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

O BiL|HAEE AESI PVCE TEH CHEat 22 20t L et
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Tridentoll M 2&2 443t PVCO| HIRIE3I2{H PODOIM PVCE A ELICEH CIZ O|E HESHAIL.
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

0| podSpec2 us-east1 X|H0i| EX5t= 0| A pPodE 0f|2F5t1 us-east1-a L= us-east1-b HO| Y= L=
SOl M MENSHE = XA LT

Ct

dlo

5212 HFGHYAIL.
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE
pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Zotet sl E S A0 ERLIC} supportedTopologies

7|Z 8ol = = 'tridentctl backend update’S AF25H0] 'upportedTopologies' 222 &St 2 A0/ EE
UFLICL O|= o|O] Z2H| XM E H&o| S22 FX| 42 =& PVCO|TH AFEE L|CH

"HE|O|LA 0] St 2| a2 S BT

° “EI:E HEﬁHjlu

ARAF ZHY

I SE(PVS)2Q| Kubernetes =& AHAE2 SEL| AE SAM2E X[HELICH TridentE
ArE5H W El 252 A-AE MddtD, Trident 2| R0M &l AYAE 714D, 7|&
AHAOM M S ES HMStD, AHAOA 28 HIO[HE 57 = JASLICL

=5 A2 OHSOM X2 ELICH ontap-nas , ontap-nas-flexgroup , ontap-san, ontap-san-
economy , solidfire-san, azure-netapp-files, J12|1 google-cloud-netapp-volumes XX},

A|Zst7| o
AHARS ALE5tE{H Q[ AHAF HE 2212t CRD(AFEX} HO| 2|4 A HO|)7t A0{OF BL|Ct Kubernetes
Orchestrator2| A IL|CHOY|: Kubeadm, GKE, OpenShift).

Kubernetes I A| AHAF ZHE ZE2] 5l CRD7 ZEHE[X| 2 AR E HXSIUAQ =8 AU HEERE
HY ZLSEL|CF,

@ GKE 280l 2R A 28 AHME MdY 32 24 ZIEEE S HHSHX| DHYAL. GKE=
LHEE sHT AR HEERE AFEELICH

254
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https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
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https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/
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https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/#affinity-and-anti-affinity
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/

2LICt VolumeSnapshotClass. AHM|gt L2 & EESHYA|R "VolumeSnapshotClass".
° 7t driver Trident CSI E210|HE 7t2|ZL|C}.

° deletionPolicy U2 & UELICE Delete £ Retain. E 2 HFSt AR Retain, 2AE2[X]
S AHQ 7|2 S2[H AHAR2 7t U= BR0|E FXIELICH volumeSnapshot K| 7F AFK| =[S L T

H A

o

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. 7|= PVCO| ALHAES MAISH|C},

A ocood
o
° O] oflol M= 7|&E PVCel AHAS HdetL|Ct

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

° O] ool M= 2f= PVCH| CHel 28 ARHAF M E YERLIC pvel 2-4E 0|F0| 2 2FE|0] JASLICH

pvcl-snap. VolumeSnapshot2 PVC2t FASHH 2F 2t20| JEL|CH volumeSnapshotContent &X|
ARARS LIEHH = AL T
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s
o B AMHY £ QIELICH volumeSnapshotContent 2| 7HM| pvel-snap VolumeSnapshot2 AE LTt
£ Z=I2LICt snapshot Content Name O] AMAFE K| SSH= VolumeSnapshotContent ZHKIE
AMEBILICH E 22ELICt Ready To Use 7 Hp= AHAS MBS0 M PVCE HHE = UASS

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

E8 AHM0IM PVCE MHELIC

2 MY £ UELICH dataSource 0|50 Q1 VolumeSnapshot2 A5t PVCE MM BILICH <pve-name>
CloJE AA 2 AMEELICH PVCT7 MAEl = PODO| £26104 CHE PVCe} OFEZEX[ 2 AFEE & JAELICE

@ PVCE 24 251 S A= 0of| A MMHEILICH S ®ZTSHMAIR "KB: Trident PVC A AR A
PVCE Mdst= 22 CHAl| BHAIE A AT 4 gisL|Ch,
CtS ool M= £ A28t PVCE 2 TLIC pvcl-snap £ OIO|Ef 2AZE AF2EIL|CE

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

28 AWAS JHHSLIC

Trident= S AH ZHE|X7F M E MEStD Trident 2/ FOIM WHE

2l A
VolumeSnapshotContent £ "Kubernetes AFH T2 H| X' El AHAF

HAE M2 = ATE 57| 28l
o=z A1|A"I| HefLct,
AZSE2| Fof|
TridentOl| M ARAFO| Q| 2SS MASHAHLE 7b 2tof BL|CE.
CHA|
1. * 22{AE 2|X}: * VolumeSnapshotContent HMAIE AMHARS Atxst= M E MAMetL|Ct O2{H

Tridentd| A AHAF QI ZE LT A|ZHEILICE

° Of| A Bl E ARHAFO| O| 2 X[HELICH annotations XN
trident.netapp.io/internalSnapshotName: <"backend-snapshot-name">.

° <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> " 0f|A]
‘snapshotHandle X HYLICt., O] BE= S20A 2 AHLRO0| Tridentd| XM3st= FLS
‘ListSnapshots MELICE

= =g
= = "1
(:) o|E1}

of

I'|--||:|' <volumeSnapshotContentName> CR HH X|otOZ Ql6f U= ALHA

e X & QLELICH

OWE

o

CHS WIAMIAM = 2 BHELICE volumeSnapshotContent HAIE AMARS A XSH= HA|RILICH snap-01.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:

name: import-snap-content

annotations:

trident.netapp.io/internalSnapshotName: "snap-01" # This is the

name of the snapshot on the backend
spec:

deletionPolicy: Retain

driver: csi.trident.netapp.io

source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-

snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. * 2 AH #A2|X};: * B MEYLICH volumeSnapshot 2 HZESH= CR VolumeSnapshotContent LEHE.

ocood

J2H E MEY £ U= BMATF EQBIL|C volumeSnapshot A|™E L[LAH O] A A.
ol

CHS WA0AM = 2 BHELICE volumeSnapshot CR O|E import-snap 2 HZgLICH
VolumeSnapshotContent 0| X|H import-snap-content.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

* AL XM ME MM E S volumeSnapshotContent QIAISHD

HA 1O

3. LB HE|(=X U ) x o
StE MEBLICE TridentZt £ "TridentSnapshot A1 A tL|C},

ListSnapshots &

o QI AL XM T|7F E AEBLICH volumeSnapshotContent & ME{RILICH readyToUse W
VolumeSnapshot & ME{SIL|C} true.
° Trident7t SOIYUELICE readyToUse=true.

4. *DE MNEXL* E MY °|=|"|-—||:|' PersistentVolumeClaim § =21 Ml E XLt volumeSnapshot, #lX|
spec.dataSource (E= spec.dataSourceRef) name £ L|Cl volumeSnapshot O|E.
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o
LS olof[A = & &=xdt= PVCE M ELICH volumeSnapshot 0| XIE import-snap.

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ARAES ABOH 28 HI0IHE SELICt

AHAFCIMER|= E MM Z2H| X dE 259
ontap-nas ¥ ontap-nas-economy =20[H.
=7e ClEaleL,

o = 2td S XIEsH7| 28 7122 AN ASLICH
SHHtLICE . snapshot 2HAQ2RE X H0|EHE

B 2”4 57 ONTAP CLIE AHE5I 252 01T A”0]| 7|5 HEi= ST

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

() U =ies susie iz 28 240l SOIUORILIC AU 20| 4YE % 28 HOlEl
thet §1 Ak AL

Trident= (TASR) CREZ ArE35t0] AHAFOIM HMIXF2[0A MESHH S EE SHY = UES
TridentActionSnapshotRestore ELICt O] CR2 B Kubernetes ZX|2 2&5HH 20| 2t2E 20|
S =X gF&LICE

Trident AHAF S22 X[ LI ontap-san , ontap-san-economy , ontap-nas , ontap-nas-

flexgroup , azure-netapp-files, google-cloud-netapp-volumes , 12|11 solidfire-san HA}L

AlZtst7| o
o]

HiRIFE PVC 3 M8 7t 28 A 40| QL0{0F SLCt.
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* PVC &Ei7} BoundQIX| ZtQIStC}.
kubectl get pvc
- 25 AUYANS AR FH|7} SR StolBiLict

kubectl get vs

CHA|
1. TASR CR2 MMeEiL|Ct. O] 0o M= PVC U 28 A4 CHSE CRE pvel “pvcl-snapshot A A BfL|Ct,

(D) TASRCR2 PVC & VSt U= LR Amo] 20 2lofof BiLIct.

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot
2. CR2 X E5I0] A4k SRRLICE 0] ol= AHAAM “pvet FSAELIC

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

21

Trident= AR 4F0| M ClIO|E{E SRIRLICH AMAE 71 EY

i
Jhot

foleh 4~ ASLICY.

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* R 22| ELR Tridents Zoff 2 Al 2HE XIS 2 MA|T5HX| GA5LIC 2 S CHA| =ABH0

@ gL,
« 22| Xt Hoto| gl= Kubernetes AHEXH= OHE2[H|0|M | ADO|ANA TASR CR2 MAde
Ue Z2|Xte| HotS Hiotof g 4~ UEL|CH

HZE AHARO| Rl= PVE AHIRLICEH
HAE AHARO| Q= I 252 AK|SHH SHE Trident 280| "AMK| AE|"Z QCO|EEIL|CH 28 AHAS
X715t Trident 252 AtM[EHL|C.

=25 AU HEER S HiEZEL|CH
Kubernetes HIZE A| AHAF ZIEE2{QF CRD7t X SHE[X| Qf2 AL CtSot 20| e &~ QUEL|Ct
CHA|

1. 28 AHYAF CRDE MMt

cat snapshot-setup.sh

;
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ st 2 £ YLICt deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml ¥ YO|O|E namespace HYAHO|AZ,

]
i
oM
|1

=

= HA T
g7 25 (PV)Q Kubernetes 28 & AHAF NetApp Trident= 02 282 AHMEE
AHAOE)E WEY = A= 7SS MSYLICL Ol 28 08 AHM2 Y A W4
o3 2§28 SALES LtEFELICH

@ VolumeGroupSnapshot2 H|El APIE Zt&E S HU|E|A Q| H|E} 7| 5RILICE.
VolumeGroupSnapshotZ AtE5t2H FHU|E[A 1.32 0| EREfL|CE
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Mkt
o
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|>

WiAE M4

a

ML

o
iz
I>

A2 Chg AE2[X| =20 A X[# EL|CE

* “ontap-san’E2l0|H - iSCSI & FC Z2EZ 0|t MEE|H NVMe/TCP E2E 0= M EE[X| gt5LICH
* ontap-san-economy - iISCSI ZE2 EZ0{| 2t S{{=HElL|C}.
* 'ONTAP-NAS'

(D NetAppASA2 Ei AFX AE2IX| AAHOME 28 18 Auso0| TS| LI,

AIEFSE2| Hof|
* Kubernetes HHT0| K8s 1.32 O|AMQIX| ZHOISHN| 2.
o ALHARS A2SI2{H Q8 AHAF HAEZ2{Qt CRD(AFEAF M| 2|AA HO|)7t QL0{0F EHLICH Kubernetes
Orchestrator2| QIIL|CHO|: Kubeadm, GKE, OpenShift).

Kubernetes H L IH0]| 2|52 ALHAF HEE2] 3! CRD7F ZEE|0] QUX| U2 AR LIS HXSHMR. E5 AL
ZHEEE H{ZEBL|C}.

AL ZIEERE M Y5HX| DM K.

@ GKE &Z0M =2H
GKE= WHEE= sAHZT

o AHAFHE ZE2 YAMLOIA CHS 2 ™ ELICE cSIVolumeGroupSnapshot 28 18 AHAN| ML EE
7|5 HIOIEE 'true’=2 AHTILICE

c 28 05 AHMES MME| Mol 2ottt 28 I8 AHM SeAE ML Tt
* VolumeGroupSnapshot2 4Asl2{H HE PVC/E280| ST SVMO|| JA=X| SQIsHN

o

* VolumeGroupSnapshot2 445t7| F0f| VolumeGroupSnapshotClassS MAMstNQ. AtAEH LIE2 S "E8
OF AHAF SeAERSHMAIR.

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

* 7|1 MEH SAE AT st 20| U= PVCE THE7HLL, O|2{¢t 2HE 7[& PVCO| =7tgfL|Ct.
CHS WAMM = CHS 2 AFRSI PVCE MMEBILICH pvcl-group-snap HIO|E &A Sl 20|22

consistentGroupSnapshot: groupA .27 AP0 L2} 2{|0|2 7|2t gt2 ™o|etL|Ct.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl-group-snap

labels:

consistentGroupSnapshot:

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
100M1i
storageClassName:

storage:
scl-1

+ 59
X

Dﬂ] rot

t 2/|0| 22 VolumeGroupSnapshotS ¢

groupA

Ol XM= 28 IF 2 HAMS MRl

apiVersion:
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"
namespace: trident

spec:

volumeGroupSnapshotClassName:

source:
selector:
matchLabels:

consistentGroupSnapshot:

clusterl:
vol3 snap_ archive

264

groupsnapshot.storage.k8s.io/vlbetal

csi-group-snap-class

groupA

BS O|1H 2H=0f| 7| 2E JEiZ S Ct

Z =28 740| HOATLICH ARAE SALE0] 4 Y

IHSLIC (consistentGroupSnapshot:

groupAd ) PVCOH|

:*> volume snapshot restore -vserver vsO -volume vol3 -snapshot

= = =& Hlo[E 0



ARSI EM 28 S

—

Trident= (TASR) CREZ A5t A AR M HMIXF2[0N AMESHH 2 EE SHY = UES
TridentActionSnapshotRestore 2L|C} O] CR2 B4 Kubernetes Z=X|E 2&S5tH 20| t2E 0|
FXI=|X| gt&LICt

KtMISt 82 2 "A AN X =& S "HESHAL.

* 159 JHE AYHARO| OFH:l VolumeGroupSnapshots TS AFHIE 4= Q&LICEH

o ARHARO| Q= SO ST PersistentVolumeO| AMH|E|™ Trident= SHE 2 &2 "AMH| " AE|E MetetL|Ct
=SE2 QTHSH HMAHSH| Hof| AHAFZS H|AsHOF St i EQIL|CE.

* JESHE AHAS MBS0 S22 THE OS2 182 MASte = 32 SM2 22 20| A=z 280|
=2 M7 252 AN 5 ELICH

1. 28 AH4 CRDE MHELICH

cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ Zoot AR E @LICt deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml ¥ YO|O|E namespace HYAHO|AE,



Trident 22| %! ZL|E{E

TridentS & 1|0|=%fL|C}

TridentE & 18|0|=gfL|C}

24.02 ZE|Z2H Trident= 4708 22|= F7|2 =M oA 3712 £ E2|XE M3eLICt
2tzto| M 22|A = O] Z2|ANM EERH MER 7|5, M é,“é!, H £ 8l M At S
M ELICE Tridente] ME2 7|52 &85tz 10f $F H 0|A ¥ 80| =E5H= 20|

Z&LCH

Y0|= ™ 2] Abet
Tridento| X4 22|22 HO20|=Y off Lt AFetS DE{SHH A2,

* EX Kubernetes S2{AEQ| D& HIJAHO|AN Trident AAAE A = SHLETE M X|SHOF FLICE.
* Trident 23.07 O| & 0N = v1 28 AYAFO| L RSHH Mt = HEF AHAS O O|A X|@ISHK| Q& L|CH

* Aa20|=¢ o} TridentH|M A2 E[= £ StorageClasses H&t= 20| ZLELICH parameter. £sType.
7= 282 SHOHX| 210 MH| 3 MMM &~ storageClasses JELICH

° O|H2 Aldof| CHEt ** 27 AFSIL|CE"EHot ZAHAE" SAN &

° sample input C|H E2|0f|= https:/github.com/NetApp/trident/blob/master/trident-installer/sample-input/
storage-class-samples/storage-class-basic.yaml.templ2t Z2 |7} Z&=|0] YELICHstorage-
class-basic.yaml.templ?] % &3: storage-class-bronze-default.yaml.

° XtMIet 82 S BZSHAL "L T 2|,

12 TS MEdstL|Ct

Trident HZ12 &0} 7|8 vy .1 B PAS GHELICE f7|A YY" Q1= 0| 0Kt & Xf2|0| 2 "MM"2 HRlLIC
DOT Z2|AL vy.1v.x FAIS THELICE 01714 "X"= THA| ZYLICk YI20|=8 B0 w2t @20l =2
HHS MeEftLct,

© AX|E HTO 4 HE|A H Lo Y= 2E Cha ZE| A0 Cis 21 FO0|EE - & JASLICL O
24.06(E= 24.06 TE 22|A)0|M 25.062 ™ HO0|=E & ASL|CE,

« 22|A 4747} ofl CHE ZE| AN FOE|0|ESH=s B o2 THA|Z O8|0|=8 £-TILICE of| A 47H°I EEES
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a. 23.0701M 24.062 X Hw &azo|=
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OpenShift Container PlatformOf| A Trident H4XIE AFE5H0{ € 2|0|=EE M= Trident 21.01.1

@ O|Ato 2 A 12|0| =30 SHL|CE 21.01.02 2 Z2|AEl Trident AKX} = 21.01.10( A SHZE
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TridentS F22|0[=ET = A= F 7HX| FH0[ ASLIC.

—

* "Trident HLALE ALESH0] Y 20| =R

i
i=)
feld
ot
-
_ITI_
2
1%
Pl
o
1%

HAEY AS MAYHLICH "2 I20|= HFEER k| i=t o)

Hof|

*

2GRt &H Fa0|=otHAl2
2% Y120|= IZZ2E olshBtLiCt

Trident HAXIE AF2SI TridentE Y180/ E517| Hof| € 20| E =0 hAist=
T2t C TZMAE O|slis{Of BFL|Ct. 7|0f|= Trident ZIEE2{, HEE2{ Pod & ==
Pod, £ AGH|0|EE Al23H= = E DemonSet?| tHZ A}&to| ISHEIL|CT,

Trident 2 At 2 38|0|= X2

Trident2 MX|6l0 HI0|EE & Q= & T "Trident HAAIE ALE2E o] O|F"StLt= 7| =9 OIREE 288
S THSHX] 241 Trident 5! Kubernetes 7HM|E X522 X 2|5t= AQ/ULICE 0|2 20| Trident= CHRE! 210]
A 0|=E K| HE 4= JYSLICH Ee" 22 HH0|E " EY|, Trident 2EXH= Kubernetes 22 AE{ 2} S X510
CtS2 s™etLCt
* Trident AEZ2{ HIE % == DemonSet2 AtH|St 1D CA| BHSL|CE
* Trident AEZ2{ Pod ¥ Trident == PodE ME2 HMOZ WA|EL|C},
o LLEJt AG|0|EE|X| O™ LIHX| =7} i[O EEIL|C.

° A F2l Trident == Pod?t A= =E0MEL EEE OIREY &+ ASLICL

Kubernetes 22 AE{2| Trident OF7|EI X 0f| CHSt XkM|TH LHE 2 & HZSHY A" Trident OF7 1A,
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2Gxt A 0|E YFERR
Trident HAAE AFESIH Y O2|0|=E AESHE B2

1. Trident 2 At *:
a. oIz MX|El Trident ™ (version_n_)2 ZASfL|C
b. CRD, RBAC, Trident SVCE X &%t 2= Kubernetes 2EME S HH|0| ERIL|CE
c. H™ n ol it Trident AES2] HHE S AMH|EHL|CE
d. ™ n+1_0fl CH$t Trident ZAEE2] XS MMEhL|Ct,

2. *Kubernetes * = n+1_& Trident ZES2| ZTEE MAMTHL|CE.

3. Trident 2t *:
a. _n_Of CH$t Trident —E C|2 NEE

= AH|EL|CH 2 8XH= Node Pod ZEE 7|CI2|X| Y=L
b. n+1_Of CH$ Trident == C|2 MIE

4. * Kubernetes * £ Trident '== Pod_n_2(8) 2dsIX| 2= L E0A Trident == PodE MM BILICE M2}
2o o I=|'|7“°| Trident =& Pod7} = 0|4 QIX| &t= 2 BhL|C},

Trident operator == Helm2 AFE510{ Trident HX[E 20| =gfL|Ct

Trident HAXFE AFRSIH £50Z EE= Helm2 AF23HY TridentES 80| =8 4
QISLICE Trident G X} AX|0f| A CI2 Trident I AF A X|2 2 T2{|0|E8}7LE, AX| 0| A
Trident 29X HEOZ HOZO|ES & tridentctl YSLICE " T8|0|E HIHS
MEHSIL|CHTrident 2 A A X|E 2 02{|0|=617| Hof| HAESHYAIL.

=& 2XIE g0 =Lt

S AH He| Trident Operator x|l M CHE SR AH '# 9| Trident Operator 2X|= ¢ 12{|0[ = 4 UASLICY.

B E Trident HH 2 S2{AH Y| HAXIE AFEELICE

@ HUATO|A Q| HAXHH A 20.07 ~ 20.10)E AFRSH0] M X|=l TridentOll Al Y 12/|0| =512 H
Tridente] €2[0| = X|&IS "MK &l HT"ALZ S AL,

o ZH1of| CHaH

Trident= XS A XSt Kubernetes HHO]| CHPH #Ed QEHMES MMSH= O AISY £+ Y= HE OIYS

HSect.

* Kubernetes 1.245 Aldist= 22{AEHO|= "Bundle PRE_1 25.YAML"E AtEgtL|CE.

o Mu

A
* Kubernetes 1.25 0| &2 A&SH= S2{AEQ| H2 £ "Bundle _post 1 25.YAML"AFEEILICE.
AlIEFst2| Hof|

Mg 0l Kubernetes 2 AHE AFE5I1 JQ=X| &lgfL|C "X == Kubernetes HZ".
CHA|

1. Trident HH™ 2tQl:
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https://github.com/NetApp/trident/tree/stable/v25.02/deploy/bundle_pre_1_25.yaml
https://github.com/NetApp/trident/tree/stable/v25.02/deploy/bundle_post_1_25.yaml

./tridentctl -n trident version

2. AH|0|E operator.yaml , tridentorchestrator cr.yaml, 12|11 post 1 25 bundle yaml
30| =8t2 = HZF(0fl: 25.06)01 CHEH | X|AEZ[Q 0[0|X| A2, 12|11 2HIE H[UHS S ARSI Ct.

3. 9ixfl Trident QIAHAES MX|St= O| AL El Trident HAXIS AHRLICE O S S04, 25.0201M ¥ 12{|0|E3H=

B2 L3 3= ALt

kubectl delete -f 25.02.0/trident-installer/deploy/<bundle.yaml> -n
trident

4. E M X7| MK|E AKX} K| ™St 2L TridentOrchestrator 388 WEE 4 Q&L|CH
TridentOrchestrator AX| Of7f H= % +™85t= JHM[LICE o 7|0z 2
Trident % CSI O|0[X| 2|X[AER|E X|H5t= HE At CIHO 23 2Hda} &
Ateto] EohE &~ JUSLICE.

Hrlh

5. _<bundle.yaml>_0| U= &t Z0]| SH= SHIE HE YAML IS AL L0 Trident AXISHMI K.
bundle pre 1 25.yaml £ bundle post 1 25.yaml Kubernetes H{Z0|| 2t CHEL|CE 0| S0,
Trident 25.06.02 MX|3t= 2R OIS HAS MATHL|CY,

—
—

kubectl create -f 25.06.0/trident-installer/deploy/<bundle.yaml> -n
trident

6. EZ}O|HE E3Z MEISt0] 0|0|X| 25.06.02 ESHA|ZIL|C}.

Helm ZX|E 3|0 =&fL|Ct

Trident Helm & X|E 80| =& 4 JUELICE.
Trident7t M X|=l Kubernetes 2{AEE 1.240|M 1.25 0|ACE HI2|0|EE true helm
@ upgrade 3% EHAHE ?z,"jEﬂOI':olJl Mol value.yamlE HHOZ MHSIIHL} --set

excludePodSecurityPolicy=true BHO| £7}80F excludePodSecurityPolicy LIt

Trident HelIm= & 18|0| =38}X| 11 0|0 Kubernetes 22{AEE 1.240|A 1.252 € 18[0| =8 AL20|= Helm
A8|0| =7 AI{BLICt Helm 20| =8 TIEsIZH LS HHAIE MAM| ZHC = —’F?ﬁﬁﬂ*lg

1. 0l A helm-mapkubeapis 2211212 https://github.com/helm/helm-mapkubeapis & X[ EtL|C}.

2. TridentZ} X[ El HIQAAHO|AO|A Trident ZZ|AO| CHo A M3 S fHBIL|CEH Mg 2|AATF LIFELIC
helm mapkubeapis --dry-run trident --namespace trident
3. Me| 2AS U2 H HelmS AHESHO] MA| Al S +HBLICH

helm mapkubeapis trident --namespace trident
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https://github.com/helm/helm-mapkubeapis

=

1. "HelmZ AFE5t0] TridentE HA[UELICHE AHRSH0] $F HHA2 @ O2|0|EE £ helm upgrade trident
netapp-trident/trident-operator --version 100.2506.0 QU&LICt. Helm repoE FII6HX|
AUAALL FO0|=0f MBS = Ql= B

a. | M £| Al Trident 22|AE "GitHub2| Assets MM'CIRZESIMAIL.

b. AF2SICt helm upgrade BH2 OC|0f| trident-operator-25.10.0.tgz @1 0| =52 HES
LIEFHLICE.

helm upgrade <name> trident-operator-25.10.0.tgz

£7| 2K S0l ArEX Ho| FME BHEHSt= F2(M: Trident 3! CSI 0|0 X|0f| CHEE ME

()  oRRE RAER K1) 8 £IRILIC heln upgrade BHES ALBELICH ——set 0213
g40| Yol Fol Eate|= 2 stei go] 7= MABELCE,

2. 4H helm list XIEQt H HHO| 2= PO O|EER}=X] HQIBLICH M8 tridentctl logs CIHI
HAIXIE ZEZILICEH

Ol E3|0|= tridentctl Trident X0 MX|

Ol M Trident 2FAt2| 2[4 HE|=2 HO0[EY = AELIC tridentctl EX|: 7|1E HAE S PVCE RS2
AHgE &= ASLICEH

() xi e ziof ersty| Hojl 2 AZmSHIAIR "X| & 71 0|5

EHA|
1. %Al Trident E2|A S CHR2ZESIL|CE

# Download the release required [25.10.0]

mkdir 25.10.0

cd 25.10.0

wget
https://github.com/NetApp/trident/releases/download/v25.10.0/trident-
installer-25.10.0.tar.gz

tar -xf trident-installer-25.10.0.tar.gz

cd trident-installer

2. OjL|H|AE0|M EBIO|C|2F|AER|0|E|f CRDE THEL|LC}.

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml

3. S2{AH He| HUXE 22 HYAHO|A00 2 SLCH.
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kubectl create -f deploy/<bundle-name.yaml>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created

clusterrolebinding.rbac.authorization.k8s.io/trident-operator created

deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS
trident-controller-79df798bdc-m79dc 6/6 Running 0
trident-node-linux-xrst8 2/2 Running 0
trident-operator-5574dbbc68-nthijv 1/1 Running 0

4. *TridentOrchestrator' Trident 2 X| £ 2|¢t CRS MM BtLICE.

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true

namespace: trident
kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS
trident-csi-79df798bdc-m79dc 6/6 Running 0
trident-csi-xrst8 2/2 Running 0
trident-operator-5574dbbc68-nthijv 1/1 Running 0

S. Trident7t 2|3t HT O 2 ¢ 12{|0| =E|RU=X| =QlFfL|Ct.
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kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident

Status: Installed
Version: v25.10.0

AGE
150d
150d
1m30s

AGE
Im
Im
5mdls



tridentctl2 & 18|0| ESIAMAI2
AHE3t0 7|E Trident 8X|E &4 I30|EE &+ tridentctl UAFLICEL

Of ZhHofl CHaH

Trident ®7 3! & X|= 30| =2 XS TLICE TridentS | 7{6H Trident BHE 0| AF2E|= PVC(E@ T+ 28
28 U PV(EF 2 E)7} AHE|X| &LICEH 00| HEHIH'—'E_I PVSE Trident?t @ Z 20! MEHOI S AR
7tset MAEfE RX|E|H, Trident= CHA| 22121 AEfZF El = 3 Ato[of| MdEl 2= PVCO| Lot S&2
EEHM‘I |_|ol-|_| |:_|-.

AIEFsE7| Hof
HE " 30| = ghHS MENSHL|C} 2 ARt ¥ 18|0|E8H7| MOf| tridentctl.
ChA|

1. Ol A uninstall HE tridentctl A3l CRD XU 2t ZHH|ZE H|2|$t Tridentt HEE DE 2|AAS
X AHE LIt

./tridentctl uninstall -n <namespace>

2. TridentE CHA| AX|BLICE S "tridentctlS AF2SH0] TridentE A X|SHL|CHEFESHMAIL.

@ Y 0|E T2 MAE SESIX| OHYAL. BX| T2 0| tEE W7HX| A= =X =elgtL|Ct,

tridentctl2 AF25H0] TridentS 22| 8fL|C}

o= "Trident x| T2 2 HZ" Tridentd]| ZHEHSHA| AN AT 2 Q= HHE FEEZ|E|7}
TSE| tridentetl °'*|—|Ef Z 2%t PrivilegesE 7%l Kubernetes AF2Xt= 0] E2
A8t TridentE A X[SFALE Trident Pod7t el | JAHO|AE 22(g 4 JSL|C

=1 I
HH S ==2H Fe|3
Aolist 2 QIELICH tridentctl help O AF2E £ U= BH FF2 7IHZLICH tridentctl EE &
FIMELICH --help S FHO| CHS M 2 S0 SES 71 E{H ole HH Z2HIE X[ LICE

tridentctl [command] [--optional-flag]

Trident tridentctl REZEl= OIS B 8 22YH Zef1E X|ELICt
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=E
create
TridentOf| 2| AAE FIbetLCY,

delete
TridentO| A StLt O] &2 2[AAE XM AEL|CE

get
TridentOf|Af StLt O] &9| B[AAE HSLICH

help
D= FHo st =22,
images

TridentOf| 2R3t Z1E[0[L] O|O|X| EE QI2fBfLCt.

import

7|& B|AAE Trident2 7} SL|C}.

install

TridentS A X[gfL|C

logs
TridentOll A 235 214

oF

fLICY.

I

send
TridentOl| A 2| AAS HEMLICE

"HH"E MEHSIL|CE
TridentE M| 2Lt

update
TridentOl| M 2|AAS SFELICH

update backend state

HHOIC XtQ1S UA|MOZ FCHHL|C}

upgrade
TridentOll M 2[AAE 20| =gfL|CY.

ILHIIjl

Trident X2 QU244 2tL|Ct
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=1
=28

e

=l

-d, --debug
LM =3,

-h, --help
CE2% tridentctl.

-k, -—kubeconfig string
£ X|™EL|Ct KUBECONFIG 2ZHZ = Kubernetes 22{AE 7H0f| HH S Adlist 4 Ql= AZQUL|CE,

@ = E UEW 2 A&LICH KuBECONFIG EH Kubernetes 22 AE 3 2X|E 712|7|=
B tridentctl HH2 M3 = UELICEH

-n, --namespace string

Trident HZ Q| L[ AT O] ARIL|CY,

-0, ——output string

=3 d4| json|YAML|name|wide|ps(7|22f) & StLL.

-s, --server string

Trident REST QIE{H|0| A A/ EQILICE,

@ Trident REST QIE{H[0| A= 127.0.0.1(IPv42| BR) EE= [:11](IPveS] B0 A2 =41 8
MHIASIES 72 2 YALICH

HHZS A6 create Tridentdl] 2| AAE FIbe 4~ QIEL|CE
tridentctl create [option]
=r
backend: Trident0| HAIEE FI7}etL|Ct
ALH|
BHE MESIO delete TridentOll M StLt O] &of 2| AAE HAHY 4= JUGLICE.

tridentctl delete [option]

=M
backend: TridentOi|A] StLt O| & 2| XZA WAEE AFK|gfL|C.
snapshot: TridentO{|A] StL} O| &2 E& ARAFS AMX|EtL|C.

storageclass: TridentO|A] StLt O|&Q| K&t A SHAE AFK|ELICE.
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volume: TridentOl| A StL} O] &2 M4 EFS AfHELICH

yivste¥l
HHE A8 get TridentOl| A Lt O| & Q| 2| AAE 7 ZL|CE
tridentctl get [option]

=M
backend: TridentOl| A StLt O|&F2| AE2|X| HHAIEE JHM FZL|C.
snapshot: TridentO{|A] StL} O| &2 AMARS JHMFLIC
storageclass: TridentO|A] StLt O Ao AER|X| 22HAE 7 ZLILCE
volume: TridentOllA| StLt O| 49| 2&E 7t ZLICL.

=]
A

-h, -~help: Z=E0| gt =S LICH
--parentOfSubordinate string: o9 2 2 ECE 2|2 HIetefL|Ct.
--subordinateOf string: 25 £oI= 32| X|et.

o[o|x|

‘images E2AE A8 TridentO RS ZE|O|H O[O|X| HO|SS QIAHELICE.

tridentctl images [flags]

=]
=

-h, --help O|0|X] =3,
‘—v, -—k8s-version string: Kubernetes 22{AE 2| A|THE! HFQIL|C},

N

=2 7tH27|
HHZ AMESIH import volume 7|&E =22 TridentZ 7HHSL|CY.
tridentctl import volume <backendName> <volumeName> [flags]

PN|
S

nE

volume, v

=]
=

N

-f, --filename string'YAML EE= JsoN pvc IOIYZ O|SgLICH.
‘-h, --help: 250 Ciet =S LICL
--no-manage:PV/PVCEZt MM & 2t0|ZALO|Z 22| E 7HHSHK| O A 2.

X[t

‘install 2238 AE%I0 TridentE MX|ELICE.
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tridentctl install [flags]

d
A

--autosupport-image string:Autosupport Telemetry2| ZIE|0|LH O|0|X|(7| 22} "netapp/trident
autosupport:<$# & HT>").

--autosupport-proxy string :Autosupport TelemetryS 2L{7| 2|
--enable-node-prep : = E0| 2Rt IF|X|E HX|5H EM L.
--generate-custom-yaml : OFF A= AX|SHX| 10 YAML It S MM BfLCt,

-h, --help : GX[0] Ciot =2,

--http-request-timeout : Trident ZAEZ2{2| REST APIO| CHgt HTTP Q& A7t =12 THH o gfL|Ct
(718232 12 30X).

--image-registry string: LT O|O|X| HX|AEE|S| FA/EE,

--k8s-timeout duration :Z2E Kubernetes 0| CHSE A|ZH XIH(7|23f 32 0X).

--kubelet-dir string: kubelet®| LiE &EHS| SAE |X|(7| 27} "Ivar/lib/kubelet").

--log-format string:Trident 224 HA(HIAE JSON)(7|2af2 "HIAE")QLILCE.

--node-prep : Trident X|’&E HO|H K& TE2EEZZ ALESI0| S ES 2E[SH= S Kubernetes 22{AE Q|

L EE FH[Y = JULE SLICE 9T, iscsi X HEl= R ZHRILICH OpenShift 4.192E 0| 7|52 X| 5=
%4 Trident H{T 2 25.06.12L(Ct.

--pv string : Trident 0| A AL %= 2l|HAl PVe| 0|2 =, 0|210| EXHSIA| A= F SIL|CHI |22
"trident").

--pvc string: Trident Ol Al AF&3tH= 2| Al PVC2| O|EQ 2, 0| 20| EXSHK| A= E SLICHIZ|242
"trident").

--silence-autosupport : NetApp Ol Xt5 X HES XIS 2 HLYX| LEL|ICHZ |22k true).

--silent : HX| 0| 22| =S H|ZH3}etLICE

--trident-image string:&X|E Trident O|0|X|QILIC},

--k8s-api-gps : Kubernetes APl 80| CHgt X2 2| ~(QPS) Meh(Z|22F 100, MEH AFEh).
--use-custom-yaml : 8X| C[HEZ|0f| Y= 7|FE YAML It S A EL|CH

--use-ipvé6 : Trident EX10]| IPv6E AtEEIL|CE,

ok

FOEA|Q F=A/ZEQIL|CE,

r

=23

‘logs Zel3E MESIH TridentOlM Z3E QIATIL|CE.

tridentctl logs [flags]

A

-a, -—archive: B E X|FoX| b= of H= 205 ALE5I0{ X[ OI7I0|EHE M-detL(Ct.

-h, —~help:230] Ciot =S HRIL|CE

-1, --log string:EAIE Trident 2. Trident|auto|Trident-operator|all & StLH(7| 23} "auto").
--node string: tE Pod 235 +&E Kubernetes 't = O|SILILCE.

-p, —-previous: O™ ZH|O|H QAARAT} Q= AR 25 I ZLICL

--sidecars: AIO|=7} ZAH[O[L{0f| Cigt 25 7t ZLICH

r
Ok

HHEZ AESH0] send TridentOl|A 2|AAE HELICE

tridentctl send [option]
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=M

“autosupport’ AutoSupport Ot710|EE NetApp2 2 M&EfLICE

X[ ®AH

‘uninstall =ciIE A5t TridentE

tridentctl uninstall [flags]
AL
—h __help. x1|7_i EODFOIL_“:I.

--silent: N|H & CHREES| =

YHlolE

HHZ A update Trident| M 2[AA

tridentctl update [option]
=X
backend: TridentOf|A| BHAIEE AC||O| ETILICE

HOO|ERL|CE

PN oy k=1
TH=E

E ME%L|Ct update backend state HHAE LA

tridentctl update backend state <backend-name>

23O gt Aret

. TridentBackendConfig(tbc)% AtE 5t
backend. json S&LICt

* 7} tbeOf|

-

o

MALE A

=T HHES

2P S AHESHO

A2 userState

MAAgfLlct.

SXISHALE ®HotE E

JYILICE

[flag]

M- = AUELICE tridentctl update backend

state <backend-name> --user-state suspended/normal .

via tridentctl® usersState CHA| AAl2{™H
2T & yubectl edit tbe USLICH HETLHHE

userState tbcoﬂ/ﬂ L E F|AHsHof gLt
2 userState HHES

O] 22 BHE AHE5IH 3ds
AL85t0] HAlES| S HAY usersState & USLICH tridentctl update backend state.

* E M85t tridentctl update backend state & userState’

°*E1|0|EE ==

RATSE MMET|SH7F E2|AHE|D AlZHO] @2 23 5= JASFLICH

=2=2 T M-d

d
A

~h, --he lp: HOIE AteHof CH3t =S 2rQlLCH

—--user-state:
SHolE XA S MINSLICH E

2 43t 32 suspended:

* Addvolume 2|1 Import Volume YAl SX|E[RSLICH
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HZABHL|CY,

—od

L= OES AMESH

‘userState TridentBackendConfig backend.json U&LICt O|ZHA| SHH HHAI= 9|

i}

=P
=<
2 A-EgtL|ct Suspended SHllE XtAS YAl SX|EfLICH E 2 M™ELIC normal



®* CloneVolume ResizeVolume, , PublishVolume,,,, UnPublishVolume CreateSnapshot
GetSnapshot RestoreSnapshot,, DeleteSnapshot,,,, RemoveVolume GetVolumeExternal
ReconcileNodeAccess AR 7Hs AE E SX[gLICt.

HHOlE 1M O = o HEE ALESIH MAlE MElE HHO|EEY & userState TridentBackendConfig
7

= = o
“backend.json’ AELICt XAt LIE2 S & "HAE 22| Z4" "kubeckS AFE3I0] I E 22| £ "EFSHYAL.

c Off: *
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JSONS EEBHA

E

=

oS AHESH0] E YUOO|ESIE™ CHS HAIE userState backend. json THSHMAIL.

1. backend.json %0| 'uspended’ 2 HME LEE ZHGTE OIYUZ ‘usersState WRFLICH

2. ol £ AH|0|ESte{H LSS AMESIMIR. tridentctl update backend HE U AOHO|E HAZE
backend.json It.

Ol: tridentctl update backend -f /<path to backend JSON file>/backend.json
-n trident

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "<redacted>",
"svm": "nas-svm",

"backendName": "customBackend",
"username": "<redacted>",
"password": "<redacted>",
"userState": "suspended"

YAML
S AFRSIO] thoS MBI = HEY 4

S il = ku bectl edit <tbc-name> -n <namespace> U&LICE.
LIS Ololl M= S8 S AHESH0] HHAlE AE H%

IN| TSI E HH|O|ERLICt userState: suspended.

mO

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-ontap-nas
spec:
version: 1
backendName: customBackend
storageDriverName: ontap-nas
managementLIF: <redacted>
SVm: nas-svm
userState: suspended
credentials:

name: backend-tbc-ontap-nas-secret

BT

ME version Sei1E AI25I0] o] HHEZ QA SILICH tridentctl W Al QI Trident AMH|AE M3 gL|Ct.
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tridentctl version [flags]

=13
=

-—client: 22t0|HE HHETHMHIt HRSIX| &43).
-h, --help: HXO| Ciot =2 EIL|CH

N

S X

Tridentctl2 kubectlZt RAtSH 221139212 X|IEHLIC} Tridentctl2 221391 HO|L42| I} 0| 0| "tridentctl-
<plugin>" M| A|E =1 HIO|H2|7t B2 & HE LI EH0| s 22 001 ARt dMEl HE
E 212 tridentctl T2 2| E2{101 MMoj| LIGELICEH HRst A2 2hF Ha TRIDENTCTL_PLUGIN_PATHO|
E2{091 ECE X|Hst] AME M3 = USLICHO: TRIDENTCTL PLUGIN PATH=~/tridentctl-

Trident ZL|E{Z
Trident= Trident 852 ZLIEZSH= O] ALHEE & = Prometheus HIEZ| AIEXQIE

MEZS MS et

e

J|2HO 2 Tridento] HE2IS Chot ZEO HELICt 8001 0N /metrics EH. of2{et
() 23E=2 Trident 7t Bx|5/H 7|2 KO BYBAELICL HTTPSE Soi A Trident HEIS
Aot E Y o= ASLICH 8444 KT
La3t 2
* Trident?t AX|El Kubernetes 22{AH

* TZMH|RA(Prometheus) QIAE A, 0|22 A 2 QUEL|CH"ZH|0|H{ Prometheus 71%" = PrometheusS
2 MUt E MEfS & JUSLICH"H|O|E[E 0 Z2|AH|0|M".

Prometheus CHANS & O[810] Trident Zt2|8t= WAIE Trident7t A AlSH= 28 Sof Ci$t HE2I0 MEE £Fs0F
grL|ct. 2C"Prometheus Operator EA1" .

2CHA|: Prometheus ServiceMonitorS THSLICH

Trident HE2IS AH|St2H E2|HE CSI MH[AS ZA[SI D HIE[RA ZEO|M 4 T7|5ts Z2H|E|RA MH|A
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https://github.com/prometheus-operator/prometheus-operator
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
https://prometheus.io/download/
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HLIHE 2S0{ot

apiVersion:

kind: Servi

metadata:

name:

namespace:

labels:

release:

spec:

JjobLabel:
selector:

of

fLICt. MZ ServiceMonitore| 22 Ct21 Z-&L|C.

1}

monitoring.coreos.com/vl

ceMonitor

trident-sm

monitoring

prom-operator

trident

matchLabels:

app:
namespace
matchNa

- tri

controller.csi.trident.netapp.io
Selector:

mes:

dent

endpoints:

- port:

metrics

interval: 15s

0| ServiceMonitor F2|i= LISl ofoh Btetel HEZIS HAMBLIC trident-csi MH[AE SEY]

metrics AH|AS| ZEX. ZIXOZ Prometheus= O|H| Trident2

kubelet2 Tridentl|A] =
kubelet volume * Kubelet

AN
HZE =&, Pod 3 XME|5t= 7|EF LHE

=
t=
—

"0 7| EEBIHAIL.

HTTPSE E4l| Trident HIEZ! A2

pN Lo
)

53 B2E OHSIEE 7Y

o o=

A AMEY & /A= HERD HE0 XA HIER JAEZQIEES Sof B2 HE
oA 4

HTTPS(ZE 8444)E Sdll Trident HIE2IS AE612{H TLS 7142 XSS ServiceMonitor H2|E +HsH{0}

SfL|CH EH CHS S SAMSHOF SLICE trident-csi 9 HIY

CHet Y ATO[ALICH LS BES AFESIY] 0] ZIE +8Y - ASL

O ocoo=

kubectl get secret trident-csi -n trident -o yaml |
trident/namespace: monitoring/' | kubectl apply -f -

HTTPS M| E2l0f| L3t ServiceMonitor ME2 Ct2 1} ZH5L|C
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Ct.

sed

's/namespace:

trident Prometheus7t A== U QAT 0| A0


https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- interval: 15s
path: /metrics
port: https-metrics
scheme: https
tlsConfig:
ca:
secret:
key: caCert

name: trident-csi

cert:
secret:
key: clientCert
name: trident-csi
keySecret:

key: clientKey
name: trident-csi

serverName: trident-csi

Trident tridentctl, Helm XtE, Operator S 2 AX| &Hoj| M HTTPS HIEZIS K| EtL|C}.

* GHMO| AF8St= B2 tridentctl install BEE MESHH --https-metrics HTTPS HEES
g Motsh= St
* Helm XtEE A6t R OS2 MY & JUSLICEH httpsMetrics HTTPS HIEEIS &M3}st=

OH7HEH = I—I Ct.

* YAML A S AE8t= 3R CI2E F7He = USLICH --https metrics O A'YE trident-main
ZAH|O|H0f| trident-deployment.yaml It
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3&HAl: PromQLZ AHESHH Trident HIE

Ju
- |
ALl

PromQL2 A|AE EE= B ¥4 HI0|E{E gtetst= A2 DtE = | MeetL|Ct.
CI22 A Y £ A= 2 7HX| PromQL 3 2| IL|Ct.
Trident &l HEE 7I{ZL|Ct

* Trident2 HTTP 2XX 2& H|&

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

« MEj IEE E3 Trident2| REST 2E H|E

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* TridentOi| A =St Z1¢i9| Wt X|& AlZH(ms)

sum by (operation)

(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

Trident AFE YEZ 7HHFLICE

*dr 28 37
trident volume allocated bytes/trident volume count

- 2f wols ol M ZRH|HUE & 25 27!

-

sum (trident volume allocated bytes) by (backend uuid)

NWE =8 MEFES 7INSLIL

() ol 7158 kubelet HIE2|E 23 ZL02t ALBE 4 YBLICH
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kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100

Trident AutoSupport @2 £ 7|s0|| CHsH LOotL|Ct
712X O Z Trident= Prometheus HE2! 5! 7|2 #AlE MHE NetAppd| OHY EHLICT

* TridentollA] Prometheus H|E2! 9l 7| & dHiof

H HEE NetAppZ EUX| UEE 62{H --silence
-autosupport Trident 2X| F0| 2222 .

* EESH Trident= € Sl Z4H|IO|L|{ 235 NetApp X EO| 2CHER MEE £ tridentctl send
autosupport °'—|-—|E|' 23 E HYZE5H{H TridentE E2|AH80fF 2LICH 23 E MESH7| M0 NetAppS
S2fsfjof IHol HE Ho FA eL|Ct

« HEZ X|FSHX| b= ¢ Trident= X[t 24A[7H2] 235 JH L CH

c ZYOE MBI 2O BEZE 7|UE X™Y & —-since YSLICEL O|E SH LIS tridentetl send
autosupport --since=1h"#&LICt. O] BEE Trident?t W HX|E ZHHOIHE S $HED
HMEELILE “trident-autosupport. ZHO|H 0|0|X|= O M ¥ S &= "Trident AutoSupportE F=&LIC"
UAFLICE.

* Trident AutoSupport= 7121 Al ME(PI|) EE= 7Ol MEHE £RSHHLE 46X | Y&LICEH Of| = Trident
ZAE| 0| of O] X[ Xtx|of| —".%Q 2 = 7 "EULA" EE[0] /JESLICH I:‘||0|E‘| Hot gl Mol gt NetApp2l
3ol chal o XEMIS| YotE o= "0 7|"U S LT

TridentOf| A E4H I|0|2E9| o= Ct2 o ZH&L|C}.

items:
- backendUUID: ff3852el1-18a5-4df4-b2d3-f59f829627ed

protocol: file

config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags: null
disableDelete: false
serialNumbers:

- nwkvzfanek SN

limitVolumeSize: ""

state: online

online: true

* AutoSupport HA|X|= NetApp2| AutoSupport AIEZQIEZ MAEILICE JHQI HX|AEE|Z AFR3SH0] Z4E|0|L
O|0|X|E XMESH= AL --image-registry' 2215 AFR2E 4 USLIC

=
* S AX| YAML Y S Mdot0] ZEA URLE #8Y & /}ELICE 0]= E2IO|H Ectl install --generate
-custom-YAMLZ 0|23l YAML I} S MMstn EZHE I=|HE(triden’[—deployment)Ql EZ|HE XI& X[#
ZiE[0|LH 0]l CHot *--proxy-url' FEE F7I5H= WA 2 JHSSIC

285


https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://www.netapp.com/company/legal/privacy-policy/
https://hub.docker.com/r/netapp/trident-autosupport
https://hub.docker.com/r/netapp/trident-autosupport
https://hub.docker.com/r/netapp/trident-autosupport
https://hub.docker.com/r/netapp/trident-autosupport
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HL
o K
of

FX| @02{H ('--generate-custom-YAML' Z2i1E AtE3t0]) A2} X|H YAMLS A Adstn 0|2
F-main' Z1H|0|H0]| LS = === --metrics' EHJE X sHoF gLt

TridentZ X|7{&fL|C}

TridentS EX|5h= O ArE¢ TridentE M|7ot= A1t S Lot AHE ALE3HOF BLICE

Of ZhHofl CHaH

* Y30|E, &Y 22X E= ATistLt S2tet g 0|E =of EAE

—_

Triden tE J(1|710h_'_ e 7il*'oﬂ (2t O B S ChAl &X|3HOF "B T gL

Do
o 4
=2
s )
r-°i
Z'_

=)
11121

0)
9,
-Io

=
. .ZHIj st 1 12|0| = G ZHMX|E 28l TridentS AN TridentOl| A A8t CRD E= 2 Tt M= K|
L|C}. Trident % 2E s{{E HIO|E{E 2AF S| HHHOf ot= AR S H=XS f*'AIQ"Tndent 5! CRDE 2tH 9|

a

A|Zfot7] FHof

Kubernetes 22{AEE AR SLHSt= AR, 2 HHSH7| Mol TridentOf| Al THE 2852 AIR6= BE o Z2|AH|0|ME
AtH|si{of grL|Ct. 2t PVC7t MJHIEI?I M0l Kubernetes = E0i| AHIA|Z| K| e&L|C.

=

Trident% *XI%* o ALt 240t St WHS AHZSHOF ZLICE MZASE7| ol TridentE M3 HXIE f AFSSH

1. AF2 kubectl get pods -n trident S =2 ZEE AAMEL|CE
o 2R ZET} IOM E A TridentE HX[St tridentctl ARILICEH

° AKX} XLV Y= AL, Trident= Trident 2F XIS AIESI0] 522 = Helm2 AFE S
K= RAELICE.

2. 2QAX ZETL Qe AL E kubectl describe tproc trident AF2SH0] Trident?t HelmS AF25H0]
A—|x|5|o-ll—x| Sto| S| ||:|.

I:I

T

elm2 A2510] TridentES MX|st AL|CH.

40 Ho
_|

rident HAXIE A6 TridentE £SO 2 MX|USL|LC.
Trident 2 X A X|E H{EL|Ct

+5 L= Helm2 ALE5t0{| EZIO|HIE AR} HX[E MAHY & JUSLICE

£5 MX|E mMAELICt

2EXE AHESHH TridentE AX|ot B2 LIS & SILIE ™SI HAHE 4~ AJELICE.

1. MZ! TridentOrchestrator CR % X7 {1 MA:
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kubectl patch torc <trident-orchestrator-name> --type=merge -p

'"{"spec":{"uninstall":true}}"’

SELICtuninstall Sef7} 2 MHE| QELICEH true Trident 2 X7t TridentE M| 7{SHX| 2t Trident
M| XERIE MAHSHK= eS&LIC TridentS CHA| AX|5H2{™ i TridentE H2[St1 A AgentOrchestratorE
Asljof ghL|Ct.

0z 21 i

. MX| TridentOrchestrator: TridentE BESH= O AL2El CRE M|7SHH TridentOrchestrator
IO TridentE MHSI=E X|ALICE 2SXt= Q| MIHE TridentOrchestrator X2[6t1 Trident
HZ S G2 MEE FM7HsHH AX|2| 2 ZE MMt Trident TEES ATK|gHLCL,

kubectl delete -f deploy/<bundle.yaml> -n <namespace>

Helm £X|Z ®7AgL|Ct

Helm2 AL2SIX TridentE MX|$t B2 2 A6 HAHY £ helm uninstall JELICH

#List the Helm release corresponding to the Trident install.
helm 1ls -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION

trident trident 1 2021-04-20
00:26:42.417764794 +0000 UTC deployed trident-operator-21.07.1
21.07.1

#Uninstall Helm release to remove Trident
helm uninstall trident -n trident
release "trident" uninstalled

E MAHELICE tridentctl AX|
‘uninstall 'CRD U 2 ZHH|E H|QAStD Tridentl} HZAE DE Z|AAE FH|HSHHH 2

HHS “tridentctl’ AIRELICE,

./tridentctl uninstall -n <namespace>
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HHE S 2leh AFE 25 Ated

TridentS HIZESHY| TOf| @ AEOf| RS Z2ZEE MY Q7 ArY S dX[ot2 743H{0F &LICt.

* BiEIL EE & SFSI=R 2AQARILICE "2 Are.

* X|¥%|= M| DockerZt AX[E|0 UJ=X| &QISL|Ct Docker O] QEfE|ROH "MHX| EE= HH|O|ERLICE
docker --version

*DZEZ MHE QF A0l S AEH &% 8 FEE0 A=X| 2ARfLct.

NFS =
B MH el BHS AHZ5I NFS 2 2X|ELICt.
RHEL 8+

sudo yum install -y nfs-utils

OoOH-HE
T T

sudo apt-get install -y nfs-common

iSCSI =
29 Mdel BEE A8t isCSI =& AX[ELICt
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https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/
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RHEL 8+

1. CHg Al2H 17| XIS EX[etCt.

sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

. iscsi-initiator-utils HZ0] 6.2.0.874-2.el7 O|AFQIX| tolBtL|C}.

l

rpm —-gq iscsi-initiator-utils

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. OfF 32 83,

sudo mpathconf --enable --with multipathd y --find multipaths n

@ etc/multipath.confofl debrofs OF2H0i| find_multiprohs no7t Z&HE|0] Y=X| 2HolstL|Ct,

S. iscsid2t multipathd 7} A& FQIX[ =HelgtL|Ct.

=

sudo systemctl enable --now iscsid multipathd

6. "iSCSI" &M3} U A|Z:

=.

sudo systemctl enable --now iscsi

OoOHE
T T

1. Ch2 AIA" TH7|X|E &AL .

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

open-iscsi X 0] 2.0.874-5ubuntu2.10 O| & (bionic) EE= 2.0.874-7.1uubuttu6.1 0| A (focal) 2l K|
sholgtL|Ct.
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dpkg -1 open-iscsi

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. O3 42 M.

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF
sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

@ etc/multipath.conf0ll debrofs OF2HO]| find_multiprohs noZ} Z&tz|0f QEX| 2HQlgtL|Ct.

5. 'open-iscsi'?t 'multirpath-tools'7t ZA3}E|0f A& D U=X| &helgtL|Ct,

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

2 H|He| HHES ALESI0] NVMe ES MX|EHL|LCE.
* NVMeO|= RHEL 9 O|&t0| Z QBtL|Ct.

@ * Kubernetes 't =2| 7{'2 HT0| LT QeHE[UALE NVMe THF|XIE H'E HEOIM AIEE = Q=
B2 =29 A2 HT S NVMe I7|X[E AFESH0 72 H{T S YH|O| E3H{0oF & 4= AELICE
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RHEL 9 £ & ZX8HIAIQ

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)

sudo modprobe nvme-tcp

OoOHE
T =T

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)

sudo modprobe nvme-tcp

23 Hldel FS A5t FC E2 EX|RL T

C PVSet &7l ALE3t= 2%

* RHEL/Red Hat Enterprise Linux CoreOS(RHCOS)E Aldlist= ZX =25
2 U RS SHYLICH S "Red Hat 2E A

StorageClassOll A mountZME X[H5I0] discard ¢l2tel 37t =
"EIRSHYAR.

%
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RHEL 8+
1. Chg A28 TH7|XIE EX[gLCt.

sudo yum install -y lsscsi device-mapper-multipath

2 C1F B2 4%

S

sudo mpathconf --enable --with multipathd y --find multipaths n

(D etc/multipath.confdil debrofs OF2{0]| find_multiprohs no7t Z&tE|0 UY=X| 2QItL|Ct,

3. 7t multipathd &% FQIX| ZQIgtL|Ct,

sudo systemctl enable --now multipathd

OoOHE
T T

1. T2 AlAH IH7|X|E FX|RLICH
sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. Ot5 2= 4%:

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}
EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

CD etc/multipath.confol|l debrofs OF2H0i| find_multiprohs no7t E&HE|0] Y =X| ZHolstL|Ct,

3. 7}

ot

Aote[of Q0 M3 FIX| multipath-tools SHQITLICE

sudo systemctl status multipath-tools
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TridentES £ =SfL|C}

Trident for Docker= NetApp AEZ2|X| ZSES Q[ Docker 01|:'*|*E"3'-f A SeHELICE
EESHSIS X1 ZiE S X718 & QI E AEZ|X| Z2E0|A Docker SAEN| 0|2=
AEE|X| 2|AAL] TEH|XY U 2t2|E K& gL|Ch.

2ot SAE|M SAlOf &

Trident2| 0f21 QI E.J 2
g M, Docker 250 MQEl

=
=
QU0 SAl0| HHE 4 9

=
o
MQ

FIF Og:l-

g = UASLICH 0| S3lf o] AER|X| A|AH S AEZ|X]
x A
ES

A
g =
T AEE|X|E ASA X FY 4= ASFLICE

= L L = —

|
=
E "HiEE e AT 27 AP ARSI AIR. AP @7 AFS0| SFE|J}=X] 2elet = TridentE HiZY FH|7t &l
7
A

Docker 22| Z2{121 2H(H T 1.13/17.03 0| &)

AlZsto| ol

®

|Z M2 HIMEO|M Trident pre Docker 1.13/17.032 A2t AL Zt2|x= 22{1Q 9HHE
ArE38H7| Mol Trident T2M|AZ ZX|5t10 Docker HI2E CHA| A|EHs{0F SHL|CL,

1. M43 I D= QIARA FX|:

pkill /usr/local/bin/netappdvp
pkill /usr/local/bin/trident

2. DockerE CIA| A|ZFEHL|CE

systemctl restart docker

3. Docker Engine 17.03(MZ& 1.13) O| 40| MX|=|0f QJ=X| =QlgtL|Ct,

docker --version

HT10| £[41 O] OfL|H "2 K|S ZA|SFAHLE YO ERfLICt.

1.7 ol g Mystn Ch2at 20| FME XIFELICt

° config 7|2 Tt 0| 2L config.json O|X|2t 2l8H= 0|22 MY 0|2 Q2 config FME X|HBI0] AR 4
USLICEH 2N THU 2 SAE AAHIO| Yetc/netapdvp' CIZE2|0f| RLO{OF BHL|C},

° 20 & 22 &(debug, info, warn, error, fatal)g XI™SLICH 7|23t2 HE AL|CL

° debug: CIH 22 ALY & JU=X| HEE X|HLLLICE 7| 222 false YLICH TRUER! 2R 20 &S

HI-I 0| oI-|__||:|-_

I Ty mHelo| 9|X|E gLt
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sudo mkdir -p /etc/netappdvp

i. 7 THelZ MABILIC

cat << EOF > /etc/netappdvp/config.json

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQOF

2. #elEl= 2321 AARIZ ARSI TridentE AIZFEILICE “<version> AFE T2 221321 HH (xxx.xx.x)2 2
HHEL|CE.

docker plugin install --grant-all-permissions --alias netapp
netapp/trident-plugin:<version> config=myConfigFile.json

3. TridentE AF2SH0] PHE A|ARINA AER|X|E AH|BHL|CE

a. "firstVolume"0|2t= 0|52 2&S MdeLICt

docker volume create -d netapp --name firstVolume

b. ZEO[LHZ} A|ZHE W 7|2 2EE MHELICE

docker run --rm -it --volume-driver netapp —--volume

secondVolume:/my vol alpine ash

C. "firstVolume" 252 M HEL|CL.

docker volume rm firstVolume
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7| & (KA 1.12 0[5})
A|=tst7| Hof|
1. Docker & 1.10 O|AtO| M X|E|0f Q=X| ZtolghL|C}.

docker --version
H{ 10| X[ 4l T O] OFL|H EX|Z YUO|O|ESHYAIL.
curl -fsSL https://get.docker.com/ | sh

e HEE KRS mEL|
2. A|AEI0| NFS 3Y/5E = iSCSIZF A0 Q=X| EHolstL|Lt,

e
1. NetApp Docker Volume Plugin AX| & 7A:

a. 28I CILRELE 4l X £7|:

wget
https://github.com/NetApp/trident/releases/download/10.0/trident-
installer-25.10.0.tar.gz

tar zxf trident-installer-25.10.0.tar.gz

b. 8xlgt Z=9| ?X|= 0|S:

sudo mv trident-installer/extras/bin/trident /usr/local/bin/
sudo chown root:root /usr/local/bin/trident
sudo chmod 755 /usr/local/bin/trident

C. T+ mUQ| RIX[E Mgl ct.
sudo mkdir -p /etc/netappdvp
d. 7d oS et

od

cat << EOF > /etc/netappdvp/ontap-nas.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"datalLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"aggregate": "aggrl"

}

EQFE

2. HIO|H2| S BiX|5t o MU S WyT

—

ot
ro
iel;
rir
1
0x
=

lol2 AFESH0] Trident T2 AIZHEILICH

sudo trident --config=/etc/netappdvp/ontap-nas.json

(D) mm=x 22 32 28 SatolHo] 7= 0|22 "NetApp"LICh

M2 AZet = Docker CLI QIE{H[O|AS ALESIH 2FS MY 8 22 = AFLICH

docker volume create -d netapp --name trident 1
4. ZIH|0|H & A|ZtE If Docker 2 & Z2H|X':

docker run --rm -it --volume-driver netapp --volume trident 2:/my vol
alpine ash

5. Docker 28 H|AH:

docker volume rm trident 1
docker volume rm trident 2

A AELAIZE Al TridentE A|ZfRELICE

AAE] 718 A|ARIE ME K| DU 2 of|M HE2 5= JASLICH contrib/trident.service.example Git

repo0fl AZLILCH. RHELOHH OUES ALE5H{E LSS +E5HHAIL.
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el Sl AAHATHZ I 0|4l B Bl o 17 OIS S AHESHOF gLt

cp contrib/trident.service.example

/usr/lib/systemd/system/trident.service

2. IflS WMYST MH(H 2)2 S2tolH OIS T T F2(S 0)oll WAl HHsto] $HS vryBILICY,
31T 201 M 2 MBS £THER AIAH T 2E:

systemctl daemon-reload

4. MH|AE ggstetL|ct

0| O|E2 'usr/lib/systemd/system' C|ZI E2|0f| Ql= Tt O| S0 2t EatEL|Ct.
systemctl enable trident
5. MH|AZ AJEFeHLICH
systemctl start trident
6. HEiE ELICt.

systemctl status trident

() =9l mas 283 Gkt stemct daemon -reload’ B S Aetof 2 AL solstct

Trident & 18|0|E EE= | A

Trident for Dockers AL £ 20| &2 FX| 10 QHFSHA Hag0|=E¢ 4 JASLICY.
A O|E T2 MA F0ol= 2220 X|A|=l HHO| MZSIX| 26t10 E2{2210| ChA| AAE
7R S8 T2 10| A %%% 2ES £ ¢l= W2 7|120| docker volume U
CHEEC| 2L & =X O|LHof| &t= ElL|C}.

A8|0|E

Trident for DockerE ¥ 12{|0|=5t2{™ Of2l THAIE 3G 2.

|
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1. 7|

A

=& LIE:

docker volume 1s

DRIVER VOLUME NAME
netapp:latest my volume
2. E2{00l vk

docker plugin disable -f netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£39a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false
3. E2110l ¢4ago|E:

docker plugin upgrade --skip-remote-check --grant-all-permissions
netapp:latest netapp/trident-plugin:21.07

@ nDVPZ} Trident 18.01 E2|=2 CHA|E/L|C}. O|O|X|0f|A O|O|X|Z netapp/trident-plugin
™ AO2|0|=E8HOF netapp/ndvp-plugin SfLICH.

docker plugin enable netapp:latest

o
Ml

211910] Z-dstk|0] A=X| Sl St

=

docker plugin 1ls

ID NAME DESCRIPTION

ENABLED

7067£39a5df5 netapp:latest Trident - NetApp Docker Volume
Plugin true

6. 250| EAIE[=X| =lgfLCt.

docker volume ls
DRIVER VOLUME NAME
netapp:latest my volume
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O|™ Q| Trident(20.10 O|H)0{| Al Trident 20.10 O|AC 2 H2||0|Edt= ER

- oT

USLICE XAS LIS S 8 2217 2AHTSNAIL. @RI} UisiH BiX Z2|
() crz Za0es A3 Org 27H 7Y 0Pl 42 HEsiol BRE Trident

[=¥=J/1
a0l2 H

o
HEg 4

d SE A
St 4

|&-dtel

—_

X[8foF SLiCt.

docker plugin install netapp/trident-plugin:20.10 --alias netapp

--grant-all-permissions config=config.json

X ®MA

Trident for DockerE X|7{5t2{™ Of2lf THAIE £ASHMAIL.

A
1. Z2{10l0| WMot B E EES MAELICHL
2. Z22{1¢l Higtygst:

docker plugin disable netapp:latest
docker plugin 1ls

ID NAME DESCRIPTION
ENABLED
7067£3%a5df5 netapp:latest nDVP - NetApp Docker Volume

Plugin false

3. E3{1Q MH:

docker plugin rm netapp:latest

docker volume create -d netapp —--name firstVolume

* £ Trident AAEHAZ ALESIH E2F Y4:

docker volume create -d ntap bronze --name bronzeVolume
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>
0%

OF
A
52

2 3R "g4", E2f0lH 7[=2L0] AFEELICt.

<
re
1

& 3718 MHEleL|Ct. E2IO|HE ALE3I0 20GiB 2 &S HMot= CH3 Ol E BXSHM K.
docker volume create -d netapp --name my vol

--opt size=20G

=285 3784

= a4 |(01| 10G, 20GB, 3T.B)7+£°*5_I K4 7ho| ZoHEl 2XIEZ HA|ELICE
s = PNESICION I otom 7|22 GYILICH 37| BHel= 2(B, KiB, MiB, GiB, TiB) £ 10(B, KB,
MB, GB, TB)2| HEHM&2= #olE %*I—Itr E*é Hel= 29 HEREE
ALEELICHG=GIB, T=TiB,.

).

B2HE2o

=&= MLt

* CtE Docker =&t OHXIHX| 2 EES HMAHELICH

docker volume rm firstVolume

®

Trident for DockerE €&

'£LCT10|0]-SAN' E20[HE AL i 2]Q] oflofAM=

J3|0|=5t2{H of2h BHAIS SR,
=52 2= 4L

t2 Al ontap-nas, ontap-san, 12|

solidfire-san X% E2I0|HQI Trident ZEE2 SME = JUSLICH
ME Al ontap-nas-flexgroup £ ontap-nas-economy E2I0|H, SH|7} X|HE[X] &LICH 7|& 2E0AM
M EES HH5IH M2 AHAFO| M E LT
* EES A ARAF

A4S SAHYLICE

docker volume inspect <volume name>

* J|E ESBUM M =25S YHRLICH oA St M A Ak W E LT,

docker volume create -d <driver name>

--name <new_name> -0 from
=<source_ docker volume>

45RO A A HES WABILICE A AArS

LHAES MM

8- H5HK| QEEL L
docker volume create

d <driver name> --name <new_name> -o from
=<source_ docker volume> -o fromSnapshot=<source snap name>

300



o

docker volume inspect firstVolume

"Driver": "ontap-nas",
"Labels": null,
"Mountpoint": "/var/lib/docker-volumes/ontap-

nas/netappdvp firstVolume",
"Name": "firstVolume",

"Options": {1},

"Scope": "global",
"Status": {
"Snapshots": [

{
"Created": "2017-02-10T19:05:00z",

"Name": "hourly.2017-02-10 1505"
}
]
}
}

]

docker volume create -d ontap-nas --name clonedVolume -o from=firstVolume
clonedVolume

docker volume rm clonedVolume

docker volume create -d ontap-nas —--name volFromSnap -o from=firstVolume
-o fromSnapshot=hourly.2017-02-10 1505
volFromSnap

docker volume rm volFromSnap

QIR0M e =F0 AMABILICE

IHE| MO @i I AARIO| Tridentdl| M X[#E[= B2 (0ll: TridentE Sdl HA X|HEl /dev/sdcl 25 EA|0
UM AT 2= IF) Trident * only * & AESH0] ZH|0|HE Soll R0|M HHE =25 SR|(E= Y 22) "extd Of

oA ALt 4 USLIC

2t AEE|X| EEtO|H 0= Ctefet SM0| ICH, =25 44 Al 0|2 X0t ZIHE AHEX}
XEe = JASLICEH A2 2E2X]| AL HEE[= ZM2 Of2iE FZSHIAL
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'plitOnClone’'s MEfBfL|C}

302

EE
220l 3J|= J|2XMOR 1GIBE MMEL|C

L= Lot T2H|MIRLICH 72242 Thin
QULICL |=st g2 ee'W T2H|XMY) 3 25 (gt

J{H AHAF HMO| 5= 2= d-ELICE
7|27+2 none S&0I CHaH AH A0 X5 = MHE|X|
ot=Ch= 2oLt AEE|X| 2t2[Xp7t -S| b=
$t I E ONTAP A|AEI0]| "default"2H=s H*0| Z=XHsHH,
O] HM2 6|2t 28, 2F 7HHo = ARMAE M5t
SARLICH AHL0 EEE Ho|E = 282 229
ClaEzZ|of A= CIME 2|2 0|So 571 £
.snapshot U&SLICH.

O|&A| otH A% of|H] S7t0| Jst= HIEE
MEELICL 7|222 gfo] el&LICh &,
snapshotPolicyS MEitt 22 ONTAPZt
snapshotReserve(ZUtH O 2 5%)E ME{SIAHLL
snapshotPolicy”} none?! A< 0%E MEIL|CH 2E
ONTAP A= ofl CHet 14 IO 7|2
snapshotReserve a/2 HE + U2MH ONTAP-NAS-
0|20| £ M3t ZE ONTAP HAl=0f L3t 28
MY SR AEY £ JASLICL

2 22 HMY mj ONTAPZL &9 2E0IM FA|
S ZEYLICE 7222 YLICt false. 2ES 22
St A2 AfEloll= AERIX| 284S &Y 7I2[7t

>\I

I 27| M20l| dd ZA SEE 9 =280
20| 7t E&LItt ol E =0, &
CIO|E{H|O| AS SHISHH AlZH0| HofE|X| 2 A E2[X[7}
Ho| HotE|X| giS = ALEZE SES FA 2Eot=
20| 7t E5LIT.

e g |
U mjo 2 rhu o

Of
Ir



Ltz o= Ee|

A EE A
MERY AES ATSHIAIR
cte %7t gM2 iscs! - ofet H8
gMg Megict

TH AlAE R

gLlch*

A
M Z&0 NVE(NetApp Volume Encryption)E
A5 E AE5A 7| 27t2 'false’”ILICE O] S8 S

AE5tE™ NVE 2t0|dIATH S2{ A0l M &4 Stz[of
UO{OF BfLICY.

A0l M NAEZL E4SHEl HL Tridentof| A
IZH|NIE ZE 2E2 NAEJ AL LI

C28 "Trident”t NVE X NAES2}
KFXX

KpAISE LiE 2
fSols Y'Y ZOIHAIR.

—
—

0Z 00

E.“-Ilif H| 2 (
Z 0|SEXA

=B MEY AIEst YME 23 =5)
HE2 W HO|HE 22RE AS2

ZYELICH

MOgtLICE 7|2Ho=2
= =Xt B7| 07552
L

Ch BIAE = Xt

=5 XtAlof chet Mot Egt2
A Ho 'rwxr-XR-x' E._

MHE| M roote AKX E
SAlo| 2HEgL|Ct.

£ E MHSLICt true 7t 2(8) BHSLICt . snapshot
|Ao|-'— aal_olo-{Ejl. = A OI‘—

|E”EE|°'|—|Ef 7|28t2 YULICt false Ol 9
7IAMEE QO|LICH * . snapshot CIAEE|=
7|28 o= AMEEX| gAELICEH 34 MySQL 0|0|X[2f
2 L& 0|0]X|= of| A 01|§EH§ 75.*%&” tSLCE
.snapshot C|HEZ|7} HA|ELICE

250 A8 o
7|2z elLict.

ARE ZMS SFELICL 7|2a2

o

S0f| AN ASH= O AL E HOt A
7|E7|‘° UleoIL_||:|- 'c:i_}' % UN|XQI‘ Mixed

AEIUS MASHL|CT

L HATC
L[C}.
A
iSCSI 282 ZUist= Ol AF8E= IHY A|ARIS
MEBHL|C} 7|22 extd QULICH SB35 2 ext3,

extd, xfsL|C}.
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o

o

2 AHETILICE false HIAM LUNS 32 & J|s
Iﬂs”—l':f 7|22k QLICt ‘true’E, ONTAP= EE01I
30| BEE5t0 259 LUNO| MT|E 52 £+ S
SAEQ LEIL|CEH ETHO| M S AHESHH 2*E7f
H|O|E{E AtH|E U} ONTAPOUIM XtS02 27t
Hetegh 2 QUELCE

Lz}

>

=

I
2un

of
Otz GllE EHZSHMAIL.
* 10GiB 282 MAdetL|Ct.

docker volume create -d netapp --name demo -o size=10G -o
encryption=true

AHAFOZ 100GiB 228 2tSLICt.

docker volume create -d netapp --name demo -o size=100G -o
snapshotPolicy=default -o snapshotReserve=10

* setuid HE7} MR E 222 MAMSHL|C}.

docker volume create -d netapp --name demo -0 unixPermissions=4755

& =8 37|= 20MiBRILIC
L

AL of|H] Z2H0| X|FE|X| 90 A FHHO| Q1 HL none Trident= 0%2] A% ofH| Z37HE AHSELICE

docker volume create -d netapp --name my vol --opt snapshotPolicy=none
© AL ERO| Y= 2 X 10%2] AFEX XY A% ofH| S LIt
docker volume create -d netapp --name my vol --opt snapshotPolicy=none

--opt snapshotReserve=10

© ARHAEEM S 10%2] AFEA X|H A% ofH| S2H0] = EES MEHLIC
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docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy --opt snapshotReserve=10

© ARHAFHME MBI 25 M5t ONTAPL| 7|2 A% o] SZHS SEIELICHEEHO 2 5%).

docker volume create -d netapp --name my vol --opt
snapshotPolicy=myPolicy

Element 2AZEQ0] 28 M

Element 2ZE0] FH2 S F H2tEl MH|A FH(QoS) Mo 37| 8 37|E EAIYLIL 282 g W
e E&2 HEtEl QoS M2 o type=service_level BHHS ALE3I0] X|HELICH

Element E2I0|H{Z QoS MH|A =FZS Fol5t= X M HHA|= 3Lt o2l RS Hdsta 74 ol 0|Fxt
HAE Z|&, 2|0 5! HAE |OPSE X|&5h= AYLICE

7|Et Element 2ZE2|0] 2& ¥4 SM0ll= Ct30| ZetELICH
SUS MEPLICH 49

SRR 28 37| 7|280Z 1GIB F= 74 &=
"defaults": {"size": "5G"}&!L|LC}.

SSA0|= 512 &&= 4096 3 SHLIE ALSEILICE 7|22 512 &
-4 %*% DefaultBlockSize IL|LC}.

rr

o

QoS Ho|7t el O3 ME 7

0%
EI_
ne
mjo
ik
A
el;
=
Pl
30)
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"Types": [
{
"Type'": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": {
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": {
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

Q| 1Mo M= Bronze, Silver, Gold2| M| 7HX| M*H M o|Jt QI&LIC} 0|2{3t 0|22 Qo|Z X|™EIL|CE,

* 10GiB Gold 2&2 MAdgfL|Ct.

docker volume create -d solidfire --name sfGold -o type=Gold -o size=10G

* 100GiB Bronze 252 MAMEIL|CT.

docker volume create -d solidfire --name sfBronze -o type=Bronze -0
size=100G
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=X siE= ¢l 218 &L
EHA|
1. HEE = gelEls E200 WH ol BE AH8)2 A85HH TridentE At B2 docker plugin CHET
Z0| ZLCt.
docker plugin 1s
ID NAME DESCRIPTION
ENABLED
4fb97d2b956b netapp:latest nDVP - NetApp Docker Volume
Plugin false
journalctl -u docker | grep 4fb97d2b956b
BE 24 +F0M= 22 2HE ZHE 5 A0{of ghL|ct. o] $He 2= FESHX| M L 2US
gdetet = AGLHCt
2. OO 22 A8SHHE [ 2 S AIESI=E A 21018 X|LCh
docker plugin install netapp/trident-plugin:<version> --alias <alias>
debug=true
L= 22{a0lof ojo| HX|E F2 L1 22U S gdstelLct

docker plugin disable <plugin>

docker plugin set <plugin> debug=true

docker plugin enable <plugin>

3. SAE0|A HIO|LHZ| Xt E Aldst= AR SAEQ OM 2085 AFEE 4= JELICt /var/log/netappdvp
= o
=

ClIMER] L 243 Edafote{H

X"t -debug 22{2¢!

g uys o
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M AFZRIZE HSH= e LebXel 2Xl= S8 918 X715t £ QIR 2R 4 E AYLICh 0] 2R
S2{0Q1S EXIStHLL Zgatsten o off ThEat 22 HIAXIZF EAIE = ASLICH

"H2oZHE 2F 2&: UNIX/run/docker/plugins/<id>/NetApp.sock:connect: i It fE= ClEIER| 2

%, 221322 MESH| RUSLICE Ll 220212 ASAE AE + U= RES =X/ E TEst=
E20| == Z2HQ 22 J|5S A1 ASFLICL

rpcbind 7t AX| =0 MW= J=X]| ILLICH SAE OSO
ZQIX| &QIL|CE. 'stemctl status rpcbind' EE= 0|2t SS%t
= USLCH

M- .

PVE ZIH[O|H 0| Or2Edt= O EX7t A= 32
2t i7|X| Z2|XHE AL rpcbind 7t AH
7152 HASI0] rpcbind MH|AS| MEHE 2ol

2] Trident QIAEAZE 2i2|tL|C}

o2 2E2|X] FEE S| A &= UEF St = F 2 Tridento| G2f AAHAT
7 i

=
ZIQSIL|CH 2] QIAEIAQO| SHAIS
SAEN A TridentES QIAH

§
ot - alias' M2 ALE5HLL
ME A3 CHE 0|E2

|>
ot
ok
é
1
<
]
c
3
P
Q
=
<
[0}
ﬁ—
mo
>_ -

AL|Ct.

Docker 22| 221321 THA[(HH 1.13/17.03 0] 4))
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A U 7 IUS XSk R W QAEHAS AIEEL|CH
docker plugin install --grant-all-permissions --alias silver

netapp/trident-plugin:21.07 config=silver.json

CHE 8 74 DU S X5 = Hf QAAHAS A|ZfetL(Ct

docker plugin install --grant-all-permissions --alias gold

netapp/trident-plugin:21.07 config=gold.json
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docker volume create -d gold —--name ntapGold
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docker volume create -d silver --name ntapSilver
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1. ALK XY E210|H IDE AHESI0 NFS 1o 2 E2{1018 AIFfEfLCt

sudo trident --volume-driver=netapp-nas --config=/path/to/config
-nfs.json

2. AF2XEX|H E2t0[H IDE A5 iSCSI FERE 23{1012 A|ZELICH

sudo trident --volume-driver=netapp-san --config=/path/to/config
—-iscsi.json

3. Zt £2t0|H{ QIAE AO| Docker 28 T ZH|XY:

o|E S0, NFS2| 3!
docker volume create -d netapp-nas --name my nfs vol
O£ S01isScsIel 22

docker volume create -d netapp-san --name my iscsi vol
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of2fet 718 SH2 A8 2 2E2[X| S Z0| 2AIR0| 2= Trident 740i| HEELICL.

FMHS MEfghLCt =k o

"L T8 oY HE M lL|Ct 1

'torageDriverName’ ! L|C} AEZ|X| E2tO|H O|EILICE ontap-nas, ontap-san, ontap-
nas-economy,
ontap-nas-flexgroup,
solidfire-san

'E 2agePrefix' & O|E0f CHot MEfX] staging

E%Ar%ﬂ-ltf 7|22 netappdvp_.
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LimitVolumeSize =5 370 ciet MEHH x|et. 10g
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Element MAIEO| (7|22t E8H 2 AOIX| storagePrefix OMYA|R. 7|2MOE solidfire-
san E2{0|H= O] EH S F A5t HFALE ALESHX| E&LICH NetApp2 Docker E&
tenantIDE AtE3t7LL, O|F 3 20| ALBE|US & U= B2 Docker HH, EEIO|H FH g

Docker2| Al O|E2 2 kTl £ CIO[E{E AEY AS AFYLIC

MMeH= D= S0 7|2 SME X|HSHX| ot ElL|CH 'T7|' SN ZE HEER QYo Al
|2 28 37|12 M™ot= 2HHS ONTAP 24 MMS RXSHA|IQ.
SME MEfBhL|Ct Ay ol
'37UL|Ct M 22| MEiX 7|2 I 7|QL|Ct 10G
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ONTAP A

flel 228 79 2t 2/0|= ONTAPE AIEE R Ch31 22 A4l SHE AM8E & JASLICH

SME MeighL|Ct =l ol
OfLtHELIF ONTAP Zt2| LIFQ| IP F=AQIL|C}. 10.0.0.1
FQDN(H 2t =0|Ql 0|8)2
X &Hg 2 UELICE,
CHELLIF T=EZ LIFQ IP FAYLICE 10.0.0.2

ONTAP nas drivers: NetApp=
Xy 7*2 dataLIF HEEL| Lt
NSE[X| gt= AL Trident=
SVMO|A HIO|E] LIFE 7™ &L|Ct.
NFS OI2E Zof| AtEe
FQDN(H2tE =0Ql 0|8)3
J[l""%-* 2 USLICE O|FH A stH

2I2C Z4 DNSE MMsto] o2
HIO|E| LIFS 2 WHAZ aliT
U}ELICE.

ONTAP SAN EZ210|H: iSCSI &&=
FCO| Chaol X[&SHX| DR A 2.
Trident= 2 AF23SH0{ "ONTAP
MEHM | UN H'CHEs HZE MM2
MH™St= O ZR6HiSCSI EE= FC
LIFE dMSL|Ct O] Ao =
HO|El B2 Bt datallF
MM EIL|CE,
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WMILICH AH8e AE2|X| bt (22| LIF7L svm_nfs
S2{AH LIFQ Z2 Q)

'AF2X} 0|2 AEE|X| ClHtO| A0 HEF AFEXE vsadmin
O|S LIt

"t A E2|X| C|HfO| AN HESH= secret
A ALICE

=xH ODZH|MJS elet o0f22[AHO|E(MEH aggrl
Arg, SVMoi| MEIsHof 5t= H )
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flexgroup Ol M2 FA[ELICEL
SVMO|| &=l I E o a2| A0 EE
FlexGroup 252 ZZH|Xdst=
A ELICE

RigHERALS M Ao, A8l 0 75%
WESHCtE2 HP 8 BLo|
Anftct

nfsMountOptions= MEfBtL|Ct NFS OIRE SME MEXHO=E -0 nfsvers=4
Hofjetn 7| 282 "o
nfsvers=3"L|C}. X ontap-nas-
economy S2[0[H{0|MTFALE Tts
ontap-nas. "NFS S AE 14
BEE 7] E HZSHAI".

“olHOo|E LIt Trident= = =% & netappdvp netappdvp
MMSED igroups ZHE[gLICE.
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* Ol MTH AL S &= USLICH
ontap-san E2}0|H] *,

LimitVolumeSize ALl @™ It 25 3 7|YUL|C} 300g

"AEE|AHEHAEE" FlexVol& X|CH gtree= #H<| [50, 300
300]0f| A0{OF 8tH 7|22t
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* ontap-san E20|HO| A TF
KIQELICE. » iscsT, “nvme
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ALt

limitVolumePoolSize * ontap-san-economy " % 300g
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E2LO|HOf| M 2F X| & EL|CL* ONTAP
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C/HE2|0of] HMASE| /B NAS . snapshot
SMYL|CH

NFS AATE HHOf|A ALEE NAS SMHO|H 7| 282
QULICt default
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oY AAEI @Y SAN 4 - IHY AAR @S MEISILICE 7|22 xfs
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A B HA AEE A Be HMAULICE 7|282 YLICE none "HS"

skipRecovery ZES Mtz S XMEAL S5 7[EE *2[5t1

Queue =52 JAl AfAgLct

xH g4

‘ontap-nas’ ‘ontap-san % EZI0|HE Z} Docker SEO| CHEE ONTAP FlexVolE

MMBH|CE, onTAaPE ZRAE LS A 1000709 Flexvols X9, ZP{AE Z|CH
12,000709] Flexvol =& 27 Aol aig Mot Lol Xtk[= ZS ‘ontap-nas’ Docker
=5 M=t AHAF 8 2B EX4 20| FlexvollA MSE= F7F 7|s WZ0| =2t0|H7}
MSEE nas ERMQULICH,

FlexVolOl| 1€ 7H5%t A &Lt O 2 Docker 250| 223 22 ONTAP-NAS-0|Z 0| EE= ONTAP-SAN-
O|Z 0| E2O|tHE MEfSEIL|CY,

‘ontap-nas-economy EEIO|HE XSCE #E|E= Flexvol SF F WM Docker EES
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@ Docker Swarm2 02 LE 7to| 28 M2 QA AE[0|MIX| ZF2E 2 0] ontap-nas-
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ONTAP CLI AtE
1. Ch2 82 ALEsto] Af S WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AtEX0]| CiSt AL O]

]

US7I:

security login create -username <user name\> -application ontapi
-authmethod password -role <name of role in step 1\> -vserver <svm name\>
-comment "user description”

security login create -username <user name\> -application http -authmethod
password -role <name of role in step 1\> -vserver <svm name\> -comment
"user description"

w
|'|]0I-

BZ ALBRIO|H oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2
ONTAP System Managerdi|A| C}S THAIE AU 2.
(RPN S =ON PN P RS: 11 Po i

a. S2{AE HM AEX XIH Y S M5t H

ddstH * 2 AH > Y * 3 dEgLCH

—

SVM 2l EHol| A ALSXL K| AE S st * AER(X| > AEZ X[ VM >> A8 > A XA FAg * 2
MEHBIL|CE required SVM.

b. AbEXt 8! Hgt * Hof SHHH OF0|2(*— *)& MERLICt

et~ Of2Hof| A * + =7t * & MERILICY,
o
—

*

c.
d. ofgtol| CHEt A2 "ofstn * K& * 2 SaletLCt.
2. * A3 Trident AL XIOI|AH| OHE *: + * AFXH Y e * HO|X|0f| M LIS THAIE 5=
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tEXL * OF2HO| A 3=7+ OfO[ 2 * + * & ME4FILICY.
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ONTAP 1A I ol of|

Z2}0|HH0f| CHEF NFS 0l <code>ontap-nas</code>

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",

"defaults": {

"size": "10G",
"spaceReserve": "none",
"exportPolicy": "default"

C2}0|HH0|| CHEF NFS 0l <code>ontap-nas-flexgroup</code>

"version": 1,

"storageDriverName": "ontap-nas-flexgroup",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"username": "vsadmin",
"password": "password",
"defaults": {
"size": "100G",
"spaceReserve": "none",
"exportPolicy": "default"
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E2to[of| C3t NFS 0f <code>ontap-nas-economy</code>

"version": 1,

"storageDriverName": "ontap-nas-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl"

C2}0|HH0f| CHE! iSCSI 0l <code>ontap-san</code>

"version": 1,
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.3",

"svm": "svm iscsi",

"username": "vsadmin",
"password": "password",
"aggregate": "aggrl",
"igroupName": "netappdvp"

=2}o|H0oj| CHEE NFS 0f| <code>ontap-san-economy</code>

"version": 1,

"storageDriverName": "ontap-san-economy",
"managementLIF": "10.0.0.1",

"dataLIF": "10.0.0.3",

"svm": "svm iscsi eco",

"username": "vsadmin",

"password": "password",

"aggregate": "aggrl",

"igroupName": "netappdvp"
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=2}0|H0]| CHSF NVMe/TCP 0| <code>ontap-san</code>

"version": 1,

"backendName": "NVMeBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nvme",

"username": "vsadmin",
"password": "password",
"sanType": "nvme",

"useREST": true

<code> ONTAP-SAN </code> =2}0|H{ 0| CHSt SCSI over FC 0|

"version": 1,

"backendName": "ontap-san-backend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"sanType": "fcp",

"svm": "trident svm",

"username": "vsadmin",

"password": "password",

"useREST": true

Element 2T Eg|0{ 1M

Element 2 E2||0{(NetApp HCI/SolidFire)E AtESH= 22 2E2Y +4 2 210 0|23t SMS A Y £
USLICE

s MEeL|CH =29 o

23 <a https://admin:admin@192.168.160.

href="https://&lt;login&gt;:&lt;passw 3/json-rpc/8.0 L2 F2|HAAIL
ord&gt; @&It;mvip&gt;/json-

rpc/&lt;element-version&gt"

class="bare">https://&lt;login&gt;: &l

t;password&gt; @&lt;mvip&gt;/json-

rpc/&lt;element-version&gt</a>;

O ZoIsIAAR
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"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://admin:admin@192.168.160.3/json-rpc/8.0",
"SVIP": "10.0.0.7:3260",
"TenantName": "docker",
"InitiatorIFace": "default",
"Types": [
{
"Type": "Bronze",
"Qos": {
"minIOPS": 1000,
"maxIOPS": 2000,
"burstIOPS": 4000

"Type": "Silver",
"Qos": |
"minIOPS": 4000,
"maxIOPS": 6000,
"burstIOPS": 8000

"Type": "Gold",
"Qos": |
"minIOPS": 6000,
"maxIOPS": 8000,
"burstIOPS": 10000

o
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docker plugin disable —-f netapp:latest
2. E8{0918 HAHgLCH

docker plugin rm -f netapp:latest
3. 37t 'config' 0H7Hf M5 MBsto] E21021S CHA| X|gfL|Ct

docker plugin install netapp/trident-plugin:20.10 --alias netapp --grant
—all-permissions config=config.json
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# create the policy group for the SVM
gos policy-group create -policy-group <policy name> -vserver <svm name>
-max-throughput 5000iops

# assign the policy group to the SVM, note this will not work
# if volumes or files in the SVM have existing QoS policies
vserver modify -vserver <svm name> -gos-policy-group <policy name>
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version: 1
storageDriverName: ontap-nas
managementLIF: 0.0.0.0
datalLIF: 0.0.0.0
svm: svm0
username: user
password: pass
defaults:
gosPolicy: standard-pg
storage:
- labels:
performance: extreme
defaults:
adaptiveQosPolicy: extremely-adaptive-pg
- labels:
performance: premium
defaults:
gosPolicy: premium-pg
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apiVersion: trident.netapp.io/vl
kind: TridentNodeRemediation
metadata:

name: <K8s-node-name>
spec: {}
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apiVersion: remediation.medik8s.io/vlalphal
kind: NodeHealthCheck
metadata:
name: <CR name>
spec:
selector:
matchExpressions:
- key: node-role.kubernetes.io/control-plane
operator: DoesNotExist
- key: node-role.kubernetes.io/master
operator: DoesNotExist
remediationTemplate:
apiVersion: trident.netapp.io/vl
kind: TridentNodeRemediationTemplate
namespace: <Trident installation namespace>
name: trident-node-remediation-template
minHealthy: 0 # Trigger force-detach upon one or more node failures
unhealthyConditions:
- type: Ready
status: "False"
duration: Os
- type: Ready
status: Unknown

duration: Os

2. = MEj M CRE MEBYLICE trident HYAHOA,
kubectl apply -f <nhc-cr-file>.yaml -n <trident-namespace>
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apiVersion: trident.netapp.io/vl
kind: TridentNodeRemediationTemplate
metadata:
name: trident-node-remediation-template
namespace: trident
spec:
template:
spec: {}

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRole
metadata:

labels:

rbac.ext-remediation/aggregate-to-ext-remediation: "true"

name: tridentnoderemediation-access
rules:
- apiGroups:

- trident.netapp.io

resources:

- tridentnoderemediationtemplates

- tridentnoderemediations

verbs:

- get

- list

- watch

- Create

- update

- patch

- delete
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kubectl patch NodeHealthCheck <cr-name> --patch

'{"spec":{"pauseRequests": ["<description-for-reason-of-pause>"]}}"
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O A HtetE|X| oo™ T E N A= AES-NIE X|2SHX| 94&LICEH AES-NIO|| CHEH XEASt LHE2 CHS ¢
AO|EE & ZESHYA|Q. "0l8l: AES-NI(Advanced Encryption Standard Instructions)".

ONTAP SAN %! ONTAP SAN 0|2 0] &0 CHo Linux S 7| H(LUKS)2 ALESIH S EE SAE &
LD E QHSEWE* & AUELCH
THA|

1. SHoll= LMHOM LUKS 2=t £42 HoBtL|Ch ONTAP SANS| Bl = 1 ZMof| chet XtMlet LHE2 S
HZSHAIR "ONTAP SAN 14 Z4".

"storage": [
{
"labels": {
"luks": "true"
by
"zone": "us east la",
"defaults": {
"luksEncryption": "true"
}
by
{
"labels": {
"luks": "false"
by
"zone": "us east la",
"defaults": {
"luksEncryption": "false"

2. A2 parameters.selector LUKS YS3E Ar25t0| AEZ|X| 22 Ho|gtLICt. of

M
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n
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: luks

provisioner: csi.trident.netapp.io

parameters:
selector: "luks=true"
csi.storage.k8s.io/node-stage-secret-name: luks-${pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

3. LUKS ¢= & Zodt= oS WgLIC oS SH Ch3a Z25LIC

kubectl -n trident create -f luks-pvcl.yaml
apiVersion: vl
kind: Secret
metadata:
name: luks-pvcl
stringData:
luks-passphrase-name: A
luks-passphrase: secretA

Mgt At

LUKS - 2f23tel EE2 ONTAP 53 M/ & =S &8 + glaLct

LUKS 282 7IM27| flet Al G L|ct

LUKS EE2 7t 22{H A=A 2(true HHOF 1uksEncryption &LICH O] luksEncryption 82
Z250| LUKS 22Htrue) EE= LUKS 1#Z0| Ol A2 Tridentoll X|A|EL|CH (false

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: trident svm

username: admin

password: password

defaults:
luksEncryption: 'true'
spaceAllocation: 'false'

snapshotPolicy: default
snapshotReserve: '10'
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LUKS =52 7IH27]| ¢l¢t PVC 7 LIt

LUKS 282 SXC=E 7IMR23H™ trident.netapp.io/luksEncryption true O] M0 EA|E CHE FM S
= *E“éjor" PVC01| LUKS A AER|X| 22HAES ZetetL|C},

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: luks-pvc
namespace: trident
annotations:
trident.netapp.io/luksEncryption: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: luks-sc

28, AMAL S 0| T 0|4 EOHN| 2SS Holst ntK| Y 2S K| DHIAS, AxE
(D ooite88 32 282 01RE2 4 9o0 Hlo[E|7 AS3HEl MEf2 SX|=|D ANAE 4 i

Of Zrof Chat
LUKS 2= 2|2 M LUK

(7).

+0+
i 0
o

tot

lo

22 X|Yet = 282 02ESH= POD7H UEE mf ZUSLICH M Pod7t H-d&[H
=l H

=
Trident= 28°| LUKS & ol 2t e Ao H|wBhL|Ch
. H|ZOo| 2N A5 of UX|SHK| QO™ S| M0| LB |C}

EILICt previous-luks-passphrase Of7 Ha= ZAEL|CH

2LICt node-publish-secret-name ¥ node-publish-secret-namespace StorageClass
Oi7H HEQULICEH o S Ch3a Z&LIT
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: csi-san

provisioner: csi.trident.netapp.io

parameters:
trident.netapp.io/backendType: "ontap-san"
csi.storage.k8s.io/node-stage-secret—-name: luks
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
csi.storage.k8s.io/node-publish-secret-name: luks
csi.storage.k8s.io/node-publish-secret-namespace: ${pvc.namespace}

2. 28 E= 2HR0M 7|E 22 E AEYLICH

tridentctl -d get volume luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumeID>

...luksPassphraseNames: ["A"]

tridentctl -d get snapshot luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumelID>/<snapshotID>

...luksPassphraseNames: ["A"]

3. 2E0|| i3t LUKS 25 E HH|0|Est] M 25 3 0| 25 27 E X ™ELICH &S LICt previous-1uke-
passphrase-name ¥ previous-luks-passphrase O INAIZYO|ZE LX[A|ZIL|CE

apiVersion: vl

kind: Secret

metadata:
name: luks-pvcl

stringData:
luks-passphrase—-name: B
luks-passphrase: secretB
previous-luks-passphrase-name: A

previous-luks-passphrase: secretA

4. 252 0RESH= M ZES HUELICE o] ZIY2 TS AlFfSh= o 2aetct.
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tridentctl -d get volume luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumeID>

...luksPassphraseNames: ["B"]

tridentctl -d get snapshot luks-pvcl
GET http://127.0.0.1:8000/trident/v1/volume/<volumelID>/<snapshotID>

...luksPassphraseNames: ["B"]

@ OlE &0, & 71l &= #20| dtetk|= AL luksPassphraseNames: ["B", "A"], $|FO|
et A WS 2=z £ JYSLICE

THA|
1. £ & M3}8tL|CE csINodeExpandSecret 7|5 AO|E(HIE 1.25+). 2 FEZTSHMA|IL "Kubernetes 1.25: CS|
289 = 7|8 2Eol| S AAEELCH & BXESHYA .
2. E FI}8tL|C} node-expand-secret-name % node-expand-secret-namespace StorageClass OH7H
HQALICH o E S8 Ch32 25U Lt
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: luks
provisioner: csi.trident.netapp.io
parameters:
selector: "luks=true"
csi.storage.k8s.io/node-stage-secret-name: luks-${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
csi.storage.k8s.io/node-expand-secret-name: luks-${pvc.name}
csi.storage.k8s.io/node-expand-secret-namespace: ${pvc.namespace}
allowVolumeExpansion: true
21t
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EETH MM A HOtS ALESI ONTAP HARE HH 7 A5 FYelL(CL ol E S0, 22{2E 7t Kerberos 5i 3
Kerberos 5p 22317t 28HEl NFS E2E2 OIR2ESt= 82 OS2 HMA MEEZ AFEELICE
7y 17| M MM A 7117 Aot 1= AHEXE HM A
Unix gt M3}l Mot gystE
Kerberos 5i st Sl PSR StM L=
Kerberos 5p 2t Mot & 2t Mot & 2t Mot &
ONTAP HAZE HMu AAIE MM JAZ MMSH= HH2 OIS EME BXSHAIL.
c "AIE MMS MMrL|CH
* "AATE Mo A FI}
AEE|X| HAES MMEL|CH
Kerberos &35} 7|52 E&tot= Trident AEZ|X| BHAIE M S THE £ JUSLICH
O =rofl cHsh
Kerberos 2= 3tE #d6t= AEEZ|X| HAE 4 IHUS oF= off 07 H-E ALESH] M| 7HX| Kerberos =2}
HM™ & SILIE X8 4 spec.nfsMountOptions USLICE
* spec.nfsMountOptions: sec=krb5 (2!5 U =2})
* spec.nfsMountOptions: sec=krb5i (!5 U =3}, ID ES)
* spec.nfsMountOptions: sec=krb5p (215 U =3} ID U 7 HE HS)
Kerberos &2 St X|HSHUA|L. 047 M SF0{| A Kerberos S8t &2 F 7 O] A X[HSHH A Huy
ST ALZELICE
THA|
1. 22lEl= 2 AHOA TS GIXE AHESIH AER|X| HllE 1M TS MAMBfL|Ct 25 oto| ZHE AFEXt
2tAo MEZ CHA|:
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apiVersion: vl

kind: Secret

metadata:
name: backend-ontap-nas-secret

type: Opaque

stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-ontap-nas

spec:
version: 1
storageDriverName: "ontap-nas"
managementLIF: <STORAGE VM MGMT LIF IP ADDRESS>
dataLIF: <PROTOCOL LIF FQDN OR IP ADDRESS>
svm: <STORAGE VM NAME>
username: <STORAGE VM USERNAME CREDENTIAL>
password: <STORAGE VM PASSWORD CREDENTIAL>
nasType: nfs
nfsMountOptions: ["sec=krb5i"] #can be krb5, krb5i, or krb5Sp
gtreesPerFlexvol:
credentials:

name: backend-ontap-nas-secret

2. O A0l M Mot 1 MU S ALESH MAE S M BtLICt

—_

o> rR

E Mol 2oystHE wll= 40 2X7F UA= AYLIC Chs HES ddste 228 B J
L|Ct.

$0 &

tridentctl logs

-4 Mol ZHE =I5t £t 2 create BHS CHA| e = JA&LICH

=

AEE|X| SHAE HIFLICH

od

AEE|X| 2HAE TS0 Kerberos A2 SHE AHE5I0] 252 Z2H|MIE £ JAFLICH

Of ZhHofl CHaH
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XEA SeA JHNE 2HE M o7 HSE AHESHK Kerberos = %k2| M| 7HX| M & SHLIE X[H e 4
mountOptions USLICH

mountOptions: sec=krb5 (2/& U =3}

mountOptions: sec=krb5i (2!5 U =3}, ID E3)
* mountOptions: sec=krb5p (215 U =3} ID & 712 E HD)
Kerberos &2 StLITH X|HSHYA| 2. 07 Ha ZE0||M Kerberos 228t +F2 F 71 0|4 X|HSHH A H
SHTHALSELICH AEE|X| BHAlE -0l X[ Mot Q= £+Z0] AEE[X| S2HA 2K|of X|H S 2i|'dat CHE ZE2
AEE|X| S2A KTt L MefL|Ct.

|

1. CtS Of|X|IE AF25H0] StorageClass Kubernetes ZHA|E A 8tL|CL.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-nas-sc
provisioner: csi.trident.netapp.io
mountOptions:
- sec=krb5i #can be krb5, krb5i, or krbbp
parameters:
backendType: ontap-nas
storagePools: ontapnas pool
trident.netapp.io/nasType: nfs
allowVolumeExpansion: true

2. AEE[X| 2HAE WML

SSE

kubectl create -f sample-input/storage-class-ontap-nas-sc.yaml
3. AE2|X| SeHATL HHEAJ=K| 2eletL|Ct.

kubectl get sc ontap-nas-sc

Ct2 2t fAFeH £20] EA|ELICH

NAME PROVISIONER AGE
ontap-nas-sc csi.trident.netapp.io 15h
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NS TSy

* 22| =|= Red Hat OpenShift 22{AE{ 0| M TridentE M3t =X| 2telghL|Ct.

s SEIFIE|0f| HM|ASH A Q=X| tridentctl EHOIBHL|LCT.

=

« @7 AFstE Etolst of X|Elof 2t Kerberos 2312 Azure NetApp Files AE2|X| BHAIE S FH|H =X
"Azure NetApp Files A A "&olgtL|Ct.

* Kerberos @S 3t2 ALE38H= NFSv4 20| SHIE2H| T HE|0 J=X]| &QIBL|C 2 NetApp NFSv4 0|2l
T MM(13H0|X|)2 "NetApp NFSv42| SHALEl 7|5 8l B AL 710|= S & ESHMA|Q A ESIAMAIL.

AEZ|X| HAEE ML Ct
Kerberos 223} 7|52 E&t6t= Azure NetApp Files AEE|X| HilE 1M S OHE 4= Q&L|Ct

Of ZfHofl CHaf

Kerberos Q=818 TAfots AE2|X| HAIS 74 TS OHS 0f T} & 7HX| 7Kt 47 5 oto] HBE|=S
Aoler 4 BLIC

* HEE A8t * AEE|X| HAE 2| * spec. kerberos
* HEE A8t * 7t Z 2l * spec.storage. kerberos

7t Z B S "olotH AER[X| Z2HAL| 20| S AHE5H0] Z0| MEHEIL|C
T 2|20l M Kerberos 2=t M| 7t H{T & SHLHE X|EE o= ASLICH

* kerberos: sec=krb5 (2/5 A =2}

* kerberos: sec=krb5i (2!5 U &=}, ID E3)

* kerberos: sec=krbb5p (¢/Z X &=3} ID H I HE ED)

|

1. 2t2|=l= 2SHAEM AEE|X| MAS(AEZ|X| HAlE 2fH = JH4 E 2| 8)E FOlsl{of st I X|ofl w2t

CC
CtS OlFl & SILIE AFE5I0] AE2|X| HAlE 7 MAS METLICH 22 otof S AL 2HE 9l YEZ thA:

356


https://docs.netapp.com/us-en/trident/trident-use/vol-provision.html
https://docs.netapp.com/us-en/trident/trident-use/vol-provision.html
https://docs.netapp.com/us-en/trident/trident-use/vol-provision.html
https://docs.netapp.com/us-en/trident/trident-use/vol-provision.html
https://docs.netapp.com/us-en/trident/trident-use/vol-provision.html
https://learn.microsoft.com/en-us/azure/azure-netapp-files/configure-kerberos-encryption
https://learn.microsoft.com/en-us/azure/azure-netapp-files/configure-kerberos-encryption
https://learn.microsoft.com/en-us/azure/azure-netapp-files/configure-kerberos-encryption
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf
https://www.netapp.com/media/16398-tr-3580.pdf

AEZ|X| HHAl= 2| ol of

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-secret
type: Opaque
stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc
spec:

version: 1

storageDriverName: azure-netapp-files

subscriptionID: <SUBSCRIPTION ID>
tenantID: <TENANT ID>
location: <AZURE REGION LOCATION>
servicelevel: Standard
networkFeatures: Standard
capacityPools: <CAPACITY POOL>
resourceGroups: <RESOURCE GROUP>
netappAccounts: <NETAPP ACCOUNT>
virtualNetwork: <VIRTUAL NETWORK>
subnet: <SUBNET>
nasType: nfs
kerberos: sec=krb5i #can be krbb5,
credentials:

name: backend-tbc-secret

krb5i,

or krbbp
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-secret
type: Opaque
stringData:
clientID: <CLIENT ID>
clientSecret: <CLIENT SECRET>

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc
spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: <SUBSCRIPTION ID>
tenantID: <TENANT ID>
location: <AZURE REGION LOCATION>
servicelevel: Standard
networkFeatures: Standard
capacityPools: <CAPACITY POOL>
resourceGroups: <RESOURCE GROUP>
netappAccounts: <NETAPP ACCOUNT>
virtualNetwork: <VIRTUAL NETWORK>
subnet: <SUBNET>
nasType: nfs
storage:
- labels:
type: encryption
kerberos: sec=krb5i #can be krb5, krb5i,
credentials:

name: backend-tbc-secret

2. O| EHAl0l M Wt 8 DA S AFE0H0] =S Mg gfLCt.
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tridentctl logs

74 Do 2ZHE =elotn Yol £ create FFS CHA| e = ASLIC

AE2|X| BYAES YuBiLct

AEE|X| 22|AZ 0HE0] Kerberos 23312 ARSI 28

o
|H
)=
>
ok
N
$0
o>
I
_IT|_

A

1. CI2 OIS AF23}0] StorageClass Kubernetes 7HHIZ A SHL|CE.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nfs
provisioner: csi.trident.netapp.io
parameters:
backendType: azure-netapp-files
trident.netapp.io/nasType: nfs

selector: type=encryption
2. AER|X| E2|AZ MAMTHLICE
kubectl create -f sample-input/storage-class-sc-nfs.yaml
3. AEZ|X| SeHATF MM E|J=X] =lBfL|Ct
kubectl get sc -sc-nfs

CtZ 2t fAret £30] EA|ELICH

Z

AME PROVISIONER AGE
sc-nfs csi.trident.netapp.io 15h

=8 Z2H|XMd

AEE|X| At AEE|X] SAHAS YWHES = Ol =
I 2H[A LIRS AL
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Trident Protect= Of=Z|7[0|M S ESSIM|R

Trident Protect0]| CHSH 2LOIE M| 2

NetApp Trident Protect= NetApp ONTAP A E2[X| A|A&ID} NetApp Trident CSI AEZ|X]|
T 2H|X L7t X|@st= AEi HE Kubernetes OHEE|AH|0| M| 7|51t 7882 TAA|F|=
g 0Z2|A|0|Md H|0|E] 22| 7|52 MISELIC}. Trident Protect= {22 22tRE2}
2Io|0|A AN ZEO|LHSIE /IZEQ| el B3 U 0|52 ZHASHEILICE ESE APIR}
CLIE S3lf Xt=2t 7| s M3 eLCt.

Trident ProtectE AM26HH AL2XF HO| 2|AA(CR)E MA5SHAHLL Trident Protect CLIE AMESHH O E2|A|0|MS
Hog £ QELICE

Ct

alo

THA|
Trident ProtectS &X|5t7| Tl 7 AFEof| CHal ZO0t= 4~ ASLICEH

* "Trident TZREHE Q7 Atgt"

Trident Protect A X|

Trident TZ2EHE Q3 Atst

g 2t8, oiS=|AH0] M 22{AH, ofF2[A 0| 8l o[ A 9] FH| HE{E =I5t
ZSHMIR. Trident ProtectS B E St 202 H 2tZ0] 0[2{¢t 27 ArdE EFH=X]
2SI K.
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-
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Trident Protect Kubernetes S22{AE S 24
Trident Protect= CHS2 Zotot 2o 2t 22| 8! XA 22| Kubernetes MZE1F S SHEIL|CH

» Amazon Elastic Kubernetes Service(EKS)
» Google Kubernetes Engine(GKE)

* Microsoft Azure Kubernetes Service(AKS)
* Red Hat OpenShift

=2,

* VMware Tanzu ZEE2|Q

* AAEZl Kubernetes
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* Trident Protect ¥ 2 Linux ZHFE =0 A 2F X| & ELICE Windows ZTFE L E0f|A= By
40| XA = X| ¥E&LICE

Lo -

@ * Trident ProtectS &X|ot= S2{AEIF A Sl & EE2{e 2H CRDE +4E|0 /=X
efQIStMIR. A A ZIEEE S EX|5I2{H CI2 S HZSIMRQ. "HESHIAIR" .

* VolumeSnapshotClass?} StLt 0|4 EX{SH=X| QIS A| 2. XIS LI 2 CI2S BN
."VolumeSnapshotClass" .

Trident Protect AEZ|X| i = S5HA

Trident Protect= CHS1t 22 AE2|X| HHAIEE K|l

L|C}.

* NetApp ONTAPE Amazon FSx
» Cloud Volumes ONTAP

* ONTAP AE2|X| 0{3|0]

* Google Cloud NetApp =28

* Azure NetApp Files

AE2|X] MAMETCHE Q7 AretEs £F5H=X| 2feletL|Ct,

* 22 AE0| HZEl NetApp 2EZ|X|7t Trident 24.02 O| A (Trident 24.10 HZE2 ALSH=X| 2QISHAIR.
* NetApp ONTAP AEZ|X| BA =T} QL=X| &elgtLct,
- WS XA QEHNE AEZ|X| HIIS FHYE=X] eolsti|c,

o =

* OHZ2[A|0[0|L} OHZ2|#[0] M H0|E| 2| ol AFEE oS 2| 0| M LY ATO|AS 'FJE'—IEf Trident
Protect= 0|2{¢t HIYAHO|AS XIS 2= MK A& LICE AAEAL FHO| 2|A A0 ZEXHEHK] §h=
HIJIAHO|AS X|F5HH 0| HufglL|C.

NAS ZH 2&F0i et 27 At

o
A
o
o
£
&
=
Z
>
w
oY
é
Illru
2
=I_|=
_O'_
>,>,
T T
=

== 1

2 SnapMirror =Xl= X| @ E|X| 2&LICE Trident Protect®
ClHEE2[E gdetalof gfL|ct.

Trident Protect= NAS ZX|d 2850 CHot 8 5! S =
bt *f%&ﬂ% 7—.* NAS-Economy 01| H H ALHAE

C}. 0|24%t O =2|AH|0| M2

25 OHZE|AH0H2 2 M CIHERIE ALEDH =
s EhY EIE—.E |E SH0F LICt.

22 ONTAP 2E2|X| A|ARIO|M CtS

®

2t NAS EH| 250 Ciol CHS HY 2 AAstH AMACIAERSE YT 4 JOH, HAY 22 UUIDE HEE £
<volume-UUID> Y&L|CH

tridentctl update volume <volume-UUID> --snapshot-dir=true --pool-level
=true -n trident
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@ Trident HAIE 2 SHE Z true &
snapshotDir JELICL 7|&E EE2

KubeVirt VM £ H[0|H ES

Trident Protect= HI0|E 22 %Y S0i| KubeVirt 7tef H 40| IHE A|AR SZ 3 SZ SiH| 7|52 MSsto HloIH
2dS 2L vM S2 2ol thist 714 A 7|2 SE2 Trident Protect H'II._*UHZF Ct=, 2[4

- O 71—

22|20 M= Helm XtE Di7HtHSE S8l ZtastEl 182 ST

®

Trident Protect 25.10 O|4f

A 0| virtualMachineSnapshots 7h&t HAI(VM)0I| CHaH MM El =52 S X
LIC}.

)

&2 T
> rdo

Trident Protecte= L&A 2 E&617| fldl| HIO|E E= 2HY] F0i| KubeVirt IHY A|AHIS XISO2 52 U &2
SHAIELICE Trident Protect 25.1058E LS 2 ARSI 0] SZF2 H|2 Mg & JUESLICH vm. freeze Helm

AN
XtE x| S o7 oS oi7H = 7|2 Ho 2 EdotE[o] AL

helm install ... —--set vm.freeze=false

Trident Z2H|E 24.10.1~25.06

Trident Protect 24.10.15E{ Trident Protect= H|0|E| E3 X =0 K beVirt oA A|ABIS X502 52 Y
SZ SiMgL|ct MEiMO 2 CHg HAHS AFESI0] 0] Xfo = *% Hlgtdatet 4 JAELICE.

[ M | O ocoo= EO = T M-d

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=false -n trident-protect

Trident Z2EIE 24.10

Trident Protect 24.102 Cl|0|E 2% 2 F0i| KubeVirt VM It A|AEIO| Qatzl MEHE A5 OZ HES}HX]
St&L|CE Trident Protect 24.102 AFZ3510{ KubeVirt VM H|O|EHE E552{H H|0|E E 2 S A|ZHsH |
Toj| I A AHISl SA/SE Al 7|52 2= SHS}sH{0F SLICH o[ A 5tH Mt A|ARIO| U2tE HENE
SXISHA ElLct.

CIOJE| E3 =t = VM I A|AHIC| SZ ol S s{K|E 2|5t EE Trident Protect 24.102 FAISH 4
UAELICL 7 et 714" a2 ChZ S AFE LI

kubectl set env deployment/trident-protect-controller-manager
NEPTUNE VM FREEZE=true -n trident-protect
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SnapMirror SX|0f| Ciot 27 Atet

NetApp SnapMirror SX|= CHS ONTAP £
- 2I3|0|A NetApp FAS, AFF, ASA 22| AE
* NetApp ONTAP Select= H XA
* NetApp Cloud Volumes ONTAPS AIXSHUA|Q

* NetApp ONTAP& Amazon FSx

SnapMirror SX|E 2|8t ONTAP 22{AH 27 Ate

SnapMirror SH|E A5t = 22 ONTAP 22{AHIICIZ 2

* * NetApp Trident*: NetApp Trident HHAIEZ ONTAP &&5t= &4 8l

"IHOHOF StL|C}. Trident Protect= CH2
7122 £t EXE XL},

E2O|HZ X/ E=

° ontap-nas : NFS
° ontap-san :iSCSI
° ontap-san: FC

° ontap-san : NVMe/TCP(%X|2& ONTAP H* 9.15.1 ER)

Mo|| CHdH Trident Protect2} HH| AF2

Al-'c'il-

o

St A

of = ASFLIC.

2 S55t=A

I CHAF Kubernetes 22{AE Z50

AEE|X | e AE AL 8H0] NetApp SnapMirror

o * ZLO|MIA *: AA SICHA ONTAP 22 AH 20N HIO|EH 25 HES AFE3H= ONTAP SnapMirror H| S 7|
20| MIA S 2SSO BHL|CEH XEMITH LI 2 S "ONTAPS| SnapMirror 2f0[MIA JH2" RERSHMA|L.

ONTAP 9.10.12E RE 2lo|dAE= Of2] 7|5

RIZEILICE X8t HS S 8 "ONTAP Onedl Z215]

SnapMirror SX|0f| CHst T[0!

SnapMirror H|S7| 222 X| & ElL|C}.

2 At

AE2|X] HAE IS A= 3% &

BO| Lhg 7 At
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C=

E

* * 2HAE % SVM *: ONTAP AEZ|X| eHoll
" AESAIAL.
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SnapMirror 2X|E 2|3t Trident/ONTAP 74
Trident ProtectE AFE5t2{H AA 3 A S2{AE 250 Ciet EXE
FABHOF BILICE AA Ol ChAF SRIAET} SUSH AL, KMo BN

OiEZIAH0| M} CHE AEE|X| HAEE AHESHOF °“—|Ef.
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SnapMirror £X|Z 2|3t Kubernetes 22{AE Q7 Alst
Kubernetes 22{AE7t LIS 27 AFEE SF5H=X] 2H2I6HM 2.

* AppVault H2d: 22 SHAEL Y SS{AH 2

& OfZ2[A|0]d 7HH| SHIE <31 AppVaultd| A S0 & 5=
A= HIEY T AMA HTHO| LO{OF SL|CE.

* HEY3A HA: WANS Sl S22 AELQ AppVault 7+2| S

NS ysksty| Sloh Wk T, B3l A U 1P I8
=22 243
() B2 7IY HEOME WAN @2 Ho) 2 oi2fel il S BB SXIE 24| 0|
olmat Elat i ol2{3t HIEYT 97 AR Erolst2.

Trident Protect A X| &l 1A

AHEXt 2HZ 0] Trident Protect0ll CHet 27 Atgte £&F 5= 22 Cha A0 w2t 22 AE0|

Trident ProtectE AX|& &= USZLICE NetApp 0l A Trident ProtectS T &5kt 712!

SIXIAEC[Of M EX[E 4= ASLICH SSHAETF QIEElIof KM AT 4= gl= F2 712
2IXIAEE[of| A EX[ot= 0] =F0] ELICH,

Trident Protect A X|
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NetApp OflA| Trident Protect &1X|
oHA|

1. Trident Helm XZ&tA 27}

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

2. Helm2 AF23t0] Trident ProtectS AX|SHA|R. HHLCl <name-of-cluster> SE{AEOf| |0
S AEQ| AN} AMHARS AlHBHE= O ALRE|= 22{AE 0|20| ZEHEILICE

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect

3. Mexo=, |1 2

o
MLtk

et H(ZH i 20| 2 E) thES AHE-LICH

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set logLevel=debug --version
100.2510.0 --create-namespace --namespace trident-protect

CIH 2Z2 NetApp 0| 23 #+F2 HESHHL 2HE MASHK| e ZHE ol 2ot ol =20|
= |__| |:|-
= .

Jhel 2| XA EZ|0| A Trident Protect & X|

Kubernetes 22{AE{ 7t QIE{LI0| HMAS &~ = AL 712l O|0|X| 2| X|AE2|0f| A Trident ProtectE M x|
2 UELICH CHS ool 2 oto| Zi2 AFEXL 2HEQ| MEZ HHRA|R.

|
1. CtZ O|0|X|E 22 AREIZ JtMAM EfIE ACI0|ED LIS 71! 2K AEE|0f FEAISLICE

docker.io/netapp/controller:25.10.0
docker.io/netapp/restic:25.10.0
docker.io/netapp/kopia:25.10.0
docker.io/netapp/kopiablockrestore:25.10.0
docker.io/netapp/trident-autosupport:25.10.0
docker.io/netapp/exechook:25.10.0
docker.io/netapp/resourcebackup:25.10.0
docker.io/netapp/resourcerestore:25.10.0
docker.io/netapp/resourcedelete:25.10.0
docker.io/netapp/trident-protect-utils:v1.0.0
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=
i

=3 LSt 25U

docker pull docker.io/netapp/controller:25.10.0

docker tag docker.io/netapp/controller:25.10.0 <private-registry-
url>/controller:25.10.0

docker push <private-registry-url>/controller:25.10.0

Helm XIEE 2 2H WA QUEUl H£0| 7hstt ZARE0M Helm XIEE CHRZESHA K.
helm pull trident-protect --version 100.2510.0 --repo

@ https://netapp.github.io/trident-protect-helm-chart I3 L2
ZME SAFLICH. “trident-protect-100.2510.0.tgz QX201 2tA0| ItAS
HZ LS LSS AHESHH MX[SHMR. helm install trident-protect
./trident-protect-100.2510.0.tgz OFX[2F THAO|A K EA EZE CHAL

2. Trident Protect A| A8 A AH|O|AE THSL|CE
kubectl create ns trident-protect
3. YIX|AER|0| 2aQlRtL|C

helm registry login <private-registry-url> -u <account-id> -p <api-
token>

4. JHQl HIX|AEZ| 2150l Al E 2= E BHELICH

kubectl create secret docker-registry regcred --docker
-username=<registry-username> --docker-password=<api-token> -n

trident-protect --docker-server=<private-registry-url>
3. Trident Helm XZ& 4 37}

helm repo add netapp-trident-protect
https://netapp.github.io/trident-protect-helm-chart

6. 2t= 0|59 MAUS MHEL|C} protectValues. yaml . CHS Trident Protect A& 0| L atE[0] Q=X
2toIstM K.
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imageRegistry: <private-registry-url>
imagePullSecrets:

- name: regcred

J2t= imageRegistry J2|1 imagePullSecrets w2 CIS2 Xt ZE 748 Q4
o|ofX|of]l M2 EIL|C}t. resourcebackup 22|1 resourcerestore . 2|X|AEZ| LH2|

() S xm2 F=20) 00|X12 FAISHs B2(Y: example. com: 443 /my-repo),
SIXIAER| HEO| TN 22E ZetetL|Ch oA ot 2E O|0|X| 7t TS0 71K A
EILICH <private-registry-url>/<image-name>:<tag>.

7. Helm2 AF235t0 Trident ProtectE MX|SHM|IQ. HHCt <name of cluster> SHAEY ST
S AE{ Q| BT} AHALS AlHSIE O] AFRE|= S2{AF 0|20] ZHE/L|CH,

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name of cluster> --version 100.2510.0 --create
-namespace --namespace trident-protect -f protectValues.yaml

helm install trident-protect netapp-trident-protect/trident-protect
--set clusterName=<name-of-cluster> --set loglLevel=debug --version

100.2510.0 --create-namespace --namespace trident-protect -f
protectValues.yaml

Cl0 222 NetApp 0| 23 42 HZSIHLE 2H|S MHSIK| D& 2HS SHsts o £20]
gLt

@ AutoSupport &% 8l LA AHO|A TEZIS ZEst 3Tt Helm XIE 24 SM2 OS2 HZoHMIR.
"Trident Protect & X| AF2Xt HoJ",

Trident Protect CLI 22{10I2 MX|sIM| 2

Trident Protect HEE E2{1012 A2 £ JUSLICH 0] E2{1Q2 Trident 2 2%t

7|SQLICt. tridentctl Trident Protect At&Xt HO| 2|AA(CR)E Mot &= 2HEY +
U= FEEE[YLIC

Trident Protect CLI 22|10 MX|StAM| 2

UHE RECIEIE AESHI| Hofl S LE 0 °”A1|**PE il AbESH= AlAE0H| EX|HO0F LT HAFRE M x64 =
ARM CPUE AIE3t=X| R0 e} ok BHAIE sA-LCt
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Linux AMD64 CPUE Z2{192I8 CI2ZCgfL|Ct
CHA|
1. Trident Protect CLI 22119212 CIRZC3HAM|R:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-amdé64

Linux ARM64 CPUE Z2{10I2 CIRE =L Tt
CHA|
1. Trident Protect CLI 22119212 CIRZC3HAM|R:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-linux-armé64

Mac AMD64 CPUE 22{1°I2 CI2Z=3hL|Ct
CHA|
1. Trident Protect CLI 22119212 CIRZC3HAM|R:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-amdé64

Mac ARM64 CPUE Z2{1°2I2 CIRE =L Ct
CHA|
1. Trident Protect CLI 22119212 CIRZLC3HAM|R:

curl -L -o tridentctl-protect https://github.com/NetApp/tridentctl-
protect/releases/download/25.10.0/tridentctl-protect-macos-armé64

1. Z2{392 Hio|L{2{of| CHEH A ot

fliok

43}
chmod +x tridentctl-protect

2. PATH H:0f "ol=l X0l E2{19 Hio|H2|E SAFRLICE o€ /usr/bin EX, £ /usr/local/bin

ol H
(Elevated Privileges7t 2HRg & UI):

cp ./tridentctl-protect /usr/local/bin/
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3. MEEOZ 2210l Ho|12|S B ClAER|Q 9IXIZ HAFE 4 YBLICH 0 B2 9AKI7H PATH #40| ULOIX
solst 20| FBLICH

cp ./tridentctl-protect ~/bin/

@ PATH H0| 2|X|0f| 22{0QI2 SAISIH EE= tridentctl protect Y29 fIX|0A 221212
MEE £ tridentctl-protect USLICE

LS S22 =2/ 7|S5E A8ote 22{1¢l 7|0 thet XMt 8RS EE - ASLICE

1. =22 J|5S M50 A2 XA S SLC.

[}

YY A5 2

—

0x
U

x
ot

Trident Protect CLI 22119
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Bash 20j CH3l| XS 2ty 7|5S SdetgfLitt
=

1. 2t AJREES ghELCH

2. ASBEE ZYfe 3 LA EZ|of M CIHMEZ|S BHELICH
mkdir -p ~/.bash/completions
3. CIREES AT EE C|HE2|2 0|SYLICH ~/.bash/completions.
mv tridentctl-completion.bash ~/.bash/completions/
4. g C|HE2|Q ool CtE EES FIIZLICE ~/ .bashre.

source ~/.bash/completions/tridentctl-completion.bash

Z doj chet 13 2ty 7|5 Edeteltt
|

1. 2tz A3ZIEE gtsL|C}

2. AR ES Totet g ClAME2|0f M CIMEE|E 2HELICH

3. CtRECst AFZEE C|HEZ|2 O|SYLICt ~/. zsh/completions.

mv tridentctl-completion.zsh ~/.zsh/completions/

4. g LM EEZ|Q oo Ctg E2 FIHLICH ~/ . zprofile.

source ~/.zsh/completions/tridentctl-completion.zsh
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iy
i)

m

gl

f

4 2791 A| tridentctl-protect 22110102 HH XI5 F

0%
N
or
o
>
00
fuot
4>
$0
o>
-
i)

Trident Protect A X| A2} &9
Trident Protect?| 7|2 NS AF2Xt 2H9| EX Q7 AP0 SHA| AP XL Ho|gh 4= UELICE

Trident Protect Z1E{|O|L] 2|AA H[$F X|H

Trident ProtectES MX|st S0f|= 1A ItAS AFRSEK Trident Protect ZAE{|O| L0 CHSH 2| AA H|$HS XA S 4
UELICE 2|AaA H[eHE HHSHH Trident Protect Z0{| A S2{AE 2|AATF O AR E|[=X] Mo = QUESLICE
CHA|

1. 2t= 0|89 MY E resourcelLimits.yaml ZHEL|CE

2. M-8R} eEo| 27 Argo| W2t Trident Protect ZAE|O|LA0]| CHEE 2| AA X3t 5

rz
|0
Hu
=
ne
o
=t
Mo
T
_lTl_

Ch= oAl 7 T2 A8 7hset 8 S 20 FH 2} 2|44 Hsto et 7| 22tS ZeEL )

JjobResources:

defaults:
limits:
cpu: 8000m
memory: 10000Mi
ephemeralStorage: ""
requests:
cpu: 100m

memory: 100Mi
ephemeralStorage: ""
resticVolumeBackup:
limits:
cpu: ""

nmn

memory:

nmn

ephemeralStorage:

requests:

mn

cpu:

nmn

memory:
ephemeralStorage: ""
resticVolumeRestore:
limits:
cpu: ""

nmn

memory:

mwn

ephemeralStorage:

requests:
mn

cpu:

mwn

memory:
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ephemeralStorage: ""
kopiaVolumeBackup:
limits:
cpu: ""
memory: ""
ephemeralStorage: ""
requests:
cpu: ""
memory: ""
ephemeralStorage: ""
kopiaVolumeRestore:
limits:
cpu: ""
memory: ""
ephemeralStorage: ""
requests:
cpu: ""
memory: ""

mn

ephemeralStorage:

3. U9l 2 MEELICt resourcelimits. yaml.

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f resourcelimits.yaml --reuse-values

20t AL FloF X712 ASXF XIFELICH

—_ 11—

Trident ProtectE MX|3t 20|= 714 IS ALESHK Trident Protect Z1E| 0|0} CHEE OpenShift EQt ZHEIAE
Xk ZH(SCC)2 Y & USLICE O]2{et M2 =2 Red Hat OpenShift 22{AE Q] =0 CHeh 2 OF &|ot
Ardg HolgtLCt.
oHA|

1. 2= 0|59 MYUS sccconfig. yaml PHELILCE,

2. mYUO| SCC SMS FII6t1 AL &F 2| o w2} oj7f Ha-5 SHE L,

CHS Ool= sCC E40f Tt ool H2 7|22 S EoFELC

scc:
create: true
name: trident-protect-job
priority: 1

CtZ HEOlM= SCC S0l chet oo tH+-5 AEELICt.
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Oi7H A4 243 =4
44 SCC XIS e = A=A &

B E ZH3ICt SCC g[aA= 7t
2 AHE|N true Y11 Helm EX|
T2 N|AO|A OpenShift 2HAS
AHSH= 3202t sce.create
MM EILICEH OpenShiftof| A
SOt gtALL O] = MHE
false % scc.create SCC
2| AAT Y EX| 4ELICE

= SCCe| 0|2S XAt} Trident-protect-jobS ME{BIL|C}
M =2 SCCO| 24 =2|E Holgt|ct. 1

M =217t 2 SCCe= U0l H2

SCCECHHX HIHELICE.

3. mdo| 22 MEBLICt sccconfig. yaml.

helm upgrade trident-protect -n trident-protect netapp-trident-

protect/trident-protect -f sccconfig.yaml --reuse-values
J24H 7| 2240 Aol XI™ME 22 = sccconfig. yaml HHELICE
Z7} Trident Protect 2 & XtE % 714

XIS EF 27 AFof| SHA| AutoSupport 281t HIJ AL 0| A EHEJRIS ALEX FHoE &= JFLICH TS
HO|ME A8 7t 718 oo ~5 ST}

OH7H = 74 MY
autoSupport.proxy 2R NetApp AutoSupport 322 ¢|et

T2 A| URLS FAELICE 0|
ALESHH T2EA| MHE Edlf X[
HE HZEE 2tREIE £ UASL|CL,

Of: http://my.proxy.url.

autoSupport. 2t SHX| kS 2E AutoSupport ZEA| HZ0f| CHst TLS
AE52 HYELICE true . QHHSHX]
2 TEA| HEOTE ALESHM| 2.
(7|8 false)

autoSupport. 2 A s} 22 2 Trident Protect AutoSupport

HE AZEE HSHALL
HIZMotetL|ct MY Al false,
ofjotEl LYY AZE= H| YT X T
O{Hs| £+50% X[ HES MY
2 JUSLICE (712 true)
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http://my.proxy.url

oH7H i

restoreSkipNamespaceAnnotations

restoreSkipNamespacelLabels

YAML 74 DtLO|Lt BFE Z2HE AHESIHK 0
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YAML It AL

1. M MU 2 ot=11 0|52 X MM R. values. yaml .
2
o

At Folste = e M8E FIHLCE

autoSupport:
enabled: false
proxy: http://my.proxy.url
insecure: true
restoreSkipNamespaceAnnotations: "annotationl,annotation2"

restoreSkipNamespacelLabels: "labell, label2"

3. L}22 2 2 values.yaml SHIE ¢S 717 ItAS HSEH 74 ItUS HESHM Q!

o

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f values.yaml --reuse-values

CLI E2{O At
CHA|

1. OH2 S AR, --set JHE Di7HHE X|F 5= Z2i:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set autoSupport.enabled=false \

--set autoSupport.proxy=http://my.proxy.url \

--set-string
restoreSkipNamespaceAnnotations="{annotationl, annotation2}" \

--set-string restoreSkipNamespacelLabels="{labell, label2}" \
——reuse-values

Trident Protect ZEE EX L EZ H|st

Kubernetes nodeSelector .= MEH H|2F ZHE AI2SIH = 20| &
Ue LEE Mo £ JAELICL 7|[2X 2 2 Trident Protect= LinuxE
Atgtoll 2t o|2{st Mk ZHZS FII2 AFEAL Holg £ QUELICE

£ 7|29 Z Trident Protect EES Ml 4
AMdllist= L2 HSHEILICEH AMZ XS] QF

tHA|
1. 2t= 0|89 MY S nodeSelectorConfig. yaml ZHELICH

2. A0l nodeSelector EME F716t11 ST THUS =TI L& 20|22 FII57LE HEBH0] 2HF 27 Aleho
et Mietet|ch oS S0, ChS Tholl= 7|2 OS Hieto] Zete|o] JAX|U EF XFG U A 0|EL ez
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L.

nodeSelector:
kubernetes.io/os: linux
region: us-west

app.kubernetes.io/name: mysqgl

3. mo

\
-

af2 MEELICl nodeSelectorConfig. yaml.

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect -f nodeSelectorConfig.yaml --reuse-values

O|ZH| 5t 7|2 |3t AFgto| T of| X| ™St |

O -

rot

MO Z nodeSelectorConfig.yaml HHAL|CH

Trident Protect 22|
Trident Protect 3ot 5! M| A X0 2t2|

Trident Protecte= &g 7|8t | A X|0{(RBAC)2| Kubernetes Z& 2 ALETILICE 7|2X o2
Trident Protect= THY A|AE! HQJAHO| AL HRHE 7|2 MH|A HH S MSELICH AFHEXL
=7t AL EF Hot 27 AFZ0| = REQl H L2 Trident Protect2] RBAC 7|58 AHE35H0|
2| AALL | JATO|A0 Ciot MMAE HLF MEXMOE XY 4~ USLICH

= T M-

SHAH 22X 2a 7|2 H[JAHO|AS| 2[AAN HMAL £ trident-protect YLH LIE BE
LHLAHO| AL 2| AAQ HMAL 2 JASLICH 2[AA U S22 T2 M| CHEE HMAE HMofSHAH =7t
HAHO|AE THES D T HAAHO| AN 2[AA I S8 T2 MZ FT5H{0fF SHL|Ct.

ArEXtE 7|2 WA AHo|AN 38 =13 H|0|E 22| CRSE TS & trident-protect USLICHL S&
T20H HYAHO|AN S8 T2 0| 22| CRSE 2S00 LICHEH AtHEAM HEE S8 =203y}
St HJAmo[A0 S8 T2 O|0[E 22| CRSE BHELICH).

= L--d

o2 S Edt= AP0l U= Trident Protect AFEX HO| 2|AA FHH|O] CHEE UM A HBH2
2| Kol A2 £ 04 LT

* * AppVault *: HZl XtH ZE H|O|E{7} HeefL|Ct
@ * AutoSupportBundle: H|E2! 27 5! 7|Et ZR2Ft Trident Protect Cl|0|H & ST LILCE.

H =2 o

* * AutoSupport?|=0]| U2t 23 $F LHE 22| 5+ UASLICE

7t E2 Y2 RBACE AHE5H0] 0| = 2H|0f| Chet M A S 22| XHof| A Mietsth= 2 LT

RBAC7t 2|44 Sl H[YAH| 0| A0 CHEE HHAS FH[SH= A0 Chet XbASt LiI82

HEMHZSHAIL.

£ "Kubernetes RBAC

MH[A Aol CHet XEMISH L8 2 2 "Kubernetes AMH|A AT AEHAM"EESHYAIL.
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https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/reference/access-authn-authz/rbac/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/
https://kubernetes.io/docs/tasks/configure-pod-container/configure-service-account/

al
x

O|S Sof, ZH0= 22 A B2Ix}, AXLI0IY ALSKH 15 U O
S 150 22 ST UIYATIO| A0 BHEHEl 2] AA0]Bt

IS AL AE IE0] YULICH SRIAE Balxhs
| O

A|LI0fY JIF 3 O A4 9l 22 BT 96
CHS XS eI,

1CHA: 2t 389 2|AAE TEfe HJATO|AE BHEL|C

HAAHOAE GHER 2lAAE £RIHOR £2SR oY 2an0] AHAH 4 2lE MBRE HIt BEHOR

Hoig = AELICE

7
1. Ix|L|0f2 D59 UIYAB|0|AS BHELICE

kubectl create ns engineering-ns

2. OAY 3EQ| HIYAHO|AS BHELICE

kubectl create ns marketing-ns

2EHA|: 2 Y A|0| A0| BlAaAot 84T AET M AH|A AFYE BhELIC

M=Z 2tE= ZF HIYAT 0| A= 72 MU|A AFO| &H MISEX|2, LB 2ot Z2 2F 2H0| PrivilegesE
£742 Lz 2 =2 2t ALSXF 220 TSt MH|A AHS BHS0{of ShiC

T
1. AIX|L|oi OF0] chet MH|A AFHES d-ggLlct,

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. OHAI” 2 EQf MH|A AIFE 2SI

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns
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SEHAI: ZH A MBI AZo| Cet S E 2HELICH

+>

MH|A AE == ME[A AEE 2SSt Ol A8EH, &4E 2 &7 AHSt THAl 2t 2= JASLICH

)

e
1. AUXILIOIZ MHIA Aol Ch3t 2SS MABHLICH,

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service-account.name: eng-user
name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token

2. OpA|” MH|A Aol Tt 2= 2hS7):

apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—-account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

4TH7|: RoleBinding 7H1K|S 2HS0{ ClusterRole 7HH|E Z+ M| MH|A A|&of| HilEghL|Ct

Trident ProtectE AX|5tH 7|2 ClusterRole 7HA| 7} - E/LIC} RoleBinding ZHA|E M d5t1 X310 0]
ClusterRole2 A{H|A AH[™oj| HiQlEer 4~ JASL|CH

|
1. ClusterRole UX|L|012) A& Aol HrelZ gL Ct,
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

2. ClusterRole2 OHAIE! MH|A AE| HZE

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

r
rot
°
o
=
I
Ral
i

>

m

o
C
Inl

1. AX|LIO1R AFXLZL AXLO1E 2|2 A0 HMAY 4= UA=X] oletL|Ct.

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns

2. AIX|L{O1E AFEXI7F OHAIE 2| AA00 AMAE 5 =X

JIOI-

'c'>'l- |__| [:|-
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns

[y it

6CHA|: AppVault 24K|of] CHEE M A AT E0

ot 5 AT 2 COfE] B2 BeiS

S5t 2B AE| BE|X7HIHE ALZ RO AppVault HHof Chet
oA B2 ROYBof BHL|Ch

CHA|
1. AppVaultO]] CHst AFE X} M| A HEHS BE0{SH= AppVault 3 25 =8 YAML IHY S 0HE0 M E8tL|Ct o
=0{, C}S CR2 ALEX}0I|A| AppVaultoll CHEE HAM|A HBHS eng-user EOEIL|CE.
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apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret
providerType: GenericS3

- SAE ZE[XI HIYAT 0| AL £EF 2|AA0 TS AMA Hots BOE 4+ JAEE HY CRSE WHst
HERLICL o2 =T th32 2Lt
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get

3. RoleBinding CRE 2tE1 ME35t0] HotE ALK} eng-userO| HIIYBILICE O E =

382

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns

kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user

CtZat fAFet £30] EA|ELICH

™ CiZ o 2Lt



Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"

b. AFZX}7} O|H| HA|A #BHO] U= AppVault BEE 2g 5= J=X| HIAESH SLIC

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect

CtZat fAFeH £20] EA|ELICH

—

yes

mH

ot

AppVault HotS RO{SH ALEAH= 88 T2 H|0[Ef 22| Ao SQUE AppVault 7HHIE AHEe 4= A0{OF 51T,
LYE HYAIO[A Q| 2| A A0 MMASHAHLE HMA HEHO| Gl= M 2|2AS WHY - GIELIC

—

Trident Protect 2| A A ZL|EZ

kube-state-metrics, Prometheus, Alertmanager 2L 2 A EE ALESHH Trident
Protect® B3 E|= 2|AAQ MEfE ZLIHAY £+ JUSLILCE

kube-state-metrics A|H|A = Kubernetes APl 410l HEZIZ MM BtLICt Trident Protect2t BH ALESHH
ALEX} 2HAHO| 2| AA AEHO| CHEE R HETL M ZELICH

tu

Prometheus= kube-state-metricsO| A 41 El H|O|E{E £EISt1 0|2{at Zix|ofl CHet A 912 &= /U= HE
MZ2% 4 Q= E3IQLICE kube-state-metrics@F PrometheusZ EHH| AF23HH Trident Protect2 Zt2|3H= 2| A A9
MEHQ} MEHE ZLIHZEY £ Qs WHE KMSEL|ct.

Alertmanager= Prometheus®t 22 =F0[A B 2105 £FSH0 4ot Mo = 2tRESH= MH[AQL|CH

4 S X2 o BYLICh 2HEol| SHA| ALE XL X[FoHOF BfLICh A el X|H 8l

@ * "Kudbe-state-metrics 2= A{"
* "Prometheus A& A{"

* "Alertmanager A3 A"
1EHA|: ELEHE =15 XL}
Trident ProtectOf| A 2|AA RLIE S 231512 ™ kube-state-metrics, Promethus, AlertmanagerE A X|st1

T4otiof L.
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https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://github.com/kubernetes/kube-state-metrics/tree/main
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://prometheus.io/docs/introduction/overview/
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
https://github.com/prometheus/alertmanager
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kube-state-metrics= M X|EtL|Ct
Helm2 AF2310] kube-state-metricsE A X|& 4= QUSLICE.

e

1. kube-state-metrics Helm XtEE F7IgtL|Ct 0| E EH Ct2 ot ZE&LICE

helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts
helm repo update

2. 28{AE0]| Prometheus ServiceMonitor CRDS H2%tL|LC}.

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus—-operator-
crd/monitoring.coreos.com servicemonitors.yaml

3. Helm XtEOf cist M MU S FHELICHO|: metrics-config.yaml). CHS GIX| TS AFSXF 2HE0]| SHA|
AHEXF X[ " & JASLICE



metrics-config.yaml:kube-state-metrics Helm XIE 74

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true

4. Helm XIEE HYZE St kube-state-metricsE A X|EtL|C. 0|2 EH Ct21 Z&L|Ct
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0

5. Trident ProtectOll Al AF2SH= ALEXF HO| 2|A A0 CHE HIE2I2 MMSHEE kube-state-metricsE 74 6t2{H
CtS XIE S MEMK. "kube-state-metrics &S 2[AA 2A3}" .

PrometheusS M X|gfL|C}

of XX 2t PrometheusE AX[E £ "Prometheus EE A" Y ELICH.

AlertmanagerS MX|L|Ct

o| X|&lof| w2t Alertmanagers A X|& 4 "Alertmanager 2 A" JELICE.

o

1. kube-state-metricsE Prometheus®2t E&8fL|Ct. Prometheus 74 MY S (‘prometheus.yaml"H 2511 kube-
state-metrics MH|A FEE FI}etL|Ct o E SH C21F Z&LIC

ESt

prometheus.yaml: Prometheus2 kube-state-metrics A{H|A S&

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- job name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. 2422 AlertmanagerZ 2t &SI E = PrometheusE TABfLICt Prometheus 74 TS
(‘prometheus.yaml" W&t Ot MM S FIefL|C
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https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://github.com/kubernetes/kube-state-metrics/blob/main/docs/metrics/extend/customresourcestate-metrics.md#custom-resource-state-metrics
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://prometheus.io/docs/prometheus/latest/installation/
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: Alertmanagerd| 22! ELH7|

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

At
Prometheus= O|X| kube &Ef HIEZI0|A HEZIZ T35t Alertmanagerd]] Z211E M&E & USLICE OfH|
LS EB[AHSH= R7int YRS H /IXIE 4 ZH| 7t = }ASLICEH

H AHSOHEE =7 E YT 20l= 2ES B FE fEL LES B 9XIE 80k Lt

CHS Ol M= B ALSXE K| 2|AA0| MEf7L 5k |4 = HHE R EB|HE = 52 Y8 E Error
HOlgtLICt O] OIMIE AtEAt 2tB 0l SEA| AHEX} K|St O] YAML AL[ZIS Fd mpdof| Zeteh
prometheus.yaml J}&SLICH

rules.yaml: &It #1240 CHSE Prometheus 22 9|

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}

for: 5s
labels:

severity: critical
annotations:

summary: "Backup failed"

description: "A backup has failed."

22 O2 MEZ ELH =2 AlertmanagerS 1A SLICH

ool 2t S XI-SHo] A H|Q, PagerDuty, Microsoft Teams EE= 7|EF 221 AH|AQL ZE2 CHE R0 222
HL{EZ AlertmanagerE #8E = alertmanager.yaml U&LICE.

LIS ool M= 22! HIAIXIZ Slack X0l ELH=Z AlertmanagerS FAEILICE O O|H|E SHAN| LA AL
X" ™ 7| 22 A8 2 F0|M A &= Slack Webhook URLEZ HHEL|Ct api url.
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alertmanager.yaml: Slack &'20j| 22! HLj7|

data:

alertmanager.yaml: |
global:

resolve timeout: 5m
route:

receiver: 'slack-notifications'

receivers:

- name: 'slack-notifications'

slack configs:

- api url: '<your-slack-webhook-url>'

'#failed-backups—-channel'
send resolved: false

channel:

Trident Protect X[ HZ= M4

o
—

Trident Protect2 A2}

HHE S NetApp XI20f| &
A= 82 AHEXHEQ lj—l**(
Y=g = JSL|CH

st 20, HEZ, EZEEX]
eI ZotEl HES MY = ASLICH AE 0| HZEE|0f
R) I} S AF3L0] NetApp X9 AFO|E(NSS)0H| X8l HES



£

1. AF8X Ho| 2|AA(CR) IHUS PHE11 0|52 XIHELICHO|: trident-protect-support-
bundle.yaml).

2. Otg E4& 7HLICL

° metadata.name: (required) O| AtEX} HO| 2|AAQ| O|SRILICH AMEX} 2HEH0f| B TRt
22|l 0|2 MElSHAI2.

o

OfloFEl S A2 UTC @ 124|0f] 2REIL|CE 7Hs3t 2t

15|

[ |

2

2

4>
ofn

* spec.triggerType *:(required) X HE0| ZA| *”“ﬂh | E= 0| 2= =X EE ZHLICE

° spec.uploadEnabled: (Optional) X| ¢l HE0| MM El = NetApp K| AO|E0]| & EEE|0{0F SH=X]|

RE MOIRLIC X[FokX| Q™ It 7|2 UL E false AHELIL JtsTl 2L

=2=od [

« X}

* FALSE(7|23%))

° spec.dataWindowStart: (Optional) X| 2! HE0| L& El Ci|O|E{ 2| X0| A|ZtE| = LMt AlZHS

X|Edt= RFC 3339 HAl9| &Mt EXEYLICH X|YSHK| g2 ER 71242 24412t O|HILICE X|H

7 A= 71 WHE 7(2H Eats 72 O ULt

YAML Of:

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. [I22 & F trident-protect-support-bundle.yaml SHIZ ZfOZE OIYS 0H=1 CR
HESHM 2.

mjo

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

CLIE AME30] X2 HES HgeiLitt
|
1. 8% oto] g2 A2 232 HE 2 thASt] X HES 2HELICE 2 trigger-type HE0| FA|

b k=1s
=
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MAE|X] OLIB M4 AJZH0] A7|B0| Of2} ZHEIER, EE scheduled 0 H 4 YEX| ZHELIC
Manual. 7|2 MHEE2 *‘Manual ¥LILC}.

of

L1

ST oEa 25Ut

tridentctl-protect create autosupportbundle <my-bundle-name>

--trigger-type <trigger-type> -n trident-protect

X HES ZLIEHZSH HMBL| T,

T MR WY B SIS A XY HS S THE 2oll= WY T JES ZLEZSN 22 AAROZ ZHAMst
A LICE
ChA|

1. 7|Ct2|C} status.generationState ZESICH Completed AEH. OIS HHES AMESH0] MM Tl Atets
DLHYEE + AJSLICH

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. X2l HES 24 AAHIOZ JIHZLICt 2t El AutoSupport HE0AM 2A HHS 7 ZL|CE

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

HOt2t kubectl cp EH|M FHS MEISI 25, thy Q5 Adts 22 LA E2| 2 BHEL|C],

Trident Z2EIE 178|0|E

Trident ProtectE %|A HE O Z I 18|0|ESHH ME 7|sO|Lt HO ™S &8 £
USL|LCE.

* 24.10 BHOIA A20|S8te 29, ATA0IE 5 4 Sl Adtstol Life + UL O
MIj 3% £5 i 0oFE AAF NS WHlotR| ALICH YOOI T AAro] Mnfet
A2 £SO A AUAIS M0 B2 0|ME B 4 ABLIT
Al QRS W|EH YI20|S HO| DE ALAF WS HISASACLI LISO| CHA
©) Adefe 4 QUALICE 51X B 0[] 5191 Q20| 7|7H SO ool AhAbo] BE AAE 4
0IA|_||:|-
AN H .

* JHQI B|X|AER| MX|o| AL CHAM H{FOf| ZR$t Helm XHE 2} O|O|X| 7} 7HQ! B| K| AEE|0|AM AL
7HsSHX| &telstn, ALE X} Il’H Helm 20| Af XtE H{H 1 SSte|[=X] &QISHM| 2. XtAISH LHE2
Cl2 2 A ZSHMR."7HQ! | X|AE2|0f| A Trident Protect A X|" .
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trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html
trident-protect-installation.html

Trident ProtectE ¥ 12{|0| =52 ™ CHZ A E +HSHAM Q.

EHA|
1. Trident Helm 2|ZX|E2|E YH|0|ELILCE,

helm repo update

2. Trident Protect CRD g 12|0|=

@ 25.06 O|™ HHO|AM &30 == AL CRDZt O|A| Trident Protect Helm XIEO|
EoE|AC D2 o] BHAIZF HegtLCt.

a. CRD #2|E HMetst{™ o] HH S MAMSIML. trident-protect-crds HAH trident-protect :

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}' |
xargs -1 {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}"

b. Helm H|ZZ AtX|st2{H 0] HHS MAMSIM|R. trident-protect-crds AIE:

@ HM|7ASHK| OFMAIL trident-protect-crds Helm2 AFESI0] XAIEE THEH CRD2} &t
olo|E{ 7} MAHE 5 ASLICH

kubectl delete secret -n trident-protect -1 name=trident-protect-
crds, owner=helm

3. Trident ZTZ2EIE A T3|0|=

helm upgrade trident-protect netapp-trident-protect/trident-protect
—--version 100.2510.0 --namespace trident-protect

P 0|lE B0l 2 +FES 75T LSS FII5HMR. —--set logLevel=debug

@ o-|—|a1|o||: l:hladog 7|E §7I _JIK_Z,SQ |:|. |'|75¢|—||:|' warn . |:||:|-|—1 EJIO NetApp x|°JE!o|
20 38 HEOAHL M E MK 1t ZHE RISz o] =20| =22 2| s Zo|
HEELC

OHZE|Z[0] M= 2|5t HZ BTt

Trident Protect AppVault Z{H|E A2 H3IS 22| 2L C.

Trident Protect?| H3! At2X} HQ| 2|AA(CR)= AppVaultZ L2 U&LICH AppVault

391



A= AE2|X| 2] MUH Kubernetes HAE= HARLICE AppVault CROfl= ¥ €,
ALHAE 221 Xt SnapMirror 2H|QF 22 EH5 X0l HIIS A6t o Zest 2A0|
motE|of QUL 22| X12F AppVaultE 2Hs £ USL|CH

OHZ2|A|0| M0l M CIO|E] E= ZAS +HE M= AppVault CRE 822 L= HHE|AM MHsHof gLt
AppVault CR2 ArEX} 2tgof| 2t Lt=2 2, 0] H|0|X[2] 6f|A|E & 1150 AppVault CRE &g 4= ASLICH.

@ Trident Protect?} A X|El 22{AE0]| AppVault CRO| UY=X| 2ISHNIR. AppVault CRO| §i74Lt
AMAT £ Q= FR HHEW 2F 7} EAIELICH

AppVault 215 U 25 E FHBfL|Ct

AppVault CRZ 4M35t7| Mol AppVaultel MESH C|O|E O|SXt7t At & 2t 2|2 A0 Ciel 1B &~ UK
2POISHM|R.

Data Mover XMZ&4 245 lL|Ct

CRO|L} Trident Protect CLI 2211212 A5t AppVault ZHH|E MH5t= AL Restic & Kopia &3 2%t

o
AR HO| H{UHS I} I SHEl Kubernetes H|ZHS E K| AT & QIAL|CH H|UHS E X|XSHK| 2 O™ Trident
Protect= 7|2 H|ZHS E AFETfL|CE

* AppVault CRE S92 MM iff spec.dataMoverPasswordSecretRef Z=5 ALE5I0] H{UHS E
INESIHE e

* Trident Protect CLIZ AE3510{ AppVault HKIE MM M CHSS AMESHUAIL. --data-mover-password
-secret-ref H|YZ X|H= Ql+LICE

Data Mover 2| ZX|E2| &5 A E MMetL|Ct

MSHH|R. AppVault Z4H|E M A off Trident Protect?t O H|ZHS S AtE35H0

CHS Ol E AFEot0 H|ZHS S
ASBSIE=T XA = ASLIC.

HIO|E 0| MEAE

* AF2 9! Data Mover0]| 2t 8i{S Data Moverdi| CHH @t 0F I5HsHH EILICE O|E &
Restic2 A5t U1 LSO KopiaE M2 A=2l0| gls 32 2= E THE [ Restic 2=t

: Zoteh = JUSLCH
* H{ZHS S oHXot of| HtstM Q. 22 SE{AEL CHE S AHOM HIO|HE S@E
LR 2HAH £ trident-protect HIYALO|ATZ} AK|E[H HYHS 10|=
SHAOILE ARAE SRY + elELICH
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RE AEELICE

apiVersion: vl
data:
KOPIA PASSWORD: <base64-encoded-password>
RESTIC PASSWORD: <baseb64-encoded-password>
kind: Secret
metadata:
name: my-optional-data-mover-secret
namespace: trident-protect
type: Opaque

CLIE AtE%tL|Ct

kubectl create secret generic my-optional-data-mover-secret \
--from-literal=KOPIA PASSWORD=<plain-text-password> \
--from-literal=RESTIC PASSWORD=<plain-text-password> \

-n trident-protect

_k _._

S3 =gt AEZ|X| IAM Eet

Amazon S3, Generic S3 & S3 22t AEZ|X|0] &£ HL "StorageGRID S3", EE= "ONTAP S3 £
RS A| 2" Trident Protectg AE%t= 82, MS5h= ALK At SO I=|'|5"01| M| ASH= HI 513._ Heto|
UA=X| 2rlsl{of ehL|C}. CHZ2 Trident ProtectOl] CHeE M| A0 H R X|ATte| HotS 20{ot= HHO| of L Ct.
O] 32 S3 =&t K3l ’S*—.”E 2ot AFEXA HEY £+ AUELICE

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [

"s3:PutObject",

"s3:GetObject",

"s3:ListBucket",

"s3:DeleteObject"
I

"Resource": "x"
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https://docs.netapp.com/us-en/storagegrid/s3/index.html
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.netapp.com/us-en/ontap/s3-config/
https://docs.netapp.com/us-en/ontap/s3-config/

Amazon S3 HA0f| CHat XtM[SH LI 2 CHS Of|M|E & ESHMR. "Amazon S3 EA1" .
Amazon S3(AWS) 2152 2|3t EKS Pod ID

Trident Protect= Kopia HIO|E{ 0|5 =S 2|8l EKS Pod IdentityS X|2IELIC} O] 7|52 AF3SIH Kubernetes

HIZoll AWS Xt& ZEE N ESHK| ¥ S3 KA QHHSHA MM AT 5~ QUESL|CE

AN

* Trident ProtectE AF2%t EKS Pod Identity 27 Atgt

Trident Protect2t 271 EKS Pod IdentityS AFE5t7| F0f| CHS AFEHS EOISHAIR.

O% - -
* EKS 22{AE0]| Pod Identity7t EA 310 Q&LICH

* 20t S3 HIl ATHO| A= IAM FEH S HIYSLICH XMSt 82 ChSS EESIMR."S3 =&t AE2[X] IAM

o
Heot .
* IAM €22 CHS Trident Protect A[H|A 71t HZEL|C},
° <trident-protect>-controller-manager
° <trident-protect>-resource-backup
° <trident-protect>-resource-restore

° <trident-protect>-resource-delete

Pod IdentityE Z42t5t10 IAM S MH|A AF 0t HAASH: W0l Chet XMl X[ &2 CH2 2 HESHMIR. "AWS
EKS Pod Identity &A{" .

AppVault 4 EKS Pod IdentityS At26H= A2 AppVault CRS CHE1t 20| M TILICEH useIaM: true HAIH
X4 3 hAl 3.

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: eks-protect-vault
namespace: trident-protect
spec:
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-aws
endpoint: s3.example.com
useIAM: true

dl

222 SZXE 25t AppVault 7| M4 of

0

AppVault CRE Folgt iff IAM 2152 AE3HX| 8= ot SEX7t 2 AESH= B[220 HMASL7| 2fet XHH SES
Zotelof ehL|ct. XtA ZHol| gt 7| ”**OF‘ Y2 SSA0]| w2t CHELICH ChE2 o2 SSAH0] thict S-S
7| 4d o ULICE T2 IE ALESIY 2t 22t E SSAt2| AHH SFof| tigt 7| dde = ASLIC
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https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.aws.amazon.com/AmazonS3/latest/userguide/example-policies-s3.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html#s3-compatible-storage-iam-permissions
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-identities.html

Google 22I2E

kubectl create secret generic <secret-name> \
-—from-file=credentials=<mycreds-file.json> \

-n trident-protect

Amazon S3(AWS)

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<amazon-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

Microsoft AzureE X ZsHMAIR
kubectl create secret generic <secret-name> \

--from-literal=accountKey=<secret-name> \
-n trident-protect

ot s3

ne

kubectl create secret generic <secret-name> \
-—-from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<generic-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

ONTAP S3 £ XA

kubectl create secret generic <secret-name> \
--from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<ontap-s3-trident-protect-src-bucket
-secret> \

-n trident-protect

StorageGRID S3

kubectl create secret generic <secret-name> \
-—from-literal=accessKeyID=<objectstorage-accesskey> \
-—-from-literal=secretAccessKey=<storagegrid-s3-trident-protect-src
-bucket-secret> \

-n trident-protect
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AppVault 44 of

C22 2t 22 Xtoll et AppVault H 2|9 o IL|Ct.
AppVault CR 0f

CtS CR OIMIE AHESI0 2t 22IRE 3SRl Lt AppVault ZHH|E BHE & USLICH
* MEHMOZ Restic % Kopia A& A = otof CHeE ALE X X H &
X &HE 4= ASLICEH XtA|SH LIRS S Data Mover A& 4 o UL CH AIXSHMAIQ.

* Amazon S3(AWS) AppVault ZiH|9] AL MEiXo=Z sessionTokenE XE8g 4= AEFLICL 0| =

@ 2150] SSO(Single Sign-On)& A2 Aoof 98BIt 0| E22 of A ZEAN Cist 7=
MM I 2212 C ZEXIE 9|8 AppVault 7| A4 oA ElL| T},

* S3 AppVault 4K|2] AL MEAXMOZ 7|E ALE5H0] OLRHHRE S3 E2HT0]| CHSE 41 TEA|
URLZ X|™¥E £ spec.providerConfig.S3.proxyURL JU&LICE.
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Google 22I2E

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: gcp-trident-protect-src-bucket
namespace: trident-protect
spec:

dataMoverPasswordSecretRef: my-optional-data-mover-secret

providerType: GCP
providerConfig:
gcp:
bucketName: trident-protect-src-bucket
projectID: project-id
providerCredentials:
credentials:
valueFromSecret:

key: credentials

name: gcp-trident-protect-src-bucket-secret

Amazon S3(AWS)
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: amazon-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: AWS
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret
sessionToken:
valueFromSecret:
key: sessionToken

name: s3-secret

Kopia HI0|E{ 22} 24 Pod IdentityE ALE5t= EKS 222 A2 LIS 2 MAHY &+ U&LICH
@ providerCredentials MME FI}5t10 FIISIMR useTaM: true OF2HO| s3 CHA
THE MEfSHM| 2.

Microsoft AzureZS X X5HMA|Q
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: azure-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: Azure
providerConfig:
azure:
accountName: account-name
bucketName: trident-protect-src-bucket
providerCredentials:
accountKey:
valueFromSecret:
key: accountKey
name: azure-trident-protect-src-bucket-secret

2r s3

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: generic-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: GenericS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey

name: s3-secret

ONTAP S3 £ XA
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: ontap-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: OntapS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: s3-secret

StorageGRID S3
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apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: storagegrid-s3-trident-protect-src-bucket
namespace: trident-protect
spec:
dataMoverPasswordSecretRef: my-optional-data-mover-secret
providerType: StorageGridS3
providerConfig:
s3:
bucketName: trident-protect-src-bucket
endpoint: s3.example.com
proxyURL: http://10.1.1.1:3128
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: s3-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey

name: s3-secret

Trident Protect CLIZ AF2% AppVault M4 O
CHS CLI EE ORI At83t0] 2t S=Xtof| CH3ll AppVault CRSE S & UELICEH
* MEHXM O Restic Y Kopia X% P_._ A 3t0f CHot AFEXL XM 27t IEHEl Kubernetes 2 S
: X &g 2 ASLICE XM LI S Data Mover M& A S L|CH EERSHAIL.

* S3 AppVault 7HH|S] 22 MEHMO = QI+E AHESI] OF2HIRE S3 E2f o] CY
URLE X|8g & --proxy-url <ip_ address:port> USLILCL.

rot
o>
=
IH
Jhu
>
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Google 22I2E

tridentctl-protect create vault GCP <vault-name> \

—--bucket <mybucket> \

-—project <my-gcp-project> \

--secret <secret-name>/credentials \
--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Amazon S3(AWS)

tridentctl-protect create vault AWS <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

-—-data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

Microsoft AzureS & X5HA A2

tridentctl-protect create vault Azure <vault-name> \

-—account <account-name> \

—-bucket <bucket-name> \

--secret <secret-name> \

-—-data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

tridentctl-protect create vault GenericS3 <vault-name> \

--bucket <bucket-name> \

--secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \
-n trident-protect

ONTAP S3 E & ZESHUAIL
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S3 84t 74 U2 O3 HE X5

tridentctl-protect create vault OntapS3 <vault-name> \

--bucket <bucket-name> \
——secret <secret-name> \

-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \

-n trident-protect

StorageGRID S3

tridentctl-protect create vault StorageGridS3 <vault-name> \

--bucket <bucket-name> \
——-secret <secret-name> \
-—endpoint <s3-endpoint> \

--data-mover-password-secret-ref <my-optional-data-mover-secret> \

-n trident-protect

K| YE providerConfig.s3 7+48 M

I
=
to

[}

of7H H = A 7|2 ol
providerCo SSL/TLS QIS A 2212 H|et Mottt H=Al wEpn w7 E|
nfig.s3.sk

ipCertvali

dation

providerCo S3 AEIZQIELLS| OISt HTTPS S4I2 & SRV E
nfig.s3.se ZrMSIRtL|CH

cure

providerCo S30 HZSI= O AFRE|= TE2A| A2 URLES None http://proxy.ex
nfig.s3.pr X[HSIHAIL. ample.com:80
oxyURL 80
providerCo SSL/TLS ‘.1%% IS AFEXL X|H RE CA None "CN=MyCusto
nfig.s3.ro QUBEME NSSHHAIL. mCA"

otCA

providerCo S3 HZl0f| 257 28l IAM 2152 HA & AHA
nfig.s3.us ZH3ISIMR. EKS Pod Identity®i] =& EL|Ct.

eIAM

AppVault 3£ E FL|Ct

Trident Protect CLI 213212 ALE5IH S2{AE|A M-dot AppVault ZHA|0f Ciet HEE = & JASLICH

e

1. AppVault 7HH|2| LHES SLICt.
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http://proxy.example.com:8080

tridentctl-protect get appvaultcontent gcp-vault \

—--show-resources all \

-n trident-protect

o= 0o *
o +

| CLUSTER | APP | TYPE
TIMESTAMP |
o +

| mysgl | snapshot

08-09 21:02:11 (UTC) |

productionl snapshot

=1
=

0
Q

[

08-15 18:03:06 (UTC) |

productionl | mysgl | snapshot

08-15 19:03:06 (UTC) |

productionl | mysgl | snapshot

08-15 20:03:06 (UTC) |

productionl | mysqgl | backup

08-15 18:04:25 (UTC) |

productionl | mysgl | backup

08-15 19:03:30 (UTC) |

productionl | mysqgl | backup

08-15 20:04:21 (UTC) |

productionl | mysqgl | backup

08-09 22:25:13 (UTC) |

| mysgl | backup

08-09 21:02:52 (UTC) |

mysnap

hourly-e7db6-20240815180300

hourly-e7db6-20240815190300

hourly-e7db6-20240815200300

hourly-e7db6-20240815180300

hourly-e7db6-20240815190300

hourly-e7db6-20240815200300

mybackupb

mybackup

MO =, Zt 2|AAL AppVaultPathE Ee{H Z21E "--show-paths’ A &HLICt.

K 2ol Y= EHAE 0|52 Trident Protect helm HX| A| 22{AF 0|50| X[HE= &
= . .
= :—-set clusterName=productionl.

=
=

AppVaultE X HgfL|Ct

AKX EX| AppVault ZHHIE HHE  ASLICE.

®
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2024-

2024-

2024-

2024-

2024-

2024-

2024-

2024-

2024-

AppVault 7HH|E AH|SH7| Hof| AppVault CROIA 7|E XMHSHK| finalizers OMYAIL. O A
SHH AppVault HZl 2| ZHo] H|0|E{ et S 2{AE Q| 22|El 2[AATH MG E £ JEL|CE



AlZtst7| o
A5t = AppVaultol M AFE ¢l 2= AHAE 8 i CRSE MM =X| =heletL|Ct,

Kubernetes CLIZ AF25t0{ AppVaultE X7 EL|C
1. AppVault 7HHIE 73St appvault-name HMHE AppVault ZHK|2| O|S O Z HFL|C}

kubectl delete appvault <appvault-name> \
-n trident-protect

Trident Protect CLIE AM2610{ AppVault X| 7
1. AppVault ZHH|E |78t appvault-name MHE AppVault 7HH[2| O|ES 2 HiFEL|CH

tridentctl-protect delete appvault <appvault-name> \
-n trident-protect

Trident ProtectES AI2510] Z2|E 2[8t OHE2|A| 0] I

Trident Protect2 2t2|5t21= 0fZ2|H|0| 42 Folota{® ofZ2|2|0]M CRI+ 2121 AppVault
CRE M4feka ElLiCt

fujn
o
ot
M|
rx
0z
o

AppVault CRZ M BtL|Ct

OHZ2|#|0|HoiM HIOIH 2% P S e [ ALEE AppVault CRE ZHS0{0F 5HH, AppVault CR2 Trident
Protect7t & X|El 22 AF 0 9101 P I Ct. AppVault CR2 At Xt 3t w2t CHEL|CH AppVault CR2| 0=
OS2 HZotMR."AppVault AF2 XL X[ 2|AA "

oo

2IO=1%

Trident Protect2 2t2|5t2{= 2t O S2[AH|0| 8 & FoldloF LICt +F2 = 0fZ2|#H| 0|8 CRS WHBtHLL Trident
Protect CLIE AF83t0 22|E 0fZ2|AH|0|ME HalE & ASLICEH
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trident-protect-appvault-custom-resources.html
trident-protect-appvault-custom-resources.html
trident-protect-appvault-custom-resources.html
trident-protect-appvault-custom-resources.html
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[E2 XIHSLICHO: maria-app.yaml).
b. [}S EAMS AL}

* metadata.name: (required) S8 T2 AI2X} JHO| 2|AA0 O|EYULICE HT ol st
CHE CR IHYUO| O] gt2 &=3t7| mjZ20]| MEHSH= 0|2 HHlgtL|Ct,

* spec.includedNamespaces: (required) HI QA 0| A 5l 20| ME{T|E ARSI S8
T2 MM ArESHE UHRJAAH|O|AL} 2| AAE X[™EILICH S8 T2 I3 L|QAH0|AE O]
FE9| YFoof gfL|Ct. 2i[o|Z MEHT|= MEH ALHO|H X[™HE 2 HIJAHO|A LHO|N E|AAE

— =1
ZERSHE ol A8 E + ASLICH

* spec.includedClusterScopedResources: (Optional) 0| 82 AI25t0{ 2
TotE SHAEH He| 2|AAS X|HELICH 0] {48 AHSSHH i
7|9t = of2{ot 2| AAE MEHS &~ QUGL|CE

ont
[
o
X
r

* groupVersionKind: (required) 22{AE He| 2|AAS| API O &, HA 8! ZFE X L|CH
* labelSelector: (Optional) Bl[0|2& 7|¥C 2 S A H| 2|AAE EHEZISLICL

* metadata.annotations.protect.trident.netapp.io/skip-vm-freeze: (A1&4 f‘?_-!) o M2
KubeVirt 2tZ 3t Zt0| ARAF Hof| IHY A|AEIO] FX| == 7hat A0 A ol El o Z2|A|0] Mo Tt
HMEELICH AHAF F0i| O] OfZE|AH|0|M0| IHY A|AHIO| & = A=K HEE Il’gE*thf true2
HHSIH of S2[AH[0|M 2 2 EH dEE RIS ARAF F0| ﬂf°' A A0 £ = JASLICEH false2

Solol ojZ2lAl0| M 22 HHS DA AHAS W Sot 0 A|A0| SHEILIL,

X H = AR OHEEH‘IIOI Holof 7t Mol gl= ?5' FM2 FAELIC X[FotK| §oH S8

o2 ML 122 MEL|CH"Z 2 Trident ZREHE =PSE

mﬁ

S8 m2I0| 0[] AT F0j 0 FA

_11
ojo
02

S A8 Y & ASLICH

fjo

HEdN0f ot= 8%

I'IF

kubectl annotate application -n <application CR namespace> <application CR
name> protect.trident.netapp.io/skip-vm-freeze="true"
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YAML 0f|:

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
annotations:
protect.trident.netapp.io/skip-vm-freeze: "false"
name: my-app-name
namespace: my-app-namespace
spec:
includedNamespaces:
- namespace: namespace-1
labelSelector:
matchLabels:
app: example-app
- namespace: namespace-2
labelSelector:
matchLabels:
app: another-example-app
includedClusterScopedResources:
- groupVersionKind:
group: rbac.authorization.k8s.io
kind: ClusterRole
version: vl
labelSelector:
matchLabels:
mylabel: test

1. (M Areh) 4 2|0|20] EAE 2|AAS TESt7 L M|QIsh= HE{-IS FTFEL(C

° resourceFilter.resourceSelectionCriteria:(2E 20| 2 R2) Include resourceMatchersti| H2|E
2| AAE TESHALE M5t H EE= S Exclude AFR2ELICEH CHS resourceMatchers OH7H H4&-S
FItoto] ZetstALL Mele 2|AAE FogtL|ot,

* resourceFilter.resourceMatchers: resourceMatcher 7HA|2| HHE IL|C}. O] HHE Ol A 02
2AE Moltt= AR did @4 OR HAMCE AUX[SIL 2 @A(OE, 357, HH) LHe| HEE=
AND A Ao 2 AX|BHL|CE,

* resourceMatchers[].group:(Optional) ZE{ g 2|A A9 OFQIL|CE
* * resourceMatchers [].kind *: (Optional) ZE{&! g 2|4 A9 ZFQ
* resourceMatchers [ ].version: (Optional) ZE{&l &t

=1
* resourceMatchers[].names:(Optional) BE{AE 2|AAL°| Kubernetes metadata.name
EE0| A= o|EYULICEL
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* *resourceMatchers [].namespaces *: (Optional) ZE{ZIE 2|2 A 9| Kubernetes
metadata.name EE0|| U= HLAH O] AL|CH

* resourceMatchers [ ].labelSelectors: (Optional) 0| H2|El CHE 2|AA 2| Kubernetes
metadata.name ZE0| = 2[0|S MEHT| XS ALICE "Kubernetes EA1" 0| € ™ Ct21t
“"trident.netapp.io/os=linux" Z &L|C}.

E Cf resourceFilter 2|1 labelSelector AFEEL|CEH
@ resourceFilter HA Aot IS 1abelSelector Bt 2|AA0
HEEIL|CE.

o

i

=9 Ch2at Z25LCh

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

2.

g

Zoi| &4

00

2 OT273 CR

o

ot

rin
ot

CRS HEgLICt of|E S 31t Z2&L T

kubectl apply -f maria-app.yaml

1. CH2 O|l®| & SIS A8t S8 T2 Fo|S IS XMEolL
2l
(=)

o
=
Mk
ot
rO

= a LS P . tol
HEZ HELICH oH|ol| EAIE 25 ALESIH HEZ FEE S52 M85 88 T2 F20
HJAHO| AL} 2| AAS Zoteh 4= JELICE

ARHSE S0l o Z2|AH|0|M0| IhH A| AR Z 5= A=K R E X|F5H7| 2fo HS dde Wl FHS AEE
7 ASLILE 0= AR Fof| T A AR0| FX|%| = KubeVirt 282t 22 7het HloM F2ol&
OHE2[AI0] 0|2 HEELICE =4S TSt 20| 2T5HEH true, HEEAH0[H2 222 HBHE RAISIL
ARHAF SOt T A| A0 £ o ASLICH 0| HE HFOIH false, HE2|AHO0IH2 S 2E 2T
FAlStD ARMAES B SO I A A0 SZEELUCH FME ALESHRI T 0 Z2|AH| 0| Folof 7het Mo
e 32 FH2 FAELIL A4S MESH] LH S8 Z2I-2 L3S WELILL"Z 22 Trident

mREE S2 4E
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o

OHS 0 b A|AR 1 SEof chet MY Mg A8

tridentctl-protect create application <my new app cr name>
--namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace>

o

oo

2IoI=0H

o

dgstn ot A LA™ O SEof|

rot

=4

oo

g_ o= ‘lI-l% —_rlM'é'FL|E|-_

O =2 o

tridentctl-protect create application <my new app cr name>
--namespaces <namespaces_ to include> --csr

<cluster scoped resources to include> --namespace <my-app-
namespace> --annotation protect.trident.netapp.io/skip-vm-freeze
=<"true"|"false">

gt 4= JUELICH ——resource-filter-include J2|1 --resource-filter- exclude

Q5F A
o= T
AAE TBSIALE H|2|StH7| I8t 22810 resourceSelectionCriteria CHS WO & £
=0l OF, EF, HA, 20o|F, 0|5 Y H|YAHo|AL Z2 AS0| YESLICE

ET A2

$0 W >

tridentctl-protect create application <my new app cr name>
-—-namespaces <namespaces to include> --csr

<cluster scoped resources to include> --namespace <my-app-namespace>
--resource-filter-include

'"[{"Group":"apps", "Kind" :"Deployment", "Version":"v1l", "Names": ["my-—
deployment"], "Namespaces": ["my-
namespace"], "LabelSelectors": ["app=my-app"]}]"

Trident ProtectE AI2350{ OfE2|AH|0|MH ES

SotEl B HHMO[LE fA| 7|5 = AMAFD} WA S £ HSHO] Trident Protect?t £2[dt=
= gS Exg = st

g

@ OOlE E5 X Sof| MY A|AHS 52 8 52 sHASH=Z Trident ProtectES A £ QU&LICE
"Trident ProtectS AF2SI0] DI A|AE SAS FASH=S 2HHO| CHO XHA|S] LOoLEMIR."
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of BAIMC = HZAEAHLE 0 S 2(Z|0[d L JAm| 0] 20

CR% Al._g_'é'l.o;l éLHAF% AH A 'o;l'|_||:|-

oHA|
1. CR(AF2XL Ho| 2|AA) IS OHS 1 0|E2 “trident-protect-snapshot-cr.yaml X| & gtL|Ct.
.l

o
2. MMt oo M CHe 48 Rt Ch
° metadata.name: (required) 0| AtEX} Ho| 2|AAQ| O|S)ULICE AFEX 2HF0f| H= 1R
g2|xol 0|E2 MEHSHMAIR.

=] =

° * spec.applicationRef *: ARAS M A S O Z2|#|0| 42| Kubernetes 0| S ILILCE.
° * spec.appVaultRef *: (required) 2H4F LIE(HIEIHIO|E])S K& AppVaulte| 0| S LICE.

° spec.reclaimPolicy: (Optional) A'#AF CRO| AMH|E o AMAES| AppArchivell HisH= S22
MolgfLICL &, 2 MY E HR0|E Retain AHAO| AN ELICH FETH SM:

* Retain (7|23f)

" Delete

apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
reclaimPolicy: Delete

3. o UOE M2 F trident-protect-snapshot-cr.yaml CR:

o

=Ht

Tl

kubectl apply -f trident-protect-snapshot-cr.yaml

1. CH2t= oto] h2 AL8XAL 29| HE R thA|sto AYAS WHetLICt oE S Ch3at Z2&LICt

[

tridentctl-protect create snapshot <my snapshot name> --appvault
<my appvault name> --app <name of app to snapshot> -n
<application namespace>

410



() ECiAE el elade ofmeAol Bolo] BAHOR HEs ohEEIAON slaHolL
Chet AVt QU FQ el A s 220 ZRELICH

AlZfot7] Fof

AWS MM EZ0| Bt BAIZH AlSE|S 53 el Ktelof SESHK| Stolgt|ct wel xte)

=l of E20| H=EH
ZrA0| Alofjst 4~ Q& L|C}

J
01>|

T Mg

* A MM B2 gtz 2olof Cist XEMISE LIE2 & "AWS API 2E M EERSHUAIL.

E
* AWS 2|2 AQ| XtH ZHO|| CHot XtAM|SH LHE2 2 "AWS IAM EE A" ZESHHAIL.
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https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
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OtS 1 0|2 “trident-protect-backup-cr.yaml K| & grL|Ct,

° metadata.name: (required) O| AFEX} HO| 2|AAQ| O|SQIL|Ct AtEX}L 2HA0| = DRstD
52| ®0| 0|22 MEHSIAIAQ.

Z7249| Kubernetes 0|2 QIL|LC}.
& LHES NMEE AppVaulte] 0|2 IL|CE.

HH
o |
° * spec.datamover *: (Optional) B X0l A2 W] =1 E LIEHL = EXFEJLICE 7tSTt 24
(CHAEXF 72):

" Restic

° * spec.applicationRef *:(required) 24

Vm
9'_|-
0lo
oo
|H

° * spec.appVaultRef *: (required)

* Kopia (Z|2%f)

° spec.reclaimPolicy: (Optional) 22| 20l A SHH|E w W0 o 0| LMWSH=X|E H|gfL|Ct.
Jtset 2k

" Delete

* Retain (7|23f)

° spec.snapshotRef: (MEH Atah): B AAZ AtEE ALHAFO| O|SQIL|Ct XN|ZSHX| QO™ QUA|
AHAFO| MR 10 MHAELICE
YAML o

apiVersion: protect.trident.netapp.io/vl
kind: Backup
metadata:
namespace: my-app-namespace
name: my-cr-name
spec:
applicationRef: my-application
appVaultRef: appvault-name
dataMover: Kopia

3. m

fjo

=Ht

Tl

UOE M F trident-protect-backup-cr.yaml CR:

kubectl apply -f trident-protect-backup-cr.yaml

1. &= oto| ghe ALKt $HZ o HE 2 CHM|Ste S PHELICE oS S Ch3 1t Z&LC
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tridentctl-protect create backup <my backup name> --appvault <my-
vault-name> --app <name of app to back up> --data-mover
<Kopia or Restic> -n <application namespace>

Q0| ttet Z2H02 LSS0} 20| HISE WPI0[0{0f SH=X| G{HE KB 4 —-full-backup
QALICE I HOR DE el S5 whololL|rt, o ZH IS AFZHH Helo| HISE Helo| ELict. FA
4

THT o idd Ol
HAS FIIHZ 3ot CIZ T MY ALO[0f] B2 WS At =20t 2HAE Q™S X A85=

Aol E5LICt.

XHEl= Y =4

=

rr

CHE EOM= MY CRE S M AL E &= /U M S 2T LI

BN 74 M =
protect.trident.netapp.io/XHA| 2XIE Hii0| ZEMO|X| 0I0F St=X| HEE "HA"
Y X™eL|CH 2 3 true HISE HUS
MYBtLICE S0 2 E /Y S A A%tsH
FI|HMOZ MA| A S £A;SH D MA| WA
Ato|o| Z& WMAS +HsH= 20| 7HE EELICE.
protect.trident.netapp.io/~ &4k 2XIE MH| AHAF A0l AR E|= O 518E[&= X "60m”
22 A7t =3t Al ZtAL|CE.
protect.trident.netapp.io/28 =2XIE 25 AHANO| A2 THsT MEfo| =et=d  "30m”
ARHAEALE FH| AlZH X3t S18E|= | A|ZHJLICE
protect.trident.netapp.io/28 =Xt =5 A2 MYstE O si8&&= £l "sm"
E R P IPN g AlZtAL|Ct.
protect trident.netapp.io/pve- 2t MEZ MAEl PersistentVolumeClaims(PVC)7F  "1200"(20%)
bind-timeout-sec LS mimix| 7|ctegl= £ AlZHZE) Bound

ol Aost| ™ THAIILICE

Ho MM2 Mo|zl ™o mal AL, M = = OHE MASt ¢S Bl 0jA|ZE of Y, o=, ofE
ARHAED HHAS IS ES MENG &~ IO, Hatd SALR 8 X|FeE = J}SLICE full-backup-rule FME AL 50|
HIZ2 ™A A S of|erer &~ QJSLICL 7|2XOoR HE M2 Z2 HAHQULICH FI| M= MA| S st O
Atolof| B2 WS sAStH Sl 2tHEE @S S0l= ol 20| ELC
« AHARO| CHot AH 2 CHS 2 ™SI Yade & UELICH backupRetention 022 12|10
snapshotRetention OELCI 2 2t E. 2t4 snapshotRetention 02 = XN SHH of2tE
@ 2 TS| AHAS MMSHK|TE O|= UA|XO|H HAHO| 2t =M ZA| AF|ELICE
* 2 A He| 2[AA = i Z2AH0|M oo BANMOZ FZE|HLE OfZE|AH|0|M H AL 0| A0
CHo BTt s 29 MY, ARME E= 220 ZeHE LI
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o

metadata.name: (required) O| AtEXt Ho| 2|AA9| O|2QIL|Ct AKX} EA| = 1RSI
g2[=Ql 0|ES MESHA2.

o

* spec.datamover *: (Optional) B¢} = 10f| At8g W =1 E LiEHL = EXELICE 7tSS 2
(CHAEXF 22):

" Restic

* Kopia (7122)

o

* spec.applicationRef *: A S T2 1M O| Kubernetes 0| S &IL|LCH.

[}

K
* spec.appVaultRef *: (required) B LIE S MZ&e AppVaulte| o] S ILILCE.

o

spec.backupRetention: (Z4) Hteh B ~QIL|CH 02 HAH S M MSHX| S S LIEFHLICH
(AL ),

o

spec.backupReclaimPolicy: (M Alg) EE 7|7t S0t U CRO| ALK El 22 A0 ofH 0|
UMSH=X| ZFSLICE 2t 7|7H0] X|LHH S 2 & A ElL|Ct 7ts ot gH(CHAEXR 2.

* Retain (7|23%f)

" Delete

59

° spec.snapshotRetention: (Z4) 22t AMAF 2QIL|CH 02 ARMARS MASHX]
A
A

° spec.snapshotReclaimPolicy: (A& AF&H) AH
Uo| YMSH=X| ZH™ELICt E&E 7[7H0] XLt AR

" Retain

* Delete(Z|&)

|

fad m

° spec.granularity: 280| &= HIE Jts0t gfat T

r

* Hourly(XI&80f &) spec.minute )

* Daily(XIH8H0F &) spec.minute J2|1 spec.hour )

Weekly(X|H6HOF &) spec.minute, spec.hour, J2|1 spec.dayOfWeek )

* Monthly(X|E3HOF &) spec.minute, spec.hour, 12|11 spec.dayOfMonth )
" Custom

° spec.dayOfMonth: (MEH Atgh) 2H S HAHSHOF SH= EMm(1~31)RL|CH ME40| ™ E B2 0
LIt ZRELCh Monthly . 32 EXIE E M3 &/ 0fof BfL|Ct.

° spec.dayOfWeek: (MEH Ateh) UM S HAHBHOf ot= RU(0~7). 0 EE= 72| 22 LR YUS LIEFHLICE
MEMdo| MEE 2R 0| eI LRPILICH weekly . 22 EXIEE HSE[0{0F BfL|C,

° spec.hour: (A& AtEh) WS HAHBHOF SH= AlZHO~23)RILICE MEAM0| ™ E E<2 ol HETL
ZQPL|CE paily , Weekly f

° spec.minute: (M4 AtSH) H ol 2E7}
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3. o}

HQPLIC Hourly, Daily, Weekly, EE= Monthly . 2f2 EAIE 2 M| SE[0{0F SL|CH.

1=

& S A4 Lo thHet YAML of:

apiVersion: protect.trident.netapp.io/vl

kind: Schedule

metadata:
namespace: my-app-nhamespace
name: my-cr-name

spec:
dataMover: Kopia
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "15"
snapshotRetention: "15"
granularity: Daily
hour: "0O"

minute: "O"

AL HE L0l st YAML of:

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
namespace: my-app-namespace
name: my-snapshot-schedule
spec:
applicationRef: my-application
appVaultRef: appvault-name
backupRetention: "0O"
snapshotRetention: "15"
granularity: Daily

hour: "2"
minute: "O"
US SHIE ZO=E M2 F trident-protect-schedule-cr.yaml CR:

kubectl apply -f trident-protect-schedule-cr.yaml
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fkd

= ool Zt= ArEA 232l EZ tHA[5IH] Bz AHES YEEILICE oS CtZ2k 2Lt

fio

@ 2 ME5}0 tridentctl-protect create schedule --help O] HEO| CHSt
I}A-”o} ESYMEE 2 5+ ASLICH

tridentctl-protect create schedule <my schedule name> \
-—appvault <my appvault name> \
--app <name of app to snapshot> \
—--backup-retention <how many backups to retain> \
—--backup-reclaim-policy <Retain|Delete (default Retain)> \
--data-mover <Kopia or Restic> \
--day-of-month <day of month to run schedule> \
--day-of-week <day of week to run schedule> \
--granularity <frequency to run> \
--hour <hour of day to run> \
--minute <minute of hour to run> \
--recurrence-rule <recurrence> \
--snapshot-retention <how many snapshots to retain> \
--snapshot-reclaim-policy <Retain|Delete (default Delete)> \
-—-full-backup-rule <string> \
-—-run-immediately <true|false> \
-n <application namespace>

Ch2 SIS AMEsHH LHEE TS MTSH Mg 5= ASLICH

o M| B of| 2k CHS 2 AFESIMIR —-full-backup-rule 32 HO0| Ofl HH| S of2ksta{™
S 3E XYM R. o] 22O = CHE R0 B 2HSSLICt -—~granularity Daily. 7ts® 4f:

* EXN QYU XH: gl HE 2510 StLf o[ &2 RUS X[HSEMR2(0: "Monday, Thursday").
faCt L EY oY 2 =0 22, EQY, 4eY
@ 02 —-full-backup-rule S Sef2= A|ZHE, = £= 2EH
MZ22to| M= &S SER| &L LY.

o ALHAFME UM MH —-backup-retention 0 12|11 0ELCt 2 242 X|™HSIYA|L. ~-snapshot

-retention.

EECTIEESE

CH2 EOM= 28 CRE US W A E £ /s FME 2L
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= 74 Mg
protect.trident.netapp.io/XA| EXIE HA| 2 of|ef A2 X|™gL|ct EFOI—W Z0|
B 2] HEY £ JELICE Always Il*JH

MRS RISHA 'ILf Qo w2t SE

QIELIC OIE Sof, U Hias Mt

zi| Helo g pds EY 4

202 3519 £ =
o|_9_o|o|[_||:|. X2 0| xA-IS EMd xXHE

E&5ts LT MY = ASLICE

granularity M8E paily.

TA| ARAF 20| = E|= O 318E=
AlZtJLCt.

protect.trident.netapp.io/AHAF 2XHE
etz AlZF &3t

| ch

25 AUAO| ALS THs T 4
S1B 5| Hoh AlZbeILIct,

protect.trident.netapp.io/g2s &£AIE FERO| =& SH= O

ARHAEALE FH| AlZE =1

28 AUNS MASHE O 685l Ay
AlZbRLct.

protect.trident.netapp.io/g28 &AIE
ARHAE M A7 =5t

protect.trident.netapp.io/pvc- 22X
bind-timeout-sec

M=Z MM =l PersistentVolumeClaims(PVC)7t
E e tf7tx| 7|Ch2l= £ AlZHE) Bound
Z40| Amisty| M chAILCY.

Cf 0|4 HRSHX| 42 Of|otEl We) fr= TR Al WS APt Tt

3|4 FR0| MHE|O] YK &
Mol 7|2 M™e e

HAEZ|X| FOH pelete

LS — -

1t ZELICH Retain A2 QIS H|O[EH £&42 8
st O|O|E{= 7HK| AEZ|X[0f| Lo QO £

Yot AZE W CRS MAYLICE

J[I

kubectl delete backup <backup name> -n my-app-namespace

ISt AR, Delete A MEA0M 2= Y CIO|E S
AXI5H7| 2loH. Aol
O = AH|sfiof L|Ct.

ll60mll

ll30mll

ll5ml|

"1200"(20&

Mgt

)
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Lot
1. CHE BYHES A5 B 2fo| HEfS HMSIH] tHRZ 2| ZtS AFSX 2F 2 FEZ HhELICH

kubectl get backup -n <namespace name> <my backup cr name> -o jsonpath
='{.status}'

Azure-NetApp-files(ANF) =2 S 2|0t U] 9l S0 7tsgiL|Ct

Trident ProtectE M X|$t 2R azure-netapp-files AE2|X| SEAZS ARSI Trident 24.06 0|0l MM El AE2|X|
dHAl=ofl CHoll S7F 22Xl MY 8! =@l 7|52 4ot &~ JUSLICE 0] 7|52 NFSv4 EF0lM 2S5HH 8
E0|M =7t S7HE ARSHX| gb&LICH

A|EFS

—_

7| o

CtSS helgL o),

* Trident ProtectS M X|3H&L|Ct.

* Trident ProtectOl| | OHZ2[AH|0| S FIYSLICL O BXtE 2t=5t7| FHK| O] ofZ=2|#H[0| M2 B 7|52
Mgt L|Ct.

* ‘azure-netapp-files’ AEZ|X| BAEQ| 7|2 AEZ|X| F2AZ MEAHESLICE.
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1. Trident 24.102 2 Y2|0|=5t7| Hoj| ANF 252 MMst AL TridentOll A LSS $3SHAAL.

a. Azure-NetApp-files 7|00 OHZ2[A|0|dat HZE 2} PVOf| CHaH AWM CIRER[S EdotetL|Ct
tridentctl update volume <pv name> --snapshot-dir=true -n trident
b. HZAE 2t PVOi| CHoH ARHAF CIHER|T} 24|} =X ZoletL|Ct,
tridentctl get volume <pv name> -n trident -o yaml | grep
snapshotDir
oct.
oHd-

snapshotDirectory: "true"

A CIYERT 2ME|X| 52 HL Trident Protect= H7|HQl 8] 7|58 MEIFLICE 0] 7|52 HY
2 MAMTE A
= co= T

o= =2 —
EET 30| 82 20 UA=X| =HlstMK.

SO H > +

LH

=

EMA B0 EF 29| SUE LAHLE MEYLICL 0| B2 HigE= 2F 3719 HA =28
= xH3s

21

Trident ProtectS ArE3t0] O Z2|#[0| M S MBI S FH|7t E[}ASLICE 2 PVCE CHE
OHZE[AI0| 0| M e Bl SRS 23l AFE T =& UASFLIC

g Z2aUg BT

0[0

Trident ProtectE AE3510{ OfZ2(H|0|M 53

Trident ProtectES AF2SHH AHAFO|LL HIQIO| A OHEE|H[0|M S ST £ JYESLICH St

A
gy= |
S AHZ O Z2[AO|ME S| uf 7|E AN SRSH= 20| O HHELICE.

Restore A| S Applicationd| A& El 2= execution hookO| AppL E SLEICE.
29l S A% 37} Qe FP BT XYY YHE XSO AYELIC,
* Qtree E52| 42 WM CIHE HIO'ﬁ |0 I* = e HAmo|AZ SRi%t= 7[50]
O AIIEILICE J2ILt Qiree 28] 3P AYAOA T2 HQALO|A £& 2laf HYAHO|AZ
SHSH= 7152 XAHEK| 9J$|—|Et.
c g HES M85t S &S AEX Mg + JSLICH XtASH L1882 LSS HXRSHH K.
"1 2 Trident Protect S MX A",
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WA M CHE Y2 H[ 0| A2 SRITHL|Ct

=

BackupRestore CRE AE5t0{ CHE H|YJAH|O|A R WA S FRISHH Trident Protect= Af W AH| O] A0 A
OiE2[Z0|ME S5t SRE ofF2(A(0] M0l Cit ofZ2(7|0| 8 CRE THELICLH S+E ofZ2|A0|MHS
HootH FEY MAo[Lt ARMMS UEAL B U™ S MHSHM K.

" 7|E 2|aA0 Qe T2 WY AH0|A R wHY

S SoUs|E welo 2420t 0|22 Rt
2| AAL HMZE|X| LELICE Welo| DE 2|AAS SRO12AB ERA HYAT|O|AS ARSI CHA
o WAL S M HIYAHO|AR BN,

H
* CR2 A8t M HIYATO|AZ S8t A2 CRS A
=02 MAMB|oF StL|Ct. Trident Protect= CLIZ A2

85t7| Hof| thet HIAHO|AS
=
AL,

of I Y AHO|AE XHSC=

AlZHsE7| o

Jr
rio
1A

AWS MM EZ9| Zt2 7} TA|ZH Hl k| = S3 Feioll St
ol Hofet &~ AFLICY.

1ot

FolstHL|C}.

[y =

Jr
1A

7 mel Zof £20| pzE

s WA MM EZ OtF SHolof| Cist XEAMISH LiE2 ZOHMAL.
"AWS IAM HEHM" HXSHMAIL.

[} [=]

E "AWS AP| MHAM" &
* AWS 2|AA9| XA ZHo|| CHet AHAet LI82 &

KopiaE Gi|O|E| O| SAIZ AHES}H0] Y B CRO|L} CLIOIAM =4S X|H5H0] KopialilA
@ A= YA ME 22 SEE Mol = USFLICHL S HESHM R "TIof A" 24E = A= S0
Chet XtMlst 82 LSS EXSHM . A8

SICt tridentctl-protect create --help
Trident Protect CLIZ M2 X|got= EHof| Cheh XtA|ot LIE2 BHES EXoHM(R.

18°]

o Ol XL
2 S/%t=

1

oL oo=2 oL


https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/

CRE ALEEfLCt
oA
1. CR(AFE2X HO| 2|aA) Op S BHE11 0|E2 trident-protect-backup-restore-cr.yaml” X| ¥ gfL|C},

2. Mt IFIO)M CHS A4S TABILIC

° metadata.name: (required) O| AFEXt HO| 2|AA9| O| EQIL|CH AFEXL 2HF0l| = 1RstD
22Xl 0| B2 MEHSIIA|2.

° * spec.appArchivePath * : B1Q} ZAHI XTI} X{EE| = AppVault LHE 2| ZZILICH CHS HHS AL
0| ZEE &2 & USLICL

=2 X2 T M

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
jsonpath='{.status.appArchivePath}'

° * spec.appVaultRef *: (required) e LI 0| X ZEEl AppVaulte| O|SL|Ct,

° spec.namespaceMapping: S 22| AA HUANO|AE CHA W[ AD| 0| A0 DHESH=

AYLICE my-source-namespace ™

HEZ HREL|CE,

HIIHJ

‘my-destination-namespace AHEXt 239

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]
3. (MEH AME) ST S8 T2 EY 2|AAD MEHS{Of 5t 22 EX 20|22 EAE 2|aAE
ZSSHALE H2SH= BEEE FIte Tt

Trident Protect= AF2X}7F MEHSE 2| AAQIO| ZHA 2 QI8 UE B|AAE X002
@ MEHSILICE G2 0, 7 =& 22l 2|AAE MEistn H2HEl Pod7t = H S Trident

Protecte= H2El Pod S|

° resourceFilter.resourceSelectionCriteria:(ZE{2/0|| 22) Include resourceMatcherstl| H2|
2| AAE HBSHALE MQISHH = 2 Exclude AFEELICE CHS resourceMatchers {7 Ha-E
FIt6to] ZESHALE M2le 2| AA S HolgfL|Ct

* resourceFilter.resourceMatchers: resourceMatcher 7HA|2| HIEIL|C}. O] HHZE 0l A {24
QAE Holot= AR Y QA= OR HMOZ AX|st 2t QA(OE, 57, HE) LS ZLEE
AND ¢ ALO 2 2 X|tL|Ct,
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* resourceMatchers[].group:(Optional) ZE{2Igt 2|A A9 OFQIL|CH
* * resourceMatchers [].kind *: (Optional) ZE{2& 2|2 A9 ZFQIL|CE,
* resourceMatchers [ ].version: (Optional) ZE{Z/g

=1
* resourceMatchers[].names:(Optional) ZE{& e 2|2~ A°| Kubernetes metadata.name
EEof = o| YL

* *resourceMatchers [|.namespaces *: (Optional) ZE{Z S 2| A A 9| Kubernetes
metadata.name ZE0]| = U JAHO|AR]L|CH

* resourceMatchers [ ].labelSelectors: (Optional) 0| H2|El CHE 2|2 A 2| Kubernetes

metadata.name HEO0|| U= 20| MELT| EXIERILICE "Kubernetes A" 0| ™ Ct32t
“"trident.netapp.io/os=linux" Z&L|LC}.

o€ =9 L3 Z25LIL]

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. Iy

o

=Ht

Tl

UCE MR =2 trident-protect-backup-restore-cr.yaml CR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

1. 2 oto] gfs etAo| MEZ CHA|SH0] YA S CFE H|YAHO|A R SLIEHLICE O] namespace-
mapping Qs S ECE FEE UJYALO|AE ALESIH AA HJAHO|AS SHIE CHA
H U AT O| AN Al “sourcel:dest1,source2:dest2’ O 2 OHLIBIL|C. O|E M C20F Z45L|Ct
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https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

tridentctl-protect create backuprestore <my restore name> \
—--backup <backup namespace>/<backup to restore> \

--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

HAOAM e U ATO[AZ SR

QIFIEX| iz LQAATHO|AR ol =

S A
He SEY = ASLICL

AlZfoto] Fof

AWS M EZ 9| 22Tt FA|IZE HAE= S3 S Ao S2 K| =AQltLICh 57 &Y S| E20| t=E[H
ZrA0| Alofjst 4~ Ql&L|C}

™ Mg

- ST MM E2 oHE Solo| Cfst AT L

—

=
* AWS 2|2 AQ| XtH ZHO|| CHot XtAM|SH LHIE2 & "AWS IAM EE A" X

KopiaE HIO|E| O|SXIE AHE5I0] HHE S/St= 22 CRO|LE CLIOIA =M E X|H5I0{ KopiaOi| Al
@ AH8otE YAl MEAS SEE Mg = JASLICH E HXRSHHR "2 |0 ZA" 8 = A= SM0)|
CHSr XhM[SH LIS Cla S **£6M1I9 AME3ICE tridentctl-protect create --help
Trident Protect CLIZ M2 X|gst= 20| Cieh XtA|et LIE2 BHE S &ZHM(R.

o oOlL- coo=2 oL
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https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/
https://kopia.io/docs/getting-started/

RE AEELICE

TH=1 0| & trident-protect-backup-ipr-cr.yaml’ K| & &L C},

° metadata.name: (required) O| AFEX} HO| 2|AAQ| O|SQIL|Ct AtEX}L 2HA0| = DRstD
52| ®0| 0|22 MEHSIAIA|Q

° * spec.appArchivePath * : B1Q} ZAHI XTI} X{EE| = AppVault LHE 2| ZZILICH CHS HHS AL
0| ZEE &2 & USLICL

=2 X2 T M

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
jsonpath='{.status.appArchivePath}'

° * spec.appVaultRef *: (required) B LI E0| & & AppVaulte| O[S LILCE.

SH o3a 25U

of

i

apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

3. (M A 2RSS T2 Oo| S 2| AAD MESo} st ZL SH 20|22 EAE 2|AAE

H = OO a
3.:.5P71 Lt ®elst= 2E-S FIFefLt

Trident Protect= AFEXF7h &0t 2|2 A00] 2A|Z Qls A
(D Hepich o8 S0, 97 28 32 21AAE Mejoln H1BtE Pod7t 2= F2 Trident
Protect= H2HE Pod S2IgfL|Ct

° resourceFiIter.resourceSeIectionCriteria'(n'E1%'Oil T Q) Include resourceMatchersti| Ho|El
2| AAE EESIALE MQSHHE = 2 Exclude AFREILICH TS resourceMatchers OH7H Ha+E
=I5t ZESHALE Mg 2[AAE HolgfL|ot

* resourceFilter.resourceMatchers: resourceMatcher 7HA|2| HHZIL|Ct. O] BHEO|AM o2
QAE Holst= AR oY QAL OR HAMOZ Uk|Stn 2t QA(DE, 28, HH) Lje EE
AND HAtO 2 AX|BHL|CE

* resourceMatchers[].group:(Optional) ZE{ZIE 2|A A9 OFQIL|CH
* * resourceMatchers [].kind *: (Optional) ZE{ZIE 2| A A Q| ZFRQIL|CE,

* resourceMatchers [ ].version: (Optional) ZLE{2 g 2| A A Q| HHHQIL|CE,
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* resourceMatchers[].names:(Optional) BE{& e 2|AA2| Kubernetes metadata.name
HEo| JA= o] SYLL.

* *resourceMatchers [|.namespaces *: (Optional) ZE{& e 2|2 A 9| Kubernetes
metadata.name EE0| U= HAAHO|AILICE.

* resourceMatchers [ ].labelSelectors: (Optional) | H2| &l L2 2| A A 9| Kubernetes

metadata.name Z =0 U= 2|0|= MET| EXSRJLICE "Kubernetes A" 6| & Ct3 1t
“"trident.netapp.io/os=linux" Z&L|C}.

o€ SH Ch3at Z2ELIL

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. I

o

ZHt

Tl

UOE M F trident-protect-backup-ipr-cr.yaml CR:

kubectl apply -f trident-protect-backup-ipr-cr.yaml

CLIE ArEELIC
EHA|
1. 2tz oto] gte &tEo WHEZ thA|oto] MYS el HIYAHO|AZ SABLICH backup 210
u]

HAAMO|A 5l A O|F0] HAOZ ‘<namespace>/<name> AF2EL|CE O|E EH CHSt
ZrAL|C}
Ed .

tridentctl-protect create backupinplacerestore <my restore name> \
--backup <namespace/backup to restore> \
-n <application namespace>
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https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

WA M CHE S 2H = SELICH

el SHAHO ZM7E A= F2 HYS U E SLHZE =7Y - JUSLIC

l

* KopiaE Cl|O|E{ O|SXtZ ALE3I0] WS S)5h= F2 CRO|LE CLIOIM F=ME X0

T s
KopiaOfl M AF83tE Al M4 SES MOe = JAFLICE & HZSIMR "2 1[0 ZA" L 4E

o Aes SH0f| cHet XpMlTh LIE2 CHE S HZ6HHR. AF2SICt tridentctl-protect
@ create --help Trident Protect CLIZ M3 X|™5t= 2| CHSE XHM|TH LHE2 HES

— od oL ocoo=
EXSM|L.

* CRZ2 A8t M HIYAHO|ARZ SIS AP, CRE ME3t7| Mo CHA HAATO|AS
£SO Z MMol{oF BLICt. Trident Protect= CLIE AFEE T2 HIJIAH|O|AE XAFEO 2
Mgt
AIEFSE2| Hof|

CHE 24 74 2471 EFE=X] 2elgot.

r

CHAF 22| AE 0] Trident Protect?t AX|=|0f Q&LICE.
=
=

* Oiat SE{AEE WO MEEE 22 S2AEQ ST AppVaulte] H{Z! Z 20 Cigh HAA ATHo|
olAL|C}
AN .

* AppVault CROIM Ho|El JHH| XM &A K20 2 2hFo] HEY & UEX| &QISHMAIL. tridentctl-
protect get appvaultcontent BF. UHEY3 HMoto =2 QIsH HNAT} 27ttt B CHA S2HAE Q|
T LHOf| M Trident Protect CLIE A &lSHMIR.

© AWS MM £2 8r27t 27| Mg F01 =7 Aelo] SE3K Holgiich 27 &Y B0 £20| BHEEH F2o|
Mgt 2 QIBLIC

A2,

° @i M EZ2 ttiz =Hlol| st XEM|TH LHB2 & "AWS API 2E A" s
£ "AWS ZEAM" FESHHAIL.

° AWS 2|2 A9 XtA ZH| Chist XhM[eh LHE2

T
1. Trident Protect CLI 22{0212 AF2510{ CHA 22{AE0|A AppVault CR2| 71242 QIS Q.
tridentctl-protect get appvault --context <destination cluster name>

0l

®

2. THa SAEOIM AL 7HS S AppVaulte] B HHIXE FL|CH

— =

8 T2 2R UYAHO|AT} THY Z2AEO UK SQIBHLCt,

tridentctl-protect get appvaultcontent <appvault name> \
--show-resources backup \
--show-paths \

-—context <destination cluster name>

O| FES HdotH 22l S2{AH, oid 88 T2 0|F, EIYARI 8l 0t710| 2 2 E H|XSH0| AppVaultol|
SoF o] EAIELICY.
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fomm - +
o
| CLUSTER |
| PATH |
o +
o
| productionl |

08:37:40 (UTC) |
| productionl |
08:37:40 (UTC) |
e ——— +
e

APP | TYPE | NAME TIMESTAMP

wordpress | backup | wordpress-bkup-1| 2024-10-30
backuppathl |
wordpress | backup | wordpress-bkup-2| 2024-10-30
backuppath2 |
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CRZ AtEgtLCt
1. CR(AF2XL Aol 2|4 A) I

2 PF=11 0|EE “trident-protect-backup-restore-cr.yaml X| A gL |C}.
2. Mot oA CHS £8S FARLICH

° metadata.name: (required) O| AtEX}t HO| 2[AAL| O|FSRILICE AFEX}; &HF0f| BH= TR
sta| ™ol 0|22 MEHSIAIA|Q.

o

* spec.appVaultRef *: (required) B LI 0| X & El AppVaulte| O| S RL|Ct.

o

* spec.appArchivePath * : B ZAHIX T} X &&= AppVault LHE 2| ZZ2IL|CH Lt B™-E S AFE5IH
O| ZRE &E £ o|A|_|[|.

=2 X=2 T M-d

kubectl get backups <BACKUP NAME> -n my-app-namespace -0
jsonpath="'{.status.appArchivePath}"'

@ BackupRestore CRE A8 = §l= 32 2EHA|0 M 2=t HEHS AHE5H0] By

HES = = ASLICH

° spec.namespaceMapping: S 2| AA |QUAHO|AE CHA | JAH O] AN DfHSH=
~gl =
=

WAYULICEH my-source-namespace "X

‘my-destination-namespace AMEXl 2HH Q|
I-IEE [:||--"F‘-|__||:|-.

o

]

=3 LS 25U

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-backup-path
namespaceMapping: [{"source": "my-source-namespace", "

destination": "my-destination-namespace"}]

3. o}

o

=Ht

Tl

UOE KR = trident-protect-backup-restore-cr.yaml CR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

CLIE AMEEL|Ct

1. OIS HHS AE0t0] 22 TZMS SIst0 s oFo| 22 AtEX}L 2HA9| HEZ HiFL|CH
HJAHO|A OfE 2= S ECE FLEE HYABO|AE AHESHH AA H|QJANO|AE Sourcet:dest1,
source2:dest2 HAIOZ SHIE CHA 1| AT 0| A0 OHEEIL|CE O|E ™ CHS1t Z&LIC.
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tridentctl-protect create backuprestore <restore name> \
--namespace-mapping <source to destination namespace mapping> \
--—appvault <appvault name> \

--path <backup path> \

--context <destination cluster name> \

-n <application namespace>

ALHA

2400 A CHE U Am0]AZ SetL|CH

MEX HO| 2| A A(CR) MY S ALESI0] ARHAFO| M ClIO|E{ S THE WY ATO| AL Ra AA HYAHO|AZ F

2 UELICE SnapshotRestore CR2 AFE6H0] CHE LA AL 0| AR AHARS S2I6HH Trident Protect= Af
L AHO|AO|AM OHE2|AH0| M2 S)lstn Sl=l o Z2[AH|0|M0f izt ofE2|H|0|M CRE 2tELICH EFE
OHEZ|AHIO|NME ESotHH FEY HAHO|LE AHAS UIEHLI ES UHS MM L.

2

* SnapshotRestore= L2 2 X[ Y LICL spec.storageClassMapping &

MO|X|oF AA gl
= o - L— X
CHah ME A AT SLE MEA A =S AEdh= F0 2 SHHELICE F¥S AlZsh=

==
@ AR storageClass CHE AEEZ|X| HAIEE ALESH= 2R S 20| ATfgtL|Ct.

* CRS AMESIH M HYAIO[AZ SUY 2, CRE X

Fi—_—= OT, |
50 MME|{oF BHL|Ct. Trident Protect= CLIZ A2
MM BT,

k=2
o
=13
=

ot7| Tofl th &k HIYATo|AS
M2k HJAHO|AS XS22

AlZtst7| o

AWS M EZ9| 2tz FA|IZH HHE[= S3

—
ol Mg & AFLICE

i
rio
A

Feioll E=otA| gtelgtL|ct 57 XY S0 E20| HEEH

* T MM EZ 2tz 2Holof Ciet XpMISE LIE2 & "AWS APl 2 Z A" FERIIHUA L.
=

* AWS 2|29 XtA ZHO| Chist XiM[et LIB2 E "AWS IAM Z2E A" FZSHYAIL.
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CRZ AtEgtLCt
CHA|
1. CR(AF2XL "ol 2|4 A) I

2
=
48 FEEL.

2. ‘B9t Ao CH2

1

° metadata.name: (required) O| At2Xt HO| 2|AAQ| O|2QILICE AFEXt A0 St= 1]t
g2[xQl 0|ES MESHA2.

° * spec.appVaultRef *: (required) A2 Ak LIEO| X &E AppVaulte| 0[S L|CH.

° * spec.appArchivePath *: AH4F L{E0| X & == AppVault LHE Z2RILICH CHE HE S AFE5H0] 0]

Z2E HE + ASLICH

kubectl get snapshots <SNAPHOT NAME> -n my-app-namespace =0
jsonpath="'{.status.appArchivePath}'

A HJAHO|AS CHeh WY AL 0| A0 OfESH=

° spec.namespaceMapping: S 2
'3 ‘my-destination-namespace AFEX} 2tZ 2|

AULICL my-source-namespace
HHEZ HREL|CH

| &
=
=

o
ES

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path
namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]

3. (ME AfZH) 23t 98 TR I0| S 2|AAGH MEfs|0} St P S B[0|SE EAE 2|AAS
=

Trident Protect= AF& X7 LEH5H 2| 2 A0 0| EAR Qle] 2=
(D ueEc o2 Sof, 97 28 2y 2|22 Meoln HiatEl Pod7} 8
Protecte H2HE Pod S2IgfL|Ct

° resourceFilter.resourceSelectionCriteria:(ZE{2/0|| 22) Include resourceMatcherstl| H2|
2| AAE HBSHALE MQISHH = 2 Exclude AFEELICE CHS resourceMatchers {7 Ha-E

FItote] et LL HQle 2|~ AE FolgtL|Tt.

* resourceFilter.resourceMatchers: resourceMatcher 7HA|2| HIEIL|C}. O] HHZE 0l A {24
QAE Holot= AR Y QA= OR HMOZ AX|st 2t QA(OE, 57, HE) LS ZLEE
AND ¢IAtO 2 AX|EtL|Ct,
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4. o

spec:

Ql
=

resourceMatchers[].group:(Optional) ZE{ZIgt 2|AA Q| OFQILICE.
* resourceMatchers [].kind *: (Optional) ZE{ZIE 2| A A 9| ZRQILICE,
resourceMatchers [ ].version: (Optional) ZE{& &

=1
resourceMatchers[].names:(Optional) BE{& e 2|2~ A2| Kubernetes metadata.name
EEof = o| YL

*resourceMatchers [J.namespaces *: (Optional) ZE{ZE 2| A A 9| Kubernetes
metadata.name ZE0]| = U JAHO|AR]L|CH

resourceMatchers [ 1.labelSelectors: (Optional) 0| 2| El CHE 2|2 AL| Kubernetes

metadata.name ZE0| U= 2l[0|F ME{7| EXIEQ)ULICE "Kubernetes =A1" Of|E ™ CHS

trident.netapp.io/os= I|nux" #&LCt

o€ =9 LSt 25 L.

resourceFilter:

o

re

re

=Ht

sourceSelectionCriteria: "Include"
sourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

E ZOZ M2 2 trident-protect-snapshot-restore-cr.yaml CR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

o

snapshot " 24
AR2ELICE.

US MER 2tE| EZ UiAst AHAS THE HIYAH0|AZ ST,

Q140 UYATO|A U At 0]

H A

o

HAOZ “<namespace>/<name>

° 0| namespace-mapping Ql+E SECE 2 E HYAHO|AE ALESIH AA HYALO|AS

SHIE A YA H 0| A0 ®Al “sourcel:dest1,source2:dest2’ @ 2 O{TEHL|CL,

af

431


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors

of

i

=3 ChSat 25U

tridentctl-protect create snapshotrestore <my restore name> \
—--snapshot <namespace/snapshot_to_restore> \

--namespace-mapping <source to destination namespace mapping> \
-n <application namespace>

ALl Af B2l HldAm|o|AR =RgLCt
AMEX| AHMS e HYAHO[AZ S 4 JUSLICH

AlZtsE7| o

AWS MM EZ9| Zt2 7t FAIZH k| = S3 53 AP0 SE K| =l : £
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* AWS 2|2A9| Xt ZHO|| Cigh XtM[et LHE2 & "AWS IAM 2E A" HBESHIA|L.
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RS AEELICH
THA|
1. CR(AF2AI M| g|aA 2 S 11 0|52 “trident-protect-snapshot-ipr-cr.yaml X| & gtL| Tt
2. WMot oM CHS S8 S FARLICH
° metadata.name: (required) O| At2Xt HO| 2|AAQ| O|2QILICE AFEXt A0 St= 1]t
32| X{0] 0|22 MEHSIAIA| Q.

° * spec.appVaultRef *: (required) 2 AF LIE0| {EEl AppVaulte| O[Sl L|C.

° * spec.appArchivePath *: AH4F LHE0| MZ | = AppVault LHE ZERILICH CHS HHS AFH2SH0] 0]
HZE= XS A QIALC}

kubectl get snapshots <SNAPSHOT NAME> -n my-app-namespace -0
jsonpath="'{.status.appArchivePath}'

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path

3. (MEf Abeh) E@ie S8 T2 MO £ 2|AA0H MBSO oti= 22 X 20|22 EAE 2|AAE
HoSHALE H|elsts EEES F7hRfLint

Trident Protect= AFEXE7F MEHSE 2| A A QLS| 2HA|Z Qlgl| Y 2| AAE XISOE
() Mgtk o2 sof, 97 28 B2y 2lAAS Mestn ABE Podvt 9l Z2 Trident
Protect= HEHEl Pod= E&TtL|CT

° resourceFilter.resourceSelectionCriteria:(2E{ 20| ZR) Include resourceMatchersti| 2|
2| AAE TESHALE M5t H EE= S Exclude AFRELICEH CHS resourceMatchers OH7H H4&-S
FIteto] ZetstALL Mele 2| AAE FogtL|ot,

* resourceFilter.resourceMatchers: resourceMatcher 7HA|2] HIZIL|C}. O] HHZ 0l A 2]
QAE Holtt= AR Y 4= OR HACE X[t 2t QA(OE, 37, HE) LHe HEE=
AND At 2 2AX|stL|Ct,

—_——

.E

* resourceMatchers[].group:(Optional) ZE{2gt 2| A A9 DFQILICE
* * resourceMatchers [].kind *: (Optional) ZE{2 & 2|2 A9 ZFQIL|CE,
* resourceMatchers [ ].version: (Optional) ZE{ZI& 2| A A Q] HFQIL|LCE,

* resourceMatchers[].names:(Optional) BE{AE 2|2~ A2| Kubernetes metadata.name
ZEof = o|SYLIC
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* *resourceMatchers [].namespaces *: (Optional) ZE{ZIE 2|2 A 9| Kubernetes
metadata.name EE0]| U= HAAH[O|AILICE.

* resourceMatchers [ ].labelSelectors: (Optional) 0| H2|El CHE 2|AA 2| Kubernetes

metadata.name ZE0| A= 0|5 MEHT| EXSJLICE "Kubernetes =A1" 0| & Ct3 2t
“"trident.netapp.io/os=linux" Z &L|C}.

oE =4 L3t Z2ELIL)

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2

version: my-resource-version-2

names: ["my-resource-names"]

namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]
4 IIUS SHIZ 2IO 2 MR F trident-protect-snapshot-ipr-cr.yaml CR:

kubectl apply -f trident-protect-snapshot-ipr-cr.yaml

CLIE AtEEL|Ct
CHA|
ot Ao| HEHZ CHA|SHH AMHARS |l H|AAHO|AZ STtLICE o|E EH

=
it
fot
\J r_(')_
10
g
mjo
>
0o
A
fot

tridentctl-protect create snapshotinplacerestore <my restore name> \
--snapshot <namespace/snapshot_to_restore> \

-n <application namespace>

YIES MESIH T SO|AL, 2= E[U7LE, Mot 57 2| HEHE ZHele +~ ASLIT.
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1. CH2 EE 2 AL8sto] S 2ol HElS HAoto =9l 22 AF8X 29| HEZ HiEL|Ct

kubectl get backuprestore -n <namespace name> <my restore cr name> -0
jsonpath="'{.status}'

13 Trident Protect 2 AX Al

FM HAAHO|A 4™, AEE|X| M

k== =
H1L- o
Mololo 5% Q7 ARS 5T 4 &

Jr
[0
i)
=
e
to
£

Y S UYAmolA =M 5l 2o|S
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Red Hat OpenShiftS AF25tH= AL OpenShift 220 A HAALO|A FMo| ZQTH

Lot A0| Z2ELICH HIYAHO|A FAM2 ZRIE X ET} OpenShift 2ot ZHEIAE

ola do|El MAet #otut Hot S E4ot Het 22X g0 20| AMAY = JUx
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2 Ee T HAS WSt ol Kubernetes 28 H-E HEGH0] EF JAH0|AS EX FA S
HOMX| AT E o £ QUELICH RESTORE SKIP NAMESPACE ANNOTATIONS. Ol SU CHSat Z&LC

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

=ol o

- 4

= Mo X[ P S s mf X FE ZE HYADo|A =4 3 o[£

@ restoreSkipNamespaceAnnotations 12|12 restoreSkipNamespacelabels S E=
ZHoH X[ ZrHol| M HM[E/LICE ol2{st M2 HelmS K& MA[Y wf 1A =|0{of SLICE XAzt
e Ct22 H#XSHMR. "E7} Trident Protect & E XE AF 74",

Helm2 AF25H0 2 A OHE2|A[0|M S MBSt AR --create-namespace AH0= EES LRI FO{ELICH
name 2t 7| 237 EE= EHO{ =X| TZM|A F0i| Trident Protect= 0| 2{|0| &2 CHAN W QAT 0| A0 EAFSHK| T
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storageClassMapping:
- destination: "destinationStorageClassl"

source: "sourceStorageClassl"
- destination: "destinationStorageClass2"
source: "sourceStorageClass2"
LRSS
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NetApp SnapMirror 2! Trident ProtectS AIE35t0] OfZE|AH|0|M 2 X

Trident ProtectS AF23IH NetApp SnapMirror 7|&2| H|S7| X 7|sS A
22 AH E= MEZ CHE S2{AH 7Ho] C|o|E| 5! ofZ2|AH|0| M HE A E ot AEE
HHAIZ 0| M CHE AEZ|X| HAIEZ EXe 4= JASLICE.
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helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

A i

2 S Fof FA| S AW 0 NYE BE HYAHO|A 4 8 2o
&0 Ofl M FQIEILICE, Ol2{3t MHS Helm XS AX|2 uff AI=/0{oF BhLich Ktalst

@ restoreSkipNamespaceAnnotations 2|1 restoreSkipNamespaceLabels S E&
| Hel
W82 LSS HXSHMIR. "F7} Trident Protect & & XE A% 4"

Helm2 AL2510] A A OHE2[AH|0|ME MX|ot AR —--create-namespace A'Y0f= EEHE L7t F{RILILCE
name il 7|. 23 E= EOf ZX| ZZM|A 0| Trident Protect= 0| 2{|0|SS CHAN QA MO| A0 2ASHX| Tt
AAO| ZH0| AA HJUAHO|AR} UK[SH= HALR 22 CHA LY AT|O|A ZHO 2 AH|O|ERILICE O] 240] &A

HIRIAHO| AL HX|SHK] QA H A At @1O| CH& U AH| O] A0 SAFELICE.

LS — L—

of
CHS GIA0IM = 282} CHE =M1} 2|0 20] A= 24 Sl oy WA 0| A Ho| FL|CH 2
HIAHO| A dEHQ} CHel HIRAHO| AN A0t 20| Z0] Zete| ALt HOMX|= WS =telet = ASLIC

E__I.I. = ]1.||0|2

xl

H
CHE HOM= 57 = Y2 e 0|H Q| ofjF| A4 Sl Chah HYAmojAo| HEfE Ho| FLCt

L JAm O] A Y He
L YA O[A ns- . . 314 = 29
1UAA annotation.one/key:"updatedvalue"(F
( ) A 174/71) * #H &4 = HIPAA
* Annotation.two/key(F 4 .two/7|): * 0l& = ns-1
H|JAHO[A ns- * Annotation.one/key(FA. StLE/ « A%t = O|0|E{H|o| A
2(chHe) 7|):"true"
* Annotation.Three/key:"false"
ST =
e BoME =+ = HYH 2 29| o cHef HIFYAHO|AS] HEfE Ho| FL|CH L2 7|7t =ItE|1, P2

717t FHLH M, name L& I-| AT 0| A9 LX|SHEF 2(|0[S0] HH|0|EE[U}SLICE.
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H A mOo|A =M 2

LY AHO|A ns- . * 0| =ns-2
2(CHAL annotation.one/key:"updatedvalue"(F
(ch) ey y N T SGHTTV
M 17H/71)
- 3 = 29

* Annotation.two/key(FA .two/7|):

» Annotation.Three/key:"false" * Ag = O|o|E{H[o] A

%’E" 5! SZ s{H|St=2 Trident ProtectS TAE 4= USLICE
1I

@ IOl E3 XY S0f| I A|AH
"Trident ProtectS AF23dt0] mHe!

z rulo

et

.
a3

ot

=
S
AppMirror 2t7| S AtE3t0] OHE2[AH|0|HE E25h= 22 ZoH =X 3 Fe Zg) S0f| 2 A0{0F 3%t

* HOll ZX|(failover) 0| & 3= &4 SHAEU|M iy SHAHZ ASOZ SAELICE M2t +52=2
ChAl 2tS 2RIt ASLICH ZoH ZX|(failover) £0il= & =37t O Z2[A|0]0] ZXHsHH 2t =Y S0
AHELICE

* Y £ QLY SV |et o= oE2|AH0| M| = J|E A =37F 2 HAELICE 24 S 2040
CHe OHEEAIO| M2 HFL|H of={et M =3 = FROHX %l'—— AR E[0f HAE[X] gFELICt

A =30 CHol XtM[S| YOotEZ{H CHS S HZSHMIR."Trident Protect &2 =3 22|"

=X 2AE LIt

=X A E 2T5HE L=

o
als
o
°
ot
-
il

* Trident Protect7t & AMHAFS HOILt X K S K| MEHSIL|CHO| 7|0l = 2| Kubernetes 2|2 AL ZH o 20|
CHot 2§ AHARO| ZBHE)
* 23 YH MEH(Kubernetes 2|AA 3 A 22 H|0|E] Zg)

. ﬁLuH)}f% Al -|§=.+ A|7|'° JHI-IoI‘L_l[_'_l-

|
1. AA S2{AHOM AA S8 T2 0| Lot AppVaults HASLICEH AER|X| SSXtol| w2t of ol "AppVault

AMEXL R 2|2 et ol SEA| = etLC)
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2 AI23t0] AppVaultS 2 stL|Ct

a. A}%Xl- Ho| 2|AA(CR) IIY S BHE11 0|58 X|HELICHO: trident-protect-appvault-
primary-source.yaml).

b. Ctg S FJELICH

* metadata.name: (required) AppVault AFE Xt H 2| 2|AAS| O|S)LICEH SH| Ao ERetCHE
CRIIYZ 0| 2t H=SIEE MEHTt 0| E2 7|F8l SLICL.

* spec.providerConfig: (required) X| Ml 3 ZXIE AR50 AppVauItoil M| ASH= O st
THE MEBLICE bucketNamel S Xt0H|[AH| 2Lt 7|EF M2 HEE MEighL|Ct SH| 2HA of
Lt CHE CR INY2 o|2{3t 2t &XstD 2 MEitt 2t2 7|6 SLICE CHE S3Xt2| AppVault
CRSO|| Cist 0l = 2 "AppVault AFE X} X[ H 2[AAEHESHAIR.

* spec.providerCredentials: (required) X|&El S5 XIE AFE50] AppVaultol| HM|ASH= O
oot XA ZHoj| chet #XE X&etLct,
* spec.providerCredentials.valueFromSecret: (required) A2 S 20| H|Z0j|A| eto} &2
LIEFHLICE
* * key *: (required) ME4E H| 2 Q|

=l
=
=

EHSH
1=
* *name *: (required) O| EE2| Z{S X edh= H|ZLQ| O|F LI 22 HIYAH 0] 20]

Q10fof BHLIC},

* spec.providerCredentials.secretAccessKey: (required) M3 Xt0f| N ASH= Of| AFRE|=
M| A F|RILICt name * 2 * spec.providerCredentials.valueFromSecret.name* 1} & X|sH{O}
stL|Ct
= .

* spec.providerType: (required) S HS5t= =2 AELLICHO: NetApp ONTAP S3, 2t

o —
S3, Google Cloud = Microsoft Azure). 7ts$t 2t

= MX|stn

* AzureE X[ gLICE
= GCP

- it s3

= ONTAP-S3

= StorageGRID-S3

C. OIUS SHIE UOE M2 = trident-protect-appvault-primary-source.yaml CR:

kubectl apply -f trident-protect-appvault-primary-source.yaml -n
trident-protect

CLIE AtE3510] AppVaultS ZHAEtL|Ct
a. CfE= ool 242 A8t 2tZ 2| HE 2 CHA|5IK AppVaultE 2oL Ct.

tridentctl-protect create vault Azure <vault-name> --account
<account-name> --bucket <bucket-name> --secret <secret-name> -n
trident-protect



2. AA ZR|AE{O)M AA OfZ2|H[0]M CR:

CRE A%t 24 S8 Tz ls BhELCH
a. AF2XAF 9| 2|4A(CR) Y S
source.yaml).

AtE1 0|E2 X[HELICHO: trident-protect-app-
b. CI3 EME A HELICH

* metadata.name: (required) 88 D= ALEX} M| 2|AAL| O|SQILICE =A| 2HA|of| ot
CHE CR IOIY2 0| 22 &H=EstOZ MEist 0|22 7| =8l SLICt.

* spec.includedNamespaces: (required) U AT 0| A 3! 2 2|0 22| HHE LT}
HYADO|A O|EE AL MEN O = 20|22 AHESH0] WA AHO|A HRIE T3 07]0
LI E HJAmo|A A 2|AAE X[HELICH S8 T2 I3 H|QJAHO|AE= Of BIES|
UL 0{oF gfL|Ct,

* YAML Off *:

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

name: my-app-name

namespace: my-app-namespace
spec:

includedNamespaces:

- namespace: my-app-namespace
labelSelector: {}

ZFO

c. o UOE M 2 trident-protect-app-source.yaml CR:

fjo

=Ht

Tl

kubectl apply -f trident-protect-app-source.yaml -n my-app-

namespace
CLIE AHE3I0 &4 OfiE2|AH[0|H S WdRLIt
a A 38 IZ2IYS HELIL o E SH LSt Z5 L0

tridentctl-protect create app <my-app-name> --namespaces
<namespaces-to-be-included> -n <my-app-namespace>

3. MEHMOZ AA IEAEO|M 24 OfZ2|Z|0[H2] AHLS BHELICE Of AHAR2 CHA 22 AEQ

OHZ2[A[0]8 [t 2 AL ELICE O] THAIS 2L FH Ch= of 2l AR AF0| MAHE w7kX| 7|Th2{of %A

ARMNES HE = USLICE FEY ARME YESHHE LSS XS, "2R Al AHAS dERLTt.

4. 22 SYHAHM EX €F CRE HHELICH
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CRE A83I x| YH S oHELICH
a. AA OfZ2[A|0| Mo CHet =X AHES Mgt
i AFEX} HO| 2|AA(CR) IMY S OHS1 0|2 KIHELICKHO: trident-protect-
schedule.yaml).
i. g S48 gt
* metadata.name: (required) ¥ ALEXt Fo| 2|AA2Q[ 0| FRILILCE.

spec.appVaultRef: (E=) O] 22 A A OfF2|3|0[ M2 AppVault®| metadata.name EE2t
2 X[SHoF gfL|Ct.

* spec.applicationRef: (2 <) 0| Zf2 A4 OHE2|H|0| M CRE| metadata.name EE2}
U X[sHOF BfLICE.

* spec.backupRetention: (required) 0| ZE= T4 TEO|H Zf2 02 AHSH{0f gfL|Ct.
* * spec. enabled *: BtEA| true2 A sl{of BfL|Ct.

* spec.granularity: © 2 MHs{0f custom BfL|LCE,

* spec.recurrenceRule: UTC A|Zt1} HHE ZHAO 2 A& HWE Ho|BfL|C.

* spec.snapshotRetention: 22 A& sl{0} &tL|C}.

YAML Of:

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
name: appmirror-schedule
namespace: my-app-namespace
spec:
appVaultRef: my-appvault-name
applicationRef: my-app-name
backupRetention: "0O"
enabled: true
granularity: Custom
recurrenceRule: |-
DTSTART:20220101T000200%Z
RRULE : FREQ=MINUTELY; INTERVAL=5
snapshotRetention: "2"

i mpe

fjo

SHIE 2422 X2 2 trident-protect-schedule.yaml CR:

kubectl apply -f trident-protect-schedule.yaml -n my-app-

namespace
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CLIE AHE3t0] =X €S 2HsLTh.

=
a. 23 oto| ZtS ALEXt &l HEZ HHYY =X YFS HELICE

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule <rule> --snapshot-retention
<snapshot retention count> -n <my app namespace>

=0 *

tridentctl-protect create schedule --name appmirror-schedule
-—app <my app name> --appvault <my app vault> --granularity
Custom --recurrence-rule "DTSTART:20220101T000200%Z

\NRRULE : FREQ=MINUTELY; INTERVAL=5" --snapshot-retention 2 -n
<my app_namespace>

S. CHA 22 AHUM AA 22HAEO| HE3H AppVault CRIF SYUsH AA 282 TZ 7 AppVault CRS MAstD
|2 XIELICHO: trident-protect-appvault-primary-destination.yaml).

6. CRXE:

kubectl apply -f trident-protect-appvault-primary-destination.yaml -n
trident-protect

7. Y 22{AEHOA CHY S8 T2 0| CHEE CHA AppVault CRE MM BtL|CH AEE|X| SZXt0] w2t 2| of|E
"AppVault AFEX K| 2| AA SHEO| S
a. AF8Xt Mol 2[AA(CR) IHYE THED O]
secondary-destination.yaml).
b. C+Z E42 AMBLICEL
* metadata.name: (required) AppVault AFEX}F M| 2[AA0| O|FRIL|CH SH| 2Aof B9 CHE CR
orU 2 o] S HXSIEE MEdSE 0| E2 7IF6 SLICL

* spec.providerConfig: (required) X| ¥ E SZXIE AFHE5I0{ AppVaultol] HMASH= O] B2t 2HE
XEELICE "bucketName 2t SSXI0IAH| 2R3t 7|EF M HEHE ME{SILICE SH| 2tA0| 2Pt CHE
CR IIYU2 0o|2{3t g2 H=EStEE MENSt g2 7|Fslf SLIC CHE 35Xt2| AppVault CRSO| CHet 0=
2 "AppVault AFEXF X|H 2| AARZSHMA L.

* spec.providerCredentials: (required) X|’8 &l 35XIE AH35H0] AppVaultdl] HMASH= O] ERot
XA ZHof| gt & =& MEELICH

* spec.providerCredentials.valueFromSecret: (required) XtA S 70| H|Z0j| A 2tof &2
LIEHRL|C
* *key *: (required) ME{e H|YS| =Bt 7|LICE
* * name *: (required) O] HES| S Zetdt= H|Z | O[S ULICH &2 HIJAD|0| A0 RU0{OF
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gLt

* spec.providerCredentials.secretAccessKey: (required) MSXI0f| M| ASH= Of| AR E|=
MM A F|RILICEH name * 2 * spec.providerCredentials.valueFromSecret.name* 1 & X|5HOF
sHL|Ct
= .

* spec.providerType: (required) S XM &2s
Google Cloud EE= Microsoft Azure). 7ts%t 2t

* dX[stn

te g=2 2 LICHO: NetApp ONTAP S3, &t S3,
I.

* AzureE X|HgfL|CH
= GCP

* ggk- 83

= ONTAP-S3

= StorageGRID-S3

C. MAUS SHIE ZIOE M2 2 trident-protect-appvault-secondary-destination.yaml CR:

kubectl apply -f trident-protect-appvault-secondary-destination.yaml

-n trident-protect

8. CHAF 22{AE{0| M AppMirrorRelationship CR IS A4 M etL|C},

@ CRE M8¢ M= CR2 M E317| Hoj IZH“ HYATO|AE =52 = ‘HM3H{OF SLICE Trident
Protect= CLIE At8E W2 WY AH|O|AS XS = MERiLICt.
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CRS AH2%}0] AppMirrorRelationshipS A8t

f

C
a. AF8XHEe B[AA(CR) IHYE TS 0| E2 X|™ELICHOI: trident-protect-
relationship.yaml).

b. Ctg E4& FEEUIC.

metadata.name: (Z5) AppMirrorRelationship AF2Xt HO| 2| A A 9| 0| S IL|C},

spec.destinationAppVaultRef: (required) 0| Zf2 CHAM 22{AE{Q| Y S8 T2 0| CHEt
AppVault O| S+ LX|3HOF SHL|Ct,

spec.namespaceMapping: (required) CHAM 3 AA HJAAHO|AE= ST S8 T2 % CRO||
HolEl 28 T2 | A AH|0| AL UX|SHOF LTt

* spec.sourceAppVaultRef *: (required) O| Zt2 AA S8 T2 M| AppVault 0| S L X[sH{0f
283
* spec.sourceApplicationName *: (required) 0| 2t2 AA S& TEIH CROA HoPt AA S8

D230l 0| St YX|sHof BfL|CE.
spec.sourceApplicationUID: (2 <) 0| Zf2 AA OHZE|AH|0|M CROIA oot AA
OHZ2|AH|0] M2 UID2t L X|SHOF BrL|C}.

spec.storageClassName: (MEH AtSh) S AHOM RESH AEE[X| Z2HAC| 0|2
MERSHL|CH AER[X| 2A = AA A0 T|0{~2E ONTAP AE2|X| VMO HZE[0{0F gFL|Ct.
AEE|X| AT} HBEX]| Ao H 7| BHMOE SHAES| J|& AEE|X| F2AT AFSEL|CE.

LS — -

e
spec.recurrenceRule: UTC A|Zt1} B ZHHOZ A|ZH HUME A O|ghL|CL.

YAML Of|:



apiVersion: protect.trident.netapp.io/vl
kind: AppMirrorRelationship
metadata:
name: amr-16061e80-1b05-4e80-9d26-d326dc1953d8
namespace: my-app-namespace
spec:
desiredState: Established
destinationAppVaultRef: generic-s3-trident-protect-dst-bucket-
8fe0b902-£369-4317-93d1l-ad7f2edc02b5
namespaceMapping:
- destination: my-app-namespace
source: my-app-namespace
recurrenceRule: |-
DTSTART:20220101T000200%Z
RRULE : FREQ=MINUTELY; INTERVAL=5
sourcelAppVaultRef: generic-s3-trident-protect-src-bucket-
b643cc50-0429-4ad5-971f-ac4a83621922
sourceApplicationName: my-app-name
sourcelApplicationUID: 7498d32c-328e-4ddd-9029-122540866aeb
storageClassName: sc-vsim-2

c. o

fjo

=HIE 2t 2 X2 = trident-protect-relationship.yaml CR:

kubectl apply -f trident-protect-relationship.yaml -n my-app-

namespace

CLIE AM235t0{ AppMirrorRelationship= A StC}

=
a. AppMirrorRelationship Z4X|S 2tE 10 M E35H, 23 9tO| ZHS AI2X} &A9| MEZ HiEL|Ct.

tridentctl-protect create appmirrorrelationship

<name of appmirorrelationship> --destination-app-vault

<my vault name> --source-app-vault <my vault name> --recurrence
-rule <rule> --namespace-mapping <ns mapping> --source-app-id
<source app UID> --source-app <my source app name> --storage
-class <storage class name> -n <application namespace>

=0 *
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tridentctl-protect create appmirrorrelationship my-amr
--destination-app-vault appvault?2 --source-app-vault appvaultl
-—recurrence-rule
"DTSTART:20220101T000200Z\nRRULE : FREQ=MINUTELY; INTERVAL=5"
—--source-app my-app --namespace-mapping "my-source-nsl:my-dest-
nsl,my-source-ns2:my-dest-ns2" --source-app-id 373£f24c1-5769-
404c-93c3-5538af6ccec36 —--storage-class my-storage-class -n my-
dest-nsl

9. (MEH Areh) Tt 2 AEOM SH| 2tA|Q MEf X HEfS ZelgfLCt,

=

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

thet 2HAEZ HYLLH ST

Trident ProtectE AtE25tH S|l OfS2|H|0| M2 CHA S2{AHZE Zo =X 4~ Q&LICE O] EXt= EX HAE
X5t Al 2B AE UM HE 2210102 MBtStL|CE Trident Protecte AA S AE{0|AM 40| 2t S0|H WS
SX|HX| t&LICE

CHA|

1. CHA 22| AE{ 0| A AppMirrorRelationship CR IFY(0f] trident-protect-relationship.yaml:)2
MZESt * spec.desiredState* 22 £ HATLICL Promoted

2. CR I} S XMFeiLct.

3. CRHE:

kubectl apply -f trident-protect-relationship.yaml -n my-app-namespace

4. (B4 AMSH HYQH E OfZ2|AH|0| Mo 2Rt B AHES HGELICH
O. (MEH ALY SH| 2tA2| e X HEHS 2HQISL|CE

kubectl get amr -n my-app-namespace <relationship name> -o=jsonpath
='{.status}' | Jjg

HYHE SH| A S CHAl S7[=tgfLCt

MS7|et ZH2 =X 2AE ChA| EYLLLICH ST (t &S +&5HH /2 22 0fZ2|#|0] 80| 2l Sl
OHZ2[AI0]40] &1 e SAAE0| M Ml Sl ofZ2|AH 0| Mol THet HE LHE2 25 AR ELICH

H

O ZZM|AE ZRIE ChAl 2F5H7| Hofl iy S2{2EHM 4S SXIELL.
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HYH Sof the oiE2(ZH| 0| Mol 7| &l 2= HI0[E{ 7t &4 ELCt.

®
|

1. MEd Abgh AA SHAEO|M AA OfE2[AH[0] M2
Atetol X EL|Ct.

ARHAES M IYLICE OFEA

2. CjAt
MZIStD spec.desiredState /2 2 HARLIC Established

3. CR IS XMEELICt
4. CRYE:

kubectl apply -f trident-protect-relationship.yaml

o. Ci&t 2 AE{0M HULHE O ZE2|AH|0|HS

AAES SE 2920 FOHE LD,

HYHE SH HAE LEE MS7 |t

AE 57|55t AL that ol E2|H 0|
OiZ2(A|0|Moi| Chgt HA Arg2 RXIELICH
CHA|

1. @lzf Ak 22{AE{0f| A AppMirrorRelationship CRS
S2{AE 0 Lot Y= ES AHZFO| Y= AL MLt

AE 2EL m e A8 H CRIIYUS
AA 22{AH)0| £ AppVault CRSZE A E|0] Y=X| rlghL|Ct.

B0l SA| 2AIE 2Foto] g detof oist 2t +4

w N
= i

Chaf(2ie

o
4. Bt E8{A StL|C}.

S5 gteFs "t 2 51H Trident Protect=

AEZ|X| WA =EZ O|SELICt. Trident Protect=
CHAtofl CllO|E{E SH|IEHL|Ct.

= —-—

a2 OZE[AH0|ME

1. A2 SYHAHM B8 AHMS MESLCEH

BIo| FUoh HE AASS YA B

12 24 0fZ2|7|0[M0] |1

gt 2 AHO| HESIH S| 2AE 28

2} AA AEE|X| HHAIEZ EX|E A& Tl
X5t o A

HMAHSHUAIL. EOF R

M-

A= OO

L|C}.

o AA 2P{AEO| %

S AE MM AppMirrorRelationship CR I (0| trident-protect-relationship.yaml:)S

-n my-app-namespace

IL|C}.
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CRE A83%t0] & AHMS %%E“—IEF
a. 22 OfZE[A|0| M0 CHet B FH U™ S SHAISLICt.

J

b. ShutdownSnapshot CR I} A Af:

i. AF2X}HO| 2|AA(CR) IMY S DS 0|22 XIHELICKH|: trident-protect-
shutdownsnapshot.yaml).

i. e EAMS IASHL|CY

a0 o=
* metadata.name: (required) AtEX} HO| 2|2 A Q| O|EQILICE,

* * spec.AppVaultRef *: (required) 0| 242 ¥ & S8 T2 CHE AppVaultel
metadata.name Z =2} YL X|sHOF BFL|C},

* spec.ApplicationRef: (required) 0| Zf2 2 A 28 TZ 1 CR It 9| metadata.name
o= Qf & X|sHOof BfL|LC}.

YAML 0ff:

apiVersion: protect.trident.netapp.io/vl
kind: ShutdownSnapshot
metadata:

name: replication-shutdown-snapshot-afc4c564-e700-4b72-86c3-
c08ab5dbe844e

namespace: my-app-namespace
spec:

appVaultRef: generic-s3-trident-protect-src-bucket-04b6bdec-
46a3-420a-b351-45795e1bbe34

applicationRef: my-app-name

c. I

o

2HIE 'O 2 M2 F trident-protect-shutdownsnapshot.yaml CR:

kubectl apply -f trident-protect-shutdownsnapshot.yaml -n my-app-
namespace

o

39 EZ M5t = AHAs TELICE oS SH Ch3at Z5L0

tridentctl-protect create shutdownsnapshot <my shutdown snapshot>
-—appvault <my vault> --app <app_ to snapshot> -n
<application namespace>



2. 22 SEHAHOM S5 AHMO| 2RE = S5 AWM HEHE TP SLICH

kubectl get shutdownsnapshot -n my-app-namespace
<shutdown snapshot name> -o yaml

3. AA ZHAHNM CHS HHES AFE38H0] * shutdownsnapshot.status.appArchivePath * 2| 2 At o
ZE9o| OiX|2 22 (basename2t = 8. 0|2 OFX[8F £2fA| CHRO| 2% UA)S 7ISELICH

k get shutdownsnapshot -n my-app-namespace <shutdown snapshot name> -o

jsonpath="'{.status.appArchivePath}"'

4. CH2 HE ArdS MBS0 M Ty S2AEHM M A4 SSAEZ HULHE $RBLICH

IJIO

@ H| Y EXto| 2ctA 0| A AppMirrorRelationship CR It0f| ZEE T &kst
spec.promotedSnapshot 92| 3LtA0|A 7|E$t 7|2 O|EC = 7S MLt

O. o AFV|8t HAE HLHE =X 2AE HLLO= MBIt Cre-ELIC

6. Mf AA SHAEOM BES AHES S™YLICL

X
il

12
T
%

Jr

| i 20fl CHS 0| ShagtL|Ct,
2 AA MOl Kubernetes 2| 2 A0 CHoE ALHAFO| MM EIL|CE,

=
* 89| Kubernetes 2| AAE AMH|SH Y2 AA WO PodE HANMOZE FX|E o YSLICHPVC U PVSE OLHZE

i X EELEE

lo
|>

40| #FE[D SHIELICH

(=] =
* SnapMirror 2|7t Z0{™ E}ZI 2F0| {7|/M7| Z=H|7} £[A}ELICt

MOl Kubernetes 2|AA = 2l AA OfEZ[AH|0|M0| ZRE = SX|= =8 HI0|EHE AFESIH AHH B2
AHAkO M S RELICE

i
>
rir >
re

CH 2o 2 CHA| - ELCH

St

OHEE[A0|ME Rl 22 S2AHZ H LML T}

| "Bl 272 e 4 UELICH &

Trident ProtectE ArE5IH Ct3at 22 &Y =M E Soll Zoif =X| 2ty =0f o t
HHHSE7| ol 2E oS 2|AH 0|8 HE

X wekg 5215t7] 2%t 0] Y2 EZ0|M Trident Protect= SX| Waks gt
Atet2 el AA ofE2[AH0|MCZE SX|(S7|=hHELICt.
O| ZZMAE iAo st HYUHE gAZ ot HAZHE AZE|H CHS THAIS ZEHetL|Ct.

HULHE HENZ AIZRILICE.

* SR 2HAE QLR LHA| S7|=tEfLIC.
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@ bt S 7|3} ZHH S 23lSHX| OFMA| Q. J2{H HYH Mx} F0f| CHA 22 AE{0f| 7| 2=
C|O|E{ 7} AbA|EILICH

© SH ggS Hil = HHEL|C)

ChA|
1. HULHE =X 2AE YO = ST |SHetLCChE HAIE s3SI .
k=)
=

2. ofZ2|70|¥ S| et

T
o
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o

StefLICICHS BHHAIE "t Ct.
SH| 2AE AR

AR EX S| ZAE AHE = UASLICE OHE2|H0[E SH ZAE AMSHE M2 2HA17L gl F 72| JHE
OHZ2[AH[0]40] ‘M- LT,

ocood

oHA|
1. SixH cHA 22{AE{ 0| M AppMirrorRelationship CRS AA|BtLILCL,

kubectl delete -f trident-protect-relationship.yaml -n my-app-namespace

Trident Protect= AI26l0{ OffZ2|7|0[M Ofo|z2{|o|M

W HIO|EHE S# ot S AE ZHO|Lt CHE AEE|X| 22fA = ofZE(AH 0| HS
oro|azf|oj e 4= ASLICE.
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LHE S2AH 22 =X

CHE S2{AE0 OiEE[AH0| 8 S SHGHH(EALAH 2 FH| &) 22 SH{AE0]| MY S BHE LHS, of

—

CHE 22 AEHZ SRISLICH cid 22{AEO0]| Trident Protect?t &X|=|0] JL=X| ZHIsHM K.

(D) = usstol 42 T2 22128 210 ofZ2IA\0| 42 SR 4 "SnapMiror SH"ULLICH

THA|

1. " S M BLICt..

2. difo| ZEtEl K| AE2|X| 29| AppVault CRO| CHA 22{AE 0| LEE0] U=X| ZoletL|Ct.
3. CHet SHAEO|M "0l M H[0|EH S ST

ot AE2|X| 2 A0M CHE AEE2|X| 22HA 2 OfZ2|#[0|MMS Or0|22f|0] M BfL|Ct

CHe AEE[X| 2220 HHS SRSt oS EIA0[ES o AEE|X| A0 M CHE 2AEE|X]| 22HA2
oro[azf|oj e 4= ASLICE

O£ S0 52 CROIM HIZ H|2):

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: "${snapshotRestoreCRName}"
spec:
appArchivePath: "${snapshotArchivePath}"
appVaultRef: "${appVaultCRName}"

namespaceMapping:
- destination: "${destinationNamespace}"
source: "S${sourceNamespace}"
storageClassMapping:
- destination: "${destinationStorageClass}"
source: "S${sourceStorageClass}"
resourceFilter:

resourceMatchers:
kind: Secret
version: vl

resourceSelectionCriteria: exclude

C}
=]

H
=

o
=

o
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trident-protect-restore-apps.html#restore-from-a-backup-to-a-different-namespace
trident-protect-restore-apps.html#restore-from-a-backup-to-a-different-namespace
trident-protect-restore-apps.html#restore-from-a-backup-to-a-different-namespace
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CRS AFB310] A4S SalBLICt

£

1. CR(AFBXt B9l 8|4 4) ItYg BHS M 0|2 “trident-protect-snapshot-restore-cr.yaml" X| & LI},
2. Mot oo M CHe 448 ATtL|CE

o
° metadata.name: (required) O| AtEX} HO| 2|AA0| O|SQIL|CH ALEXF 2HZ0]| = RSt
g2[xQl 0|52 MESHA2.

I-J

° * spec.appArchivePath *: AHAF LIE0| A E|= AppVault LHE ZZ2ILICH CHS EEES AHE5HH 0f

B2E HE + ASLICL

kubectl get snapshots <my-snapshot-name> -n trident-protect -o
jsonpath='{.status.appArchivePath}'

o *

spec.appVaultRef *: (required) 2 AF LIE0| XZHEl AppVaulte| 0| S LILCE.

° spec.namespaceMapping: S 2| AA HQUAHO|AE CHA HUAH O] AN IHHSH=

WRLICE my-source-namespace'® & ‘my-destination-namespace AFEX} 2tF 2|
HEZ HEL|CH

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: trident-protect
spec:
appArchivePath: my-snapshot-path
appVaultRef: appvault-name

namespaceMapping: [{"source": "my-source-namespace",
"destination": "my-destination-namespace"}]
3. SYY S8 T2 MO EY Z|AAD MEHSHO} St= 22 ET 2|0|E2 HEAIE 2|AAE IESHAL
Helsh= HE{”E FIrLCt

> resourceFilter.resourceSelectionCriteria:(ZE{2/0| ZR) include or exclude
resourceMatchers0i| H2|El 2|AAE ZSSIHLE H|2|5H= O AHEEL|Ct CF2 resourceMatchers
O7H HE FIH610] ZEot7ALE MIQIE 2| AAE ™oLt

* resourceFilter. resourceMatchers resourceMatcher 7HA|2| HHZ IL|Ct, O| HEOf| A o2
LAE Moot AR oY R4 = OR HAMOE AUX[st 2t A(OE, BF, HH) LHe| 2EE=
AND @Ato 2 Ux|stL|Ct,

* resourceMatchers[].group:(Optional) ZE{ &gt 2| A A9 D FQILICE
* * resourceMatchers [].kind *: (Optional) ZE{2 & 2| A A9 ZFQIL|CE,

* resourceMatchers [ ].version: (Optional) ZE{2I& 2|42 A9 HFQIL|LCE,



* resourceMatchers[].names:(Optional) BE{Y & 2|2 A2 Kubernetes metadata.name
ZEo| A= o] S|LICE

* *resourceMatchers [|.namespaces *: (Optional) ZE{& e 2|2 A 9| Kubernetes
metadata.name EE0| U= HAAHO|AILICE.

* resourceMatchers [ ].labelSelectors: (Optional) | H2| &l L2 2| A A 9| Kubernetes

metadata.name Z =0 U= 2|0|= MET| EXSRJLICE "Kubernetes A" 6| & Ct3 1t
“"trident.netapp.io/os= Imux" Z&LIC.

spec:
resourceFilter:
resourceSelectionCriteria: "include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]

4. I

o

SHIE 'O 2 M2 F trident-protect-snapshot-restore-cr.yaml CR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

1. CH2t= ool Zhe AL8AL &t HEZ TSt AMAS CHE HIJATO| AR SBLICE

[

° snapshot Q40| HYAHO[A Sl AHL 0|E0] YAOZ “<namespace>/<name>
ArEEILICE

° O] namespace-mapping Q= SECE AR E HIYAHO|AE AFRSIH AA H|YATHO[AE
SHIE 4 YA o] A0 HAl “sourcel:dest1,source2:dest2" @ 2 O T StL|Ct,

455


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
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--snapshot <namespace/snapshot to restore> --namespace-mapping

tridentctl-protect create snapshotrestore <my restore name>

<source to destination namespace mapping>
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4. wie) = 37} MYE|HALIC

L SIAN A Al S35 AFZEEZ AR H SHAL st

- d

() 2ol &M oFls 7IE AdAre AHBSHR] SH Wels Mt F9olet HBELIC
o [=] o o o

exec BYS ALRSI0] ATRES HE|SHH| HAES 2 9

o= = =0 === UESLICH 2F SHHAUM M 53 E
AIESIEE MASH S At AHARD OIS B AESIH MM 0| BRE[=X| SOISHL|CEH e QA
HADo|A 2E SHISD, AHAF E= HS SRt CHS ¢S HAESIH 0| 2HE ¥ &

37t Kubernetes 2| AAE FIH HE L= XHots R AMHAF L= Wiint
HZA Aro| TEHELICE

A 7
* A3EE 37| 96KBE MIgHELICE.

* Trident Protect= &% £3 HFu LX| 7|ES ALt AHM, MY L= S X0l HEY = A= 23E

2L

M B MY F0 S8 TRIUO| IS HOILE AHS| HIZAS| R0 ALSKE XIH MY
$37} MRE| Al7HS 2| AotoHo} SLICH AT A% S0t Bh el I ALt XIS ATt

(D G sisiet sef o Auat stoto) oiol Alstel ool $I2 AW 5 ABLICL, 5, el
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=§!

m

T —= T [ =) =o T —_
AGLICH BE = 2= ZH 00N St ZIE0|L O[0|X|E AtESH= 88 =0 REdtX|T
8= (0ll: Elasticsearch)2 AF82 4= JAGLICE HEIE AIE5IH MM =371 ML= AL2IRE
th D= St ZH0|HE Addt= A2 OfElL|Ct thd A =30 sl of2] 7H2| HE{E Bt
HAXtet ZetElLIC A 23S A0 10712 2 2EEHE Ar2Y & JASLICL

SE T2 dHll =3 E oL HEE o A =30 ZEE 71510 =371 LK HE|O|HE 2A2|E +
r

A =230 FI5ts 24 HE = i EHAME AMESH0 S2{ A 9| AH|0|H 2t LXIAZLICH =37} ZIH[0]L 2F
LASHH 3= oy HHO|L0| M H2tel ATZES MAMTIL|CE TE{0]| CHet Y EH A2 RE2(Regular

Expression 2) #22 AFE3%t=0, Ol 22 X €= SE0|M HH|O|HE HQdt=s HEHE TtEE= AS XI5
Aofl ohsl X {st= 20l Chet 2= tHES HESHMR.
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https://github.com/NetApp/Verda
https://github.com/NetApp/Verda
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CRE AtEgLCt
CHA
1. CR(AF2X HO| 2|aA) OiU S BHE11 0|E2 trident-protect-hook.yaml' K| & BfL|C},
2. Trident Protect 2t4 3! 22{AE M0 XA CtS £42 7 HSHM L.
° metadata.name: (required) O| At2Xt HO| 2|AAQ| O|EQILICE AFEXt A0 St= 1]t
32| X{0] 0|22 MEHSIAIA| Q.
° * spec.applicationRef *:(required) A% 3 E Al S8 T= M| Kubernetes 0| S RILILCE.
x

° * spec.stage *: (required) 2l 237} HAE|0{0f ot= &Y T THAIE LiEtLH = EXIELICH 7tsTt
.
BA -

* A
= AAl

° * spec.action *:(required)

RHE A 33 WEZF YABCHD IS O Y T3 2 K
LiEths 2xtERILITh Tt

o

>
rot
N

JE
e ok

AF

Jr
rio

T YR

° spec.enabled: (Optional) O| &l 39| st ({EE LIEPRILICE X|HSHK| ™ T[22 true
O||__||:|.
= .

° spec.hookSource:(required) base64= QALY E 3 AIZEE Zotst= EXIEQLICH
=3

° spec.timeout: (Optional) &3 37} A
120|1, X|™HSHX| f2 22 7|2a2 25-E-?=l|—||1f.

° spec.arguments: (Optional) &% 230f| X|de & A= eI+ YAML =EILILCL

° * spec.matchingCriteria *: (Optional) 2} 40| Al &3 o
SEULICEL M =3 2[C] 10742 HEE Fte = AS

° * spec.matchingCriteria.type *: (Optional) 2 =3 HE RS A'Esl= EXISYLICE 7Hsst 2f:
= Zi8[o[L{ o[ O] X|
* ZiH[o|L{H
* PodName= MEHSIL|C}
* PodLabel2 ME{SILIC}
* 0|Z 0| 0|F

° * spec.matchingCriteria.value *: (Optional) &% £3 HE 72 A'E5l= 2XE E= A QLCh

YAML 0f|:
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apiVersion: protect.trident.netapp.io/vl
kind: ExecHook

metadata:

name: example-hook-cr

namespace:
annotation
astra.ne
/account/tes

spec:

my-app-namespace
S:
tapp.io/astra-control-hook-source-id:
t/hookSource/id

applicationRef: my-app-name

stage: Pre

action: Sn

apshot

enabled: true
: IyEvYmluL2Jhc2gKZWNobyAiZXhhbXBsZSBzY3JpcHQiCg==

hookSource
timeout: 1
arguments:

- FirstE

0

xampleArg

— SecondExampleArg

matchingCriteria:

- type:
value:
- type:
value:
- type:
value:
- type:
value:
- type:
value:
- type:
value:

containerName
mysqgl
containerImage
bitnami/mysqgl
podName
mysqgl
namespaceName
mysgl-a
podLabel
app.kubernetes.io/component=primary
podLabel
helm.sh/chart=mysql-10.1.0
podLabel
deployment-type=production

1. 2o otof S AIEX 2ol HEZ thH|ste] 4 =38 HELCL E S
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tridentctl-protect create exechook <my exec hook name> --action

<action type> --app <app to use hook> --stage <pre or post stage>

--source-file <script-file> -n <application namespace>
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RE AEELICE
|
1. CR(AHEXE F9l 2

A
2. Trident Protect 2t4 3 22{AE A A OIS £42 L HSHAIR.

° metadata.name: (required) O| AFEX} HO| 2|AAQ| O|SQIL|Ct AtEX}L 2HA0| = DRstD

512|X9] 0|22 MEHSIAIAIR.

° * spec.applicationRef *:(required) 2|2 A A S MHE 0 E2|H|0| M| Kubernetes 0| S 2ILILCE.

° * spec.appVaultRef *: (required) B LIE0| XZHEl AppVaulte| O[S LILCE.

° * spec.appArchivePath * : B1Q} HHIX I} X EE|= AppVault LIF 2| ZE2RILICE CiE BEHS
AL2St0 o] AZE 32 4 USLIC

kubectl get backups <BACKUP NAME> -n my-app-namespace -o
Jjsonpath='{.status.appArchivePath}'

YAML 0f|:

apiVersion: protect.trident.netapp.io/vl
kind: ResourceBackup
metadata:
name: example-resource-backup
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup

3. CRItYS SHIE AUCE M2 T CR:

kubectl apply -f trident-protect-resource-backup.yaml

1. CH2t= oto] Zhe AEAL 2o FEZ thA|ste] MelS ohELICE oS S CHEat Z&LU T

[

tridentctl protect create resourcebackup <my backup name> --app
<my app name> --appvault <my appvault name> -n
<my app namespace> --app-archive-path <app archive path>

A) IAZ ST 0|E 2 trident-protect-resource-backup.yaml X[ H & L|C},
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2. HHOY AFEN

- o

]

SLICH 20| 222 wintx] of of|d| B S gr=sHM AHEE = ASLIC.

tridentctl protect get resourcebackup -n <my app namespace>
<my backup name>

3. Wol0] HTYEX| 2ol

gLt

kubectl describe resourcebackup <my backup name>
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CRE AtEgLCt
THA|
1. CR(AF2XL Ho| 2|AA) IH S IHE T 0|52 “trident-protect-hook-run.yaml’ X| A gL},
2. Trident Protect &2 % Z2{AH M0 A CtS S48 7 HSHA 2.
° metadata.name: (required) O| At2Xt HO| 2|AAQ| O|EQILICE AFEXt A0 St= 1]t
g2[=Ql 0|52 MESHA 2.
° * spec.applicationRef *: (required) O| 2t0] 1EtA|0|A| THE ResourceBackup CR2| S8
D23 O|E3t YX|SH=X| ZHlgtL|Ct,
° * spec.appVaultRef *: (required) O] 2t0| 1EA|0| M %ot ResourceBackup CR2)
appVaultRefe Y X[SH=X| &eletL|Ct,

° spec.appArchivePath: 0| 20| 1&tA[0| A ZHE ResourceBackup CR2| appArchivePath 2f
LX|SH=K| =QISH A2,

kubectl get backups <BACKUP NAME> -n my-app-namespace -0
jsonpath="'{.status.appArchivePath}"'

0%
ot
|u
N
4>
ogt
mot

° * spec.action *:(required) K| B El M =3 TE{7} YX|otCD 7pde mf &
A S LIEtL = EXIEYLICE 7Hset 2t

= -

2

|>
2 ot

I iE
rdo

" MY
° * spec.stage *: (required) A 37} MHE|0{0F St= & F HAE LIEtL= XS QJLICE 0
T3 HH2 COHE HHAMM T3 E HHSHK| tSLICH 7HsSt 2t
RPN
= AlAl
YAML Of|:
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apiVersion: protect.trident.netapp.io/vl
kind: ExecHooksRun
metadata:
name: example-hook-run
spec:
applicationRef: my-app-name
appVaultRef: my-appvault-name
appArchivePath: example-resource-backup
stage: Post
action: Failover

3. CRIIUS SH}

Tl

o2 &Y CR:

M0
ot

kubectl apply -f trident-protect-hook-run.yaml

CLIE Ar2%tL|Ct
CHA|

1. 25 ASH 3 AlsH QXS MAMBH|C}H

= =

1

tridentctl protect create exechooksrun <my exec hook run name>
-n <my app_ namespace> --action snapshot --stage <pre or post>
-—app <my app name> --appvault <my appvault name> --path

<my backup name>

2. execution hook run2| MEHE =QISIC} Zi0| 2tZ E [mf7tX| O] HHES HHEXMO 2 Malsh
ol&L|Ct
M H .

tridentctl protect get exechooksrun -n <my app namespace>
<my exec_hook run name>

3. exechooksrun ZiX|E HHSI0] X| T M|E HE U LEIE FelgfL|ct

kubectl -n <my app namespace> describe exechooksrun
<my exec hook run name>
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Trident Protect X| 7

LYot HA HH O E 4 028|0|ESH= 2R Trident Protect 714 RAE HAHs{of & =
olAL|Ct.

Trident ProtectE M| 7{6t2{™ CtS HHAIE +2SHA|R.

ChA|
1. Trident Protect CR It 2 K| HgL|CE.

() ol et 25.06 0l4 HFOIAIS BREHK eBLIC

helm uninstall -n trident-protect trident-protect-crds
2. Trident Protect X|7{:

helm uninstall -n trident-protect trident-protect
3. Trident Protect W& AH|O|AE H[AHELICH.

kubectl delete ns trident-protect
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AXE ALK TridentE o= 22 E2[HEE 2| AEl7} InstallingOll A Installed 2 HAELICE. 'Failed(
ENE =olotn 28Xt KHHE 57Y 4 gle 42 O3 BHOE HAs 2EXIe| 205 =elslof ot

|

tridentctl logs -1 trident-operator

| =5t —'?—I1I7f A= AAKIE 71212 + JAFLICE Ol E S0,

M9l 2Rt ZefolL{o] 208 & 3 J
S=0|A Bast HelolL] 00IXIS M 4 gt WY 4+ AL

Airgapped 232 JAEZ
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kubectl describe torc trident-2

Name : trident-2
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator
Status:
Current Installation Params:
IPvo6:

Autosupport Hostname:
Autosupport Image:
Autosupport Proxy:
Autosupport Serial Number:
Debug:

Image Pull Secrets: <nil>
Image Registry:
k8sTimeout:

Kubelet Dir:

Log Format:

Silence Autosupport:
Trident Image:

Message: Trident is bound to another CR 'trident'
Namespace: trident-2
Status: Error
Version:

Events:
Type Reason Age From Message
Warning Error 16s (x2 over 16s) trident-operator.netapp.io Trident

is bound to another CR 'trident'

0| RLEL TridentE MX|SH= O] AFREI 'EZ2|A QA AER|O|E) 7} 0]0] S LIEFHL|C} 2t Kubernetes
S AE0|= Tridente] QAEIAT}LSHLITE QIS 4~ QOB 2 2AXH= AHHEX| MME & Q= &M Trident

AN
Orchestrator’ 7} StLt2t =XSHEF SfL|Ct

S Trident Pod2| AMEE ZHEHSIH 20471 &H2 e

$Q
0jo
o
i
m
=
rr
ox
40
N
52
o>
il
o

480



kubectl get pods -n trident

NAME READY STATUS RESTARTS
AGE

trident-csi-4p5kg 1/2 ImagePullBackOff 0
5ml8s

trident-csi-6f45bfd8b6-vfrkw 4/5 ImagePullBackOff 0
5ml9s

trident-csi-9g5xc 1/2 ImagePullBackOff 0
5ml18s

trident-csi-9v95z 1/2 ImagePullBackOff 0
5ml8s

trident-operator-766f7b8658-1dzsv 1/1 Running 0
8ml7s

St} O] &f2f Z4E|0|LA O|0|X|E 7HM K| 27| W20 ZEES 24T S| X7|otet 4= giCh= AE 23| & 4= JUSLICE

O] ZXIE sliZotH EC|ALAAER0|E CRS HENOF RILICE = "EC[ALAAEY|0|EE AXMStY +F |1
PS

)
1912 7l A FOIE BHS 4 YALIC

£ A8 TridentE HiESHA| 2 ELICH tridentctl

O] HREYEX € = AXF CIHI ZES A FA0| ZH|QUX] 0Of8H8t= O =20] == "-d' =5 AHEHH
X Z2OMS CHA| 2dE & ASLCH

./tridentctl install -n trident -d
Ol 2HIE s Z¢t = Ct31t 20| MX|E ™e|3t CHS 'tridentctl install' @& S CHA| A8igh 4~ UELICH

./tridentctl uninstall -n trident

INFO Deleted Trident deployment.

INFO Deleted cluster role binding.

INFO Deleted cluster role.

INFO Deleted service account.

INFO Removed Trident user from security context constraint.
INFO Trident uninstallation succeeded.

Trident %! CRDE 2T 3| X|HgL|Ct

Trident?t W& E 2= CRD X! 22 AMEX X|H 2|2 AE S| HAY 5= ASFLICH

0 =
FXl 210 TridentE M8 2 "TridentS A LICHEZSHYA|

oF

@ O] ZH2 FAg & UELICE TridentE XS] M2 HX|St2{= 27t OfL|2HH
t C A
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Trident 2 X}
TridentE M| 7{5t1 Trident 2FXHE AHRSI0{ CRDE 2t 5| X752 H:

kubectl patch torc <trident-orchestrator-name> --type=merge -p
"{"spec":{"wipeout": ["crds"],"uninstall":true}}"

[ (=4
=0

Helm2 AFE5HH TridentE X756t CRDE &3] M5k H:

kubectl patch torc trident --type=merge -p
"{"spec":{"wipeout":["crds"],"uninstall":true}}"

<code>tridentcti</code>
£ A2 TridentE M7H$ = CRDE 28| HHELICt tridentctl

tridentctl obliviate crd

x A 28 HIYALO|AL 2R ZEl NVMe == AE|[0|Z! S{X| 41§ o Kubernetes 1.26

Kubernete 1.262 A8 FQ 22 rwx A =5 ULAHO|AL} BHH NVMe/TCPE At I == AH|O|E
* = ILfE|9" QF0f CHt & WHE MSELIC = KubernetesE 1.272

o
o

HIYATO|A 3 PodE ATH[RELICH

Pod0i| Trident 22| Y AHO|ANVMe S 28)7t HEEN U= FRE 71HsH 22 ELICE ONTAP BHAI=0]| A
HIYATO|AE ZH AH[SH= BR, PodE AtK|St2{ 1 5HH AH|O|A T2 MATF ZSEHELICE O] AlLI2|2E=
Kubernetes 22{AE{Lt CIE 250 Jek2 FX| &ELICE.

N =0 S 2EEHE HIFAH 0| A0 SHE)S OH2E SHMSH APHIEHL|CE.

OB LIFZF XHEHE| A S LT

If you block (or bring down) all the datalLIFs of the NVMe Trident
backend, the unstaging process gets stuck when you attempt to delete the
pod. In this scenario, you cannot run any NVMe CLI commands on the
Kubernetes node.

OE 2
MA| 7152 SRHHH dataLIFsE =2{ZLICH.
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HIPAHO|A THTS AT

If you remove the "hostNQON' of the worker node from the corresponding
subsystem, the unstaging process gets stuck when you attempt to delete the
pod. In this scenario, you cannot run any NVMe CLI commands on the

Kubernetes node.

OHE Y

= AJRBLICH “hostNon® 39| A|AEIOZ SoRLict,

ONTAP 212{|0|E = "v4.2-xattrs"7| ZMslE AO=Z of|Alet I NFSv4.2 22I0|HET}

"ERE QleE B

ONTAP & 12[0|E8t = NFSv4.2 22I0|HETE NFSv4.2 LIELHZ|E O ESHE{ 1 & off "HRE el QR E
Hagh + AELC o] 2H= Ch3at 22 ZR0l| 2YRLICE v4. 2-xattrs SVMO|A= 40| E-gots(o] )l
RELICE o E Y 2Yot v4. 2-xattrs SVMOIA S8 S HEISILE ONTAP 9.12.1 0|42 = ¥ 2)|0| =3}
Ol M0| 7|2Xo= ddetELt.

il
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NetApp2 Lot HIHO = TridentE K| A EfLICE 7| XI2(KB) 7|AL S 23t Ai'E &2
2ol 27 MO II%J SMO| 24x7 M2 E/L|C}.

Trident X|& 20| ALO|2

Trident= O W2t M| 7HX| =F2| X|@E MSELICH & "E2lZ ?Iet NetApp 2L ES|0f BT X"
EXSHMA 2.

ehsst X|2l

Trident= SAYZ2EH 12718 SO 2t

rot
Ral
o
o
=
g
gt
-
Iu}

HstEl x|
Trident= ZAY22E 13-2470E S¢t Aot

rOI'
nTe
mjo
=
O
ot
r
il

INZ RN

Trident EM= EAIYZ2RE 25-36712 S AL 4= UFLILC
HZH 2feet X3 HigtE X NN
"25.10" 20264 108 20274 108 2028 108
"25.06" 20264 6 20274 64 20284 6
"25.02" 2026\ 2 20274 2¢ 20281 2
"24.10" — 20264 10 20274 10
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AESIMA|IL
Trident ZE
TridentZt EM0|| AF235H= ZEO| CHH XFM|S| LOIEMA|L,

Trident LE

Trident Kubernetes LIS E410f| CtS ZEE AFETfL|CY

== 2%

8443 e HTTPS

8001 4L|Ct Prometheus H|EZ| AIEZQIE

8000 Trident REST AMH

17546 Trident C|ZE0|| AI2E|= 2HM/EFH| T2H TE

@ = ArE5t0 2X|5t= S gd/EH Z2E ZES HEY & ASFLIM --probe-port AH. 0
EE7f ARt 2O CHE HEHI*OHH AEEIX %55 ot A0

Trident REST API

Trident REST API2} &

A X 4| 8HO|X| Tt "tridentctl HE O S M "lst= AR
REST 282 2™ Al

met o

REST API AF2 A|7|

REST API= Kubernetes?} Otl CHE 1= A M TridentE S2 A3 HIO|LHZ2| 2 AFRSH= 15 MX|of
KEgLCt

Hots Zetst7| f/sf Trident= REST API Pod LHEO|M AAHE f 7[2XH2E |ocalhostE H|oHEIL|CE O S&H2
HASIHH sliTt POD 7LAO| M Trident®| ~address QI4+E M g Zol{oF ZLICt.

REST API A2

0|24t API7} S EE|= Bl 0| £ E2{H DEBUG(-d) 23S MEYELICE XIMIEH LHE S & "tridentctlS AF25H0]
TridentES Zt2|SfLICHEZSHUAIR

APIE CHS T} 20| RS BILICE

7t 27|

GET <trident-address>/trident/vl1/<object-type>
o dAlo| BE JHMIE LiEeLCt.
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GET <trident-address>/trident/vl/<object-type>/<object-name>
HHE WA MF HEE 7tHZLICE

Al

POST <trident-address>/trident/vl1/<object-type>
X ™ E Aol 7HH|E THELICH

= —--d

« MMt IiK|] JSON 40| ZLPtL|CH 2 7HA| Q| AIF2 2 "tridentctl2 AFESH0] Trident=S

ZhE| S| CHE S AL,

* J4M|7t o|0| Q= AR SEH0| ©2tEIL|Ct backends= 7| & JHH|S HH|O|ESIHX|TH CIE D E I HAIL
ZrAof| Aokt

AR

DELETE <trident-address>/trident/vl/<object-type>/<object-name>
HHE 2| AAE APK|EL|CE

@ HHOIlC Ee= AEE|X| 2eiAd HEE 252 HS ZMStEE H 2 ARX|sHofF BHLICE XEA|BH
LH2 £ "tridentctlS A2 510 TridentS 22| S| CHERSIMAIL.

I~
HHE=E M
Trident= Trident 2AAEY|0|HE 2[et & 7IX| HHZE SM 2 MSELICE Ozt FMS
A5 HIEE - £ QUELICT

22

-debug

ClHZ £33 detgfLich

-loglevel <level>

22 £F(debug, info, warn, error, fatal)2 MAEBILICt. 7[2HOZ info("E) 7t AFEEIL|CH.

2HL|E|A
-k8s_pod

0| M E&= S MEYLICH -k8s_api server Kubernetes X|¥E AIESIEE HHSHYAR. 0| HHE
A8t Tridentol A etz POD2| Kubernetes MH|A A1 Xt SHS ALE5H0] API A 0] H=HetL|Ct,

Trident7t MH|A A& 0| 2M3tEl Kubernetes 22{AE{0|AM PODE A L= AR0|2H 25 SHL|CY

-k8s_api_server <insecure-address:insecure-port>

. o1 - OT

ZF4 8l TEE AE510{ Kubernetes API MO HZBIL|CE [M2tA Trident= Pod 2|20 BHEES £ UX|THAPI
MEO|| CHot QtMSHR| 942 HATH X[RABLICEH HHSHA| HASHHH M4 S AHE S TridentE Pod0l| -k8s pod
HY ZESFL|CL.

Kubernetes X212 &tM315t2{™H 0| §M L= -k8s pod = AFEEILICE Trident7t X|HEl AL HSE H[ 2t
o
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Docker € & XSIMA|IR

-volume driver <name>
Docker 22|10 SE& M AFEE|= E20|H O|FYLICH 7[28f2 YLIC netapp.

-driver_ port <port-number>
UNIX 0|21 2210] Ol of ZEO|AM 4 CHZ[ZHL|CE.

-config <file>
T R42 M Holle 1 Thloj et of F=2E X|FsHof §iL|Cf,

Al
2

ot

-address <ip-or-host>

Trident2| REST M7t £=A18lj0f St= FAE X|™HTL|CE 7|22t localhost®IL|Ct. localhostOl| Al E7{L}
Kubernetes Pod0i|A{ At =9I 70"—?— REST QIE{H|0| A= Pod 220N Z2H HMAS £ SIELICH A
—address "" REST QIE{H|0|AE POD IP FTANA HMAE 4= Q== SHL|LCY,

@ Trident REST QIE{H[O| A= 127.0.0.1(IPv42| AR EE= [::1](IPv6eS] A)0IA T =41 5l
MH|ASHER £8e 5~ UJSLICL

-port <port-number>
Tridento| REST M7} = 213}{0F 5t= ZEE X[FgL|Ct 7|= 22 8000 LIC.

-rest

REST QIE{H|O|AE ZM3}BtLICH 7|22t true RILICE

Kubernetes 2! Trident 2LEHNE

REST APIE AIE510 2|AA HHE 210 MHXM Kubernetes & Trident?}t &< 2H&2

UEL|Ct. Kubernetes 2 Trident, Trident 3! AE2|X|2} Kubernetes 5! *EEIII .7_f9| HAS
Z2H™St= H 7K 2|AA JHAZF QELICE o]2{gt LENE & LR = KubernetesE &9

22| E|H LIHX|= TridentE Eoff 2t2|&lL|Ct.

HMZE M2 o EAH &= ZHE.L?

o

OHME BE 9l AT X YAIS 0[sfdte J1E 412 B S Kuberetes AFEXFS] AE2|X|0ll T3t T 2K
mEs gLt

1. AF2 K7L O|Fof| 22| X7t At Kubernetes2| torageClassOllAl EX 37|9| M PersistentVolumeS Q&3sH=
PersistentVolumeClaim2 ZHSLILCt.

2. Kubernetes2| torageClass= TridentS TZH|X'JXAtZ AT Tridentof] QM El 22fA 0| CHst 28
IDZH|XE dHS geiF= i Ha-E Tt

3. Trident= 220 Cist EES T2H|X U= O] ALY 4= U= YX|SH= 'backends’®t ‘toragePools' &
AESH= 0| St STt |§ IXWI 'torageClass'E A&LILCL.

4. Trident= LX|St= HAIE | AER|X|E T2H|HYSID Kubernetes?| "PersistentVolume"z}
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5. Kubernetes= PersistentVolumeClaimE MZ& PersistentVolume0]| Hf

B2 A1, O2EStL, Me|dhs Uy

o

OIEIBIL|C}. PersistentVolumeClaimO|

A= B E SAENA PersistentVolumeO| 02 E E| = "PersistentVolumeClaim"0| ZgH=l POD

6. A2 XI7} TridentE 7t2|7|= VolumeSnapshotClassE AFE310] 7|Z& PVCQ| VolumeSnapshot2 A gtL|Ct,
A

7. Trident= PVCet HAE EES AlESI D WoAEo| 252 ARAS MM
KubernetesOl| X|A|St= 'VolumeSnapshotContent’ = ‘g' 8L

8. A X}t= 'VolumeSnapshot' 2

LT AUAS AHsD

9. Trident=

Kubernetes Zi{A{|0f| CHSH XfAM|TH LIE2 E A

Ict

AAZ AFE510] 'PersistentVolumeClaim

"PersistentVolume"Z} "Volume"S 4

rr
N

ol

OHtA

L

FHUE|A PersistentVolumeClaim LEHNE

Kubernetes "PersistentVolumeClaim" 7HM|= Kubernetes 22{AE| A X}7}

Trident= BE ALY 2J0| = AFEXIIt A=

2 QUEE BLC

x4

trident.netapp.io/fileSystem

trident.netapp.io/cloneFromPVC

trident.netapp.io/splitOnClone
trident.netapp.io/protocol

trident.netapp.io/exportPolicy

trident.netapp.io/snapshotPolicy

trident.netapp.io/snapshotReserve

trident.netapp.io/snapshotDirectory

trident.netapp.io/unixPermissions

trident.netapp.io/blockSize

E20|HE Ut io/AZZ|AHHE|F
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oFe A| AE ONTAP-SAN, solidfire-SAN,
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SplitOnClone S & ZsHMA|L ONTAP-NAS, ONTAP-SAN

TZ2EES
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snapshotReserve

AL Cl2E2|
unixPermissions

=5 37

skipRecoveryQueue
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Mg AL Trident= PVE

siet AElZ EAS D AT
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0|Z 0|, ONTAP-NAS-Flexgroup

ONTAP-NAS, ONTAP-NAS-
O|Z 0|, ONTAP-NAS-Flexgroup,
ONTAP-SAN

2EILIA, 2EILIASEHA
ONTAP-NAS, ONTAP-NAS-
0|Z 0|, ONTAP-NAS-Flexgroup

ONTAP-NAS, ONTAP-NAS-
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solidfire-SAN
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£SO AHE WX FI|HO 2 EHAUS CHA| A|=ELICE PVO|A 'Retain' A2 A2 AL Trident= 0|
FAISHD 22| XE7H Kubernetes 3 BAIE 0| A O] 2|60 M| Mol SES WM = AAME £ AUCt
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Trident= CSI MFS AFZ 0] B8 AN WA RABILICL 2 AALS MNSLD 0|S LIO|E AAZ ALBIO
7|E PVCE 2RIE 4 UBLICE 0|27 5181 PVSS| A SRIES AU HE|Z Kubemetesoll AT 4 Ql&LICH,
ORI CHg AUAS ALBSHO) A PV + L Sfot=X| YotERH ‘2 25
AYAES MTEYAIR,
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12
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Trident= = MS32LICH cloneFromPVC W splitOnClone 22 MH2 I8t M. CSI S AFESHX| ¥
ol2{st M2 ARSI PVCE SME = JUSLICE

o|£ E0f 0|0] mysqlO|2t= PVCIt Y= AFEXH= trident.netapp.io/cloneFromPVC: mysql Z2 FM 2 A2
mysgiclone0|2t= 2R PVCE THE = JELICL 0| FM S HESHH Trident’t 282 NS5 H Z2H|XN 5=
CHAl MySQL PVCO|l e dh= 282 SEELICH

=
=
STt Kubernetes L[ AHO| AN St AEZ|X| E2AE JHAOF SHL|CE

* ONTAP-NAS2} ONTAP-SAN E2t0|HE EHH A2 trident.netapp.io/splitOnClone” 1t &H PVC =M
trident.netapp.io/cloneFromPVC' 2 M&st= 20| v ES 4= QUELICE Trident=
trident.netapp.io/splitOnClone” £ true2 HXsIH &2 &AM SHE =E2 260 SHE =52 =3
FI|E BE EEO|IM &tHY| 22|51 AEE|X| 2842 4| ELIC trident.netapp.io/splitOnClone” £
MYSIX| ALt "false"2 ™SI QROH M| EEN 2E =8 712 T4 2 Y5t S 20| HA AMH| =X
AOH M2 SES MHE = A =lof Bll=ol| M 7t AH[JF ZO{SLICE 228 2Yst= 20| SHIE
AlLtE| 2= 2l Ho[EH[o|A 22 SXIstH 22t sy 2 20| IA| HatE A2 2 o &= ONTAPOI| A
M3t AER|IX| 2249 0|FME 2X| Rt ZRYULICL

o

£ 22 ELICt sample-input CIHEZ|0= Tridentt &4 AFEE PVC F2lQ| 0f|7F Z&tE|0] JAELICEH
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apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io
spec:
scopeSelector:
matchExpressions:
- operator: In
scopeName: PriorityClass
values:

- system-node-critical

EIENES

ok

SH2FO]| CHEE XEMIBH LI 2 2 RS AR "Kubernetes: 2| A A SHehak

HE| ResourceQuota AX|[0f Azt AL

nx

I ResourceQuota Z{H|E OtE &

> ||'|
MO
ox
40
A
rl:l

X7t dofiots AR TN AR EHAL "HH S" 37 CHZ THA

0| 7|50| 2= 6tX| %O MH 25O 2 ResourceQuota ZH|E H|HEL|CT.

2lAaA oS AHE Moot = ER Ch2 BEE ALK Trident 7HAIE MAHE 4= ResourceQuota UAFLICE.

kubectl delete quota trident-csi -n trident

POD =29t EZ(PSS) 3! HOot ZEIA E X|2KHSCC)

Kubernetes Pod E9t EF(PSS) %! Pod EOF HA(PSP)U|A A2 H3t T2 Mot
Pod2| 52 HIgHErL|Ct. OpenShift Security Context Constraints(SCC)X OpenShift
Kubernetes Engine0ll £&¢t POD H|otS HoRtLICt O|2{gt ALEXL X[H 7|5&2 HS5H7|
28l Trident= &X| 0| EF Hets -dstetL|Ct o2 MMM = Tridentol| A 2EH AL
Hetol| CHoll XiM|3| AEetL|Ct.

@ PSSE Pod 29t HA(PSP)2 CHAM|EILICE. PSP= Kubernetes v1.210{ A AF2E|X| QO H
v1.2501| A HIHELICEH XEASE I8 2 S FESHUA| R "Kubernetes: HOI",

ol =

ZI Q5 Kubernetes H0F ZIEIAE Ol ol

e
[

499


https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://kubernetes.io/docs/concepts/policy/resource-quotas/
https://kubernetes.io/docs/concepts/security/
https://kubernetes.io/docs/concepts/security/
https://kubernetes.io/docs/concepts/security/

Het oy

Ed Aot CSIE At25t2{H OI2E X|™0| et3Fo|0{0F BfL|CE.
=, Trident == EE 7} #310] 8l 20| S Lasor
°”—|Ef KtMIBt LHE 2 2 & ZESHMA|R "Kubernetes:
O E ®op,

SAE HEQZ iSCSI Of|=20f| Z$tL|C}. iscsiadm iSCSI ORES
#ZeE|stn SAE HEZE AHE5H0 iSCSI 22t
EMBHLC,

SAE |PC NFSE= IPC(EEMA 2t S4NE ALESH{ NFSD2f
SAELCE
SAEPID NFSE A|ZtSt7| I8l rpc-statd 2RBL|CE.

Trident= NFS 2&2 O ESH| M| SAE
TZNAE 2|6t 71 2 X HEE rpe-statd
gtolgtL|Ct,

& ct 'SYS_ADMIN' 7|52 dst e ZEH0|H 9] 7|2 7|59
LEZ HZELICE o€ S0, Docker= #H3H0| U=
AHEf| 0|9

'‘CapPrm: OOOOOOSfffffffffff CapEff:0000003fffffffffff Of
CHel ol2{st 7|52 SEEL

-

Ct
= ZH|O|LA0f| A b4 "H| et
|. Sk A

Seccomp Seccomp ZTEZ2 HBHO| Q!
12"0|2 2 TridentOl| A Edstet 4~ gi&LICH
SELinux OpenShiftdf| A= 0| Q= AH|0|L47} spe t(' &2
Ht QU= ZE|0[L") EH|QI0| M ASME| T JBHO| Q=

ZH|O|H= container t TO[QIOA MHEL|CE
containerd 7} MX|E[0| JOH ‘container-
selinux BE ZiH[O[H7} =OH|QI0A HHEN spc t
SELinux?t E0tM O 2 H|ZMSHEIL|CE. [2FA Trident=
ZAH|0|LH0f| F7}=|X| seLinuxOptions ¥&L(C.

DAC oo A= ZHO|H= FEZ HAHE|0{0F gL CE 0|

—

2l= ZH|0|H = root2 A =[O CSI0 ERH UNIX
20| HAM|ATLICE
POD 22t EF(PSS)
= EL 7122
pod-security.Kubernetes.io/force  Trident Z1EE2{2t =5 MA| %2 MAISE PSSOl X[ Al T O|LE
I = -security.Kubernetes.io/force H2ADO| AN BHOIS Y 4 Q&LICH PSSO 2|10 HA >
-versiong MEgtL|Ct HLADO[A 20| =2 HEGHK|
OFMAIR.
HYAmO|A 20|52 HESHH XETL O X| g "RF Y. " Ex="d10: EE|HE - CSI| -...
"It gl = UELICE 0] 2R E HQJAO[A 2|0]20] HE IM X| gfelgtL|ct s B2

TridentS CHA| 2X|ghL|Ct.

500


https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation
https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation
https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation
https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation
https://kubernetes.io/docs/concepts/storage/volumes/#mount-propagation

PSP(POD HQt %)

Lo Bt

‘allowPrivilegeegeEscalation’

'allowedCSIDrivers’QIL|Ct

'allowedCapabilities’

'allowedFlexVolumes'

'allowedHostPaths'

'allowedProcMountTypes'
'allowedUnsafeSysctls'

"2 F7t 715" EESHAR
& AllowPrivilegeEscalation

'HIO|C|L|G|A| A S A

'fsGroup & L|Ct
SAE[IPC

SAE HER3S

'hostPID’

"RootFilesystem"S MEHEIL|C}

Z2|0[d S 1 E8HOF gL Ct.

Trident= QIE2I CSI YAl EE2
AH2SHX| eb& L.

0| gl= Trident ZE|O|H= 7|2
NEHELHH 2 7|52 ERE S|
Qror HM3Ho| e AHO|Hof| 2E
758t 7|50] B EIL|CE,

Trident= 2 AHESHX| QE&LICEH
"FlexVolume E2I0[H"[I}2}AM S{EE
=5 SE0f| x| X| at&L|C.

Trident =t E XIE= LEQO| 2E MY
AMAHS OIRESIEZ 0| 22
AHot= o= ofF& 0| -]
Si&LICE

Trident= 'ProcMountTypes'E
AHESHK| g4&LICE

olo
LG —

Trident= HHSHK|
L2 otX| QELICH
30| = Aol 7|52 Tt
ZeJt elsLct

ok oA 20| ME 51 Edt= &Y
Z} Trident TEO0|M X 2| ElL|C}.

'AIAS'2 SIEE| K| S LT

o
|A?=iyE

ro

Trident ZIH|O|H7t REZ
ABHEIL|CE,

NFS 252 OIREsIZH SAE
IPC7} nfsd2t EAlsHOF fL|Ct

iscsiadm= ALE5I2{H SAE
HIER|37tiSCSI O 22t SAI8H0F
grLICt.

L E0j|M RPC-statd7} AlsiE| 1

UE=X| 2olstz{H SAE PID7L

ZeotL|Ct,

Trident= SAE ZTEE AI25}HK|

gLt

Trident tE ZIC= 222
Or2Esta{™ Hoto| e AHIO|HE
AlSsHoF gL Ct.

Trident =& XEE= & Ot
A AEIO| MOF BL|CE,

7122

ux|-||(')=l L‘I El_

H|O] QIELICt

H|O] LIt

H|O] LIt

H|O] QS LICH

H|O] QS LICH

H|O] QLS LICH

H|O] ELICt

A YLt

H|O] LIt

2{OFALL

"relLch

"rlLch

"relLch

H|O] QS LICH

"rdLch

501


https://github.com/kubernetes/community/blob/master/contributors/devel/sig-storage/flexvolume.md
https://github.com/kubernetes/community/blob/master/contributors/devel/sig-storage/flexvolume.md
https://github.com/kubernetes/community/blob/master/contributors/devel/sig-storage/flexvolume.md

Lol @l2fgLct

HFAEEEFEH| A

2o}

i

'runAsUser &IL|C}

ZELY S22

'e linux'

e

Trident = E ZTE= AHSH0| Q=
7 A

ZH|0|HE &dstn
re=Cl=g

Trident ZiH|O|H7} REE=Z
ASHEILICE,

Trident ZiIH|O|H7} REE=Z
ASHEIL|CE

EEZI0|HE(Trident)=
RuntimeClassesS AF23tX|
tELICE

Trident= SAXH 74| O[] A& AlZtat
Kubernetes HHZZ 0| SELinuxS
He[st= ghalof| Xjo|7t ooz

'eLinuxOptions’'S MXS}X|
F&LICH

Trident ZIH|O|H7t REZ
ABHEIL|CE,

Trident PodOf|= 0|23t =&
E2{aQlo| HegtL|Ct,

SCC(Security Context Constraints)

2t

'allowHostDirVolumePlugin'S
MEHSH|C}
=

'allowHostIPC’'&L|C}

'allowHostNetwork @I L|C}

'allowHostPID'

'allowHostPorts’ & L|Ct

'allowPrivilegeegeEscalation'

‘allowPrivilegedContainer'

'allowedUnsafeSysctls'

502

e

Trident £ XE= LEQ| RE It

AAES OtREBHLICE,

NFS 282 OI2ESIHH S AE

IPC7t nfsd2t S418HOF BfLICt.

iscsiadm2 ALE5I2{H SAE

HERA7LiSCSI o2zt SI8Hot

gLt

L E0|A RPC-statd7} AlsiE| 11
ol=%x| tolstz{H SAE PID7}

2Lt

Trident= SAE LEE AI23}X]|

OI-AL_IEI._

[EoN=]

et QU= ZAeflo|Li= A

= AL [

ol AZ2|0]4 S 51 &E8HOF BfLCt.

Trident £ XIE= SES

Or2Esta{H #eto] = AH|0|HE

Ao OF BfLICt.

Trident= QtHSHA| 2 'AH'S

ZLRE K| 5L

2{OFAL]

2o}t |

H|O] LIt

H|O| LIt

2{OFALL|

HAEIHA, RHE, 2[00}

7122

"*I-"olzl L’I EI_

ALt

agelLch

ALt

AL

et

ALt



2

'allowedCapabilities’

"7l FIt71s"e EESHAL

'fsGroup’L|C}

a

o

"RootFilesystem"S MEHBIL|C}

HFHEEEIEH|A

'runAsUser &IL|C}

MElsAzEAE

[ S |

‘eccompProfiles

A

og

=

stol
MEELC
eron

st

Asto| 2 HEYO|L{0 7|52 %7}

ZR7t lEL.

Trident ZiIH|O|H7} REE=Z
ASHEIL|CE

0| SCC= Tridentof| 2t s =[O
A2 XLOf[A| "I EILICE,

Trident tE = L& oY
A AEIO| MOF BfL|CE,

ZHO|HE ’é“ét'o} 7158 MHE

faLct.

Trident ZIH|O|LH7t REZ
ASHEIL|CE

Tridente
Kubernetes HiZZ 0| SELinuxE
HMelst= gralof Xto|7F Bz
'eLinuxOptions’'S M StHX|

S 2 Zieloluts 2t ule dehe

o

= = ﬂ.|>J
Q.
)
= 2
il

T
°
i
N
Ll
|m
Hu

0| SCCZ Trident W AH|O|AQ]

Trident AL X0 A| HEQILSEY | 2f3H

StLte| e=0| M S ELICt.

Trident PodOf|= 0|2{$t &
Ez{aelo| WtL|Ct.

ndent ZiH[o|H = 7|2
12 7|58 UQZE S|
4510 | ".: 9*51|0|L‘101|E':

SR AHO|L "l AlZhat

H|O] QS LICH

2{OFALL|

H|O] LIt

A YL/ct

2{OFALL|

H|O] IELICt

H|O| LIt

2{OFALL|

=
ol
£Q
dlo

hostPath, downwardAPI, £&,
emptyDir

503



R Xt
"https://www.netapp.com/company/legal/copyright/"
dE

NetApp, NetApp 211, NetApp A E H|O|X|0f| LIEEl Ot3 = NetApp Inc.2| AHILICE 7|EF |AL B! HIE O|E=2

ST ARKS AHEY 4 JAELICL
"https://www.netapp.com/company/legal/trademarks/"

E -4

=¥l

NetApp 27 E5 =2 CH3 AO|E0|M &eled o~ JELICH
https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf
el M Ho HA

"https://www.netapp.com/company/legal/privacy-policy/"

QL AA

- ==

TridentE NetApp 2T EQ| 00| AHREl EfAF K ZHH U 20| MA = o ZF Z2|Aof ChEt I X| UM HES &
USLIC} https://github.com/NetApp/trident/.

504


https://www.netapp.com/company/legal/copyright/
https://www.netapp.com/company/legal/trademarks/
https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf
https://www.netapp.com/company/legal/privacy-policy/
https://github.com/NetApp/trident/

4=

M =2

Copyright © 2026 NetApp, Inc. All Rights Reserved. O|=30|A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 glo|= ofet HAO|Lt EHFAL =2, =% EE= MX AM A|AH0| K& SH= AS H|Zet 22T,

XA = 7| AN o2 SX|E o~ glELCh

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY|0{0f|i= of2HQ] 20| M AL nX|Aleto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Ze5t0](010f I =X §4F), Of ALE 0] A= QIol| L Md}=

I
2= A o 71 A8, QU Sof, UM Ao, ZHH AdHo] Lo chotod 1 2 0|9, ME, Aot
O, {23t Mol S Bel(hAl twi JX| %2 F2)2t 2210] Of et MUT X|X| oD, 0fet 22 Ao
24 JHs 0| SX|EI{CH SHE2FE ORI pRILIc

NetApp2 & A0 @& MZFS ANEX o2 glo] HEY H2|E EFELICE NetApp2 NetApp2| HAE Q!
MEH So|E &2 ZRE HMestn & 2M0 2 E HFS A5t 2dst= ofiet ZH|ol| = MRS X|X| 5LICt.
= HZQ A = F0i2 B2 NetAppOliA= Ot ESH, B = 7|6 XA T LHH0| HE L= 2o AT
M S| gdELItt.

= B0 2FE HMFZ2 oLt ol g2l 0= 59, ol 9] L= £ T2l 5512 2 UL

Mgtd M| EAl: HE0| o3t AF2, EX| == S7H0ll= DFARS 252.227-7013(2014'F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= H|O|H-H| 4 YA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HM|ptAtEto] MEEL|CE.

of7|off Z&E HO|E= AU ME W/EE 4YUE MH|A(FAR 2.1010] H2|)ofl sH=HSHH NetApp, Inc.2l 5H
RrAtIL|CE & A2k 2l HS &= 25 NetApp 7|2 CIO|EH X ZEE AZEY s 2XEMOZ MHE0|H 710!
HI20O 2 JNUE|JELICEH 0= M2 = HIO|E{ 7t M3 E O|= Alefat 2&sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHEHO0| I e 4 ol THAHE0| E7t56HH F|& S7Hst 2to| A E HgtMo=
ZHELICE of7]0f| IS E BRE M 2lSt NetApp, Inc.2| AP M S0 ¢10|= O] HIO|HE AME, 37H, M4t +=H,
28 e FA|E & QI&LICE 0|2 2UHR0)| Cist M5 20| MlA = DFARS 8t 252.227-7015(b)(2014E 2€)0]|
HA|El Ao 2 F|SHEIL|CH

AE -

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| L} El Ot3= NetApp, Inc.2| HEL|CEH 7|EF S|AF S

HE OIE2 oiE 27X EHY = ASLIC

505


http://www.netapp.com/TM

	Trident 25.10 설명서 : Trident
	목차
	Trident 25.10 설명서
	릴리스 정보
	새로운 기능
	25.10의 새로운 기능
	25.06.2의 변경 사항
	25.06.1의 변경 사항
	25.06의 변경 사항
	25.02.1의 변경 사항
	25.02의 변경 사항
	24.10.1의 변경 사항
	24.10의 변경 사항
	24.06의 변경 사항
	24.02의 변경 사항
	23.10의 변경 사항
	23.07.1의 변경 사항
	23.07의 변경 사항
	23.04의 변경 사항
	23.01.1의 변경 사항
	23.01의 변경 사항
	22.10의 변경 사항
	22.07 변경
	22.04의 변경
	22.01.1의 변경 사항
	22.01.0의 변경 사항
	21.10.1 변경
	21.10.0 변경
	알려진 문제
	자세한 내용을 확인하십시오

	이전 버전의 문서
	알려진 문제
	대용량 파일의 임시 백업을 복원하지 못할 수 있습니다


	시작하십시오
	Trident에 대해 자세히 알아보십시오
	Trident에 대해 자세히 알아보십시오
	Trident 아키텍처
	개념

	Trident의 빠른 시작
	다음 단계

	요구 사항
	Trident에 대한 중요 정보입니다
	지원되는 프런트엔드(오케스트레이터)
	지원되는 백엔드(스토리지)
	KubeVirt 및 OpenShift 가상화를 위한 Trident 지원
	피처 요구 사항
	호스트 운영 체제를 테스트했습니다
	호스트 구성
	스토리지 시스템 구성
	Trident 포트
	컨테이너 이미지 및 해당 Kubernetes 버전


	Trident를 설치합니다
	Trident 연산자를 사용하여 설치합니다
	tridentctl을 사용하여 설치합니다
	OpenShift 인증 운영자를 사용하여 설치합니다

	Trident를 사용합니다
	작업자 노드를 준비합니다
	올바른 도구 선택
	노드 서비스 검색
	NFS 볼륨
	iSCSI 볼륨
	NVMe/TCP 볼륨
	FC 볼륨을 통한 SCSI
	SMB 볼륨 프로비저닝을 위한 준비

	백엔드 구성 및 관리
	백엔드 구성
	Azure NetApp Files
	Google Cloud NetApp 볼륨
	NetApp HCI 또는 SolidFire 백엔드를 구성합니다
	ONTAP SAN 드라이버
	ONTAP NAS 드라이버
	NetApp ONTAP용 Amazon FSx
	kubectl로 백엔드를 만듭니다
	백엔드 관리

	스토리지 클래스를 생성하고 관리합니다
	스토리지 클래스를 생성합니다
	스토리지 클래스를 관리합니다

	볼륨을 프로비저닝하고 관리합니다
	볼륨을 프로비저닝합니다
	볼륨 확장
	볼륨 가져오기
	볼륨 이름 및 레이블을 사용자 지정합니다
	네임스페이스 전체에서 NFS 볼륨을 공유합니다
	네임스페이스 전체에 걸친 클론 볼륨
	SnapMirror를 사용하여 볼륨을 복제합니다
	CSI 토폴로지를 사용합니다
	스냅샷 작업
	볼륨 그룹 스냅샷 작업


	Trident 관리 및 모니터링
	Trident를 업그레이드합니다
	Trident를 업그레이드합니다
	운영자와 함께 업그레이드하십시오
	tridentctl로 업그레이드하십시오

	tridentctl을 사용하여 Trident를 관리합니다
	명령 및 글로벌 플래그
	명령 옵션 및 플래그
	플러그인 지원

	Trident 모니터링
	개요
	1단계: Prometheus 목표를 정의합니다
	2단계: Prometheus ServiceMonitor를 만듭니다
	3단계: PromQL을 사용하여 Trident 메트릭 쿼리
	Trident AutoSupport 원격 측정 기능에 대해 알아봅니다
	Trident 메트릭을 비활성화합니다

	Trident를 제거합니다
	원래 설치 방법을 확인합니다
	Trident 운영자 설치를 제거합니다
	를 제거합니다 tridentctl 설치


	Docker를 위한 Trident
	배포를 위한 사전 요구 사항
	요구 사항을 확인합니다
	NVMe 툴
	FC 도구

	Trident를 구축합니다
	Docker 관리형 플러그인 방법(버전 1.13/17.03 이상)
	기존 방법(버전 1.12 이하)
	시스템 시작 시 Trident를 시작합니다

	Trident 업그레이드 또는 제거
	업그레이드
	설치 제거

	볼륨 작업
	볼륨을 생성합니다
	볼륨을 제거합니다
	볼륨의 클론을 생성합니다
	외부에서 생성된 볼륨에 액세스합니다
	드라이버별 볼륨 옵션

	로그를 수집합니다
	문제 해결을 위해 로그를 수집합니다
	일반적인 문제 해결 팁

	여러 Trident 인스턴스를 관리합니다
	Docker 관리 플러그인 단계(버전 1.13/17.03 이상)
	기존(버전 1.12 이하) 단계

	스토리지 구성 옵션
	글로벌 구성 옵션
	ONTAP 구성
	Element 소프트웨어 구성

	알려진 문제 및 제한 사항
	이전 버전에서 Trident Docker 볼륨 플러그인을 20.10 이상으로 업그레이드하면 해당 파일 또는 디렉터리 오류가 없는 업그레이드 오류가 발생합니다.
	볼륨 이름은 최소 2자 이상이어야 합니다.
	Docker Swarm에는 모든 스토리지와 드라이버 조합에서 Trident이 이를 지원하지 못하는 특정한 동작이 있습니다.
	FlexGroup를 프로비저닝하고 있는 경우, 두 번째 FlexGroup에 프로비저닝되는 FlexGroup와 공통되는 하나 이상의 애그리게이트가 있는 경우 ONTAP는 두 번째 FlexGroup를 프로비저닝하지 않습니다.


	모범 사례 및 권장사항
	구축
	전용 네임스페이스에 구축
	할당량 및 범위 제한을 사용하여 스토리지 사용량을 제어할 수 있습니다

	스토리지 구성
	플랫폼 개요
	ONTAP 및 Cloud Volumes ONTAP 모범 사례
	SolidFire 모범 사례
	자세한 정보는 어디서 찾을 수 있습니까?

	Trident 통합
	운전자 선택 및 전개
	스토리지 클래스 설계
	가상 풀 설계
	볼륨 작업입니다
	메트릭 서비스

	데이터 보호 및 재해 복구
	Trident 복제 및 복구
	SVM 복제 및 복구
	볼륨 복제 및 복구
	스냅샷 데이터 보호

	Trident 사용하여 상태 저장 애플리케이션의 장애 조치 자동화
	강제 분리에 대한 세부 정보
	자동 장애 조치에 대한 세부 정보

	보안
	보안
	Linux 통합 키 설정(LUKS)
	Kerberos 전송 중 암호화


	Trident Protect로 애플리케이션을 보호하세요
	Trident Protect에 대해 알아보세요
	다음 단계

	Trident Protect 설치
	Trident 프로텍트 요구 사항
	Trident Protect 설치 및 구성
	Trident Protect CLI 플러그인을 설치하세요
	Trident Protect 설치 사용자 정의

	Trident Protect 관리
	Trident Protect 권한 및 액세스 제어 관리
	Trident Protect 리소스 모니터링
	Trident Protect 지원 번들 생성
	Trident 프로텍트 업그레이드

	애플리케이션을 관리하고 보호합니다
	Trident Protect AppVault 객체를 사용하여 버킷을 관리합니다.
	Trident Protect를 사용하여 관리를 위한 애플리케이션 정의
	Trident Protect를 사용하여 애플리케이션 보호
	응용 프로그램을 복원합니다
	NetApp SnapMirror 및 Trident Protect를 사용하여 애플리케이션 복제
	Trident Protect를 사용하여 애플리케이션 마이그레이션
	Trident Protect 실행 후크 관리

	Trident Protect 제거

	Trident 및 Trident 프로텍트 블로그
	Trident 블로그
	Trident 프로텍트 블로그

	지식 및 지원
	자주 묻는 질문
	일반적인 질문
	Kubernetes 클러스터에 Trident를 설치하고 사용합니다
	문제 해결 및 지원
	Trident를 업그레이드합니다
	백엔드 및 볼륨 관리

	문제 해결
	일반 문제 해결
	연산자를 사용한 Trident 배포 실패
	를 사용하여 Trident를 배포하지 못했습니다 tridentctl
	Trident 및 CRD를 완전히 제거합니다
	rwx 원시 블록 네임스페이스와 관련된 NVMe 노드 스테이징 해제 실패 o Kubernetes 1.26
	ONTAP 업그레이드 후 "v4.2-xattrs"가 활성화될 것으로 예상할 때 NFSv4.2 클라이언트가 "잘못된 인수"를 보고합니다.

	지원
	Trident 지원 라이프사이클
	자가 지원
	커뮤니티 지원
	NetApp 기술 지원
	를 참조하십시오


	참조하십시오
	Trident 포트
	Trident 포트

	Trident REST API
	REST API 사용 시기
	REST API 사용

	명령줄 옵션
	로깅
	쿠버네티스
	Docker 를 참조하십시오
	휴식

	Kubernetes 및 Trident 오브젝트
	개체가 서로 어떻게 상호 작용합니까?
	쿠버네티스 PersistentVolumeClaim 오브젝트
	쿠버네티스 PersistentVolume 오브젝트
	쿠버네티스 StorageClass 오브젝트
	쿠버네티스 VolumeSnapshotClass 오브젝트
	쿠버네티스 VolumeSnapshot 오브젝트
	쿠버네티스 VolumeSnapshotContent 오브젝트
	Kubernetes VolumeGroupSnapshotClass 오브젝트
	Kubernetes VolumeGroupSnapshot 오브젝트
	Kubernetes VolumeGroupSnapshotContent 오브젝트
	쿠버네티스 CustomResourceDefinition 오브젝트
	Trident 개체 StorageClass
	Trident 백엔드 객체
	Trident 개체 StoragePool
	Trident 개체 Volume
	Trident 개체 Snapshot
	Trident 개체입니다 ResourceQuota

	POD 보안 표준(PSS) 및 보안 컨텍스트 제약(SCC)
	필요한 Kubernetes 보안 컨텍스트 및 관련 필드
	POD 보안 표준(PSS)
	PSP(POD 보안 정책)
	SCC(Security Context Constraints)


	법적 고지
	저작권
	상표
	특허
	개인 정보 보호 정책
	오픈 소스


