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./tridentctl -n trident version

2. AH|0|E operator.yaml , tridentorchestrator cr.yaml, 12|11 post 1 25 bundle yaml
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kubectl delete -f 25.02.0/trident-installer/deploy/<bundle.yaml> -n
trident
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kubectl create -f 25.06.0/trident-installer/deploy/<bundle.yaml> -n
trident

6. EZIO|EHE E3Z MESH0] 0|0|X| 25.06.02 EEHA|ZIL|CE.
Helm XS {Jaj|o|=stL|Ct
Trident Helm HX|E ¥ 12|0|=& & U}SLICH
TridentZt AX|El Kubernetes 22{AEE 1.240|A 1.25 0|40 Z H20|=F true helm

@ upgrade 3% EHAHE ?z,"jEﬂOI':olJl Mol value.yamlE BHOZ ALl --set
excludePodSecurityPolicy=true BHO| £7}80f excludePodSecurityPolicy &L|Ct
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1. 0l A helm-mapkubeapis 2211212 https://github.com/helm/helm-mapkubeapis & X[ ErL|C}.

2. TridentZ} X[ El HIQAAHO|AO|A Trident ZZ|AO| CHo Al M3 S fHBIL|CEH Mg 2|AATF LIFELIC
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b. AF2SICt helm upgrade BH2 OC|0f| trident-operator-25.10.0.tgz @1 0| =32 HES
LIEFHLICE.

helm upgrade <name> trident-operator-25.10.0.tgz
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# Download the release required [25.10.0]

mkdir 25.10.0

cd 25.10.0

wget
https://github.com/NetApp/trident/releases/download/v25.10.0/trident-
installer-25.10.0.tar.gz

tar -xf trident-installer-25.10.0.tar.gz

cd trident-installer

2. OjL|H|AE0|M E2IO|C|2F|AER|0|E|f CRDE THEL|LC}.

kubectl create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
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kubectl create -f deploy/<bundle-name.yaml>

serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created

clusterrolebinding.rbac.authorization.k8s.io/trident-operator created

deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS
trident-controller-79df798bdc-m79dc 6/6 Running 0
trident-node-linux-xrst8 2/2 Running 0
trident-operator-5574dbbc68-nthijv 1/1 Running 0

4. *TridentOrchestrator' Trident x| £ 2[¢t CRS MAEtLICE.

cat deploy/crds/tridentorchestrator cr.yaml
apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true

namespace: trident
kubectl create -f deploy/crds/tridentorchestrator cr.yaml

#Examine the pods in the Trident namespace

NAME READY STATUS RESTARTS
trident-csi-79df798bdc-m79dc 6/6 Running 0
trident-csi-xrst8 2/2 Running 0
trident-operator-5574dbbc68-nthijv 1/1 Running 0

S. Trident7t 2|3t HT O 2 ¢ 12{|0| =E|RU=X| =QlFfL|Ct.

=

kubectl describe torc trident | grep Message -A 3

Message: Trident installed
Namespace: trident
Status: Installed

Version: v25.10.0

AGE
150d
150d
1m30s

AGE
Im
Im
5mdls
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1. Ol A uninstall HHE tridentctl A3l CRD XU 2t ZHH|E H|2|$t Trident HEE DE 2|AAS
X AHE LIt

./tridentctl uninstall -n <namespace>

2. TridentE CHA| AX|BLICEH S "tridentctlS AF2SH0] TridentE AX|SHL|CHEFESHMAIL.

@ Y 0|E T2 MAE SESHX| OHYAL. X Z2I0| ptEE W7HX| A= =X =elgtL|C},

tridentctl2 AF25H0] TridentS 22| 8fL|C}

o= "Trident x| T2 2 HZ" Tridentd]| ZHEHSHA| AN AT 2 = HHE FEEZ|E|7L
TSE| tridentctl °'*|—|Ef S 2%t PrivilegesE 7%l Kubernetes AF2Xt= 0] E2
A8t TridentE A X|SFALE Trident Pod7t el | JAHO|AE 22[g 4 J&L|C

=1 I
HH Sl ==H Fel|3
Molist 2 QIELICH tridentctl help O AF2E £ U= BH FSF2 7IHZLICH tridentctl EE &
FIMELICH --help S O CHS M 2 S0 SES 71 E{H olo HH Z2HIE X[ LICE

tridentctl [command] [--optional-flag]

Trident tridentctl REZEl= OIS B 8 22YH Zef3E X|ELICt
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=E
create
TridentOf| 2| AAE FIbetLCY,

delete
TridentO| A StLt O] &2 2[AAE XA EL|CE

get
TridentOf|A{ StLt O &9| B[AAE HSLICH

help
D= B0 st =22,
images

TridentOf| 2R3t Z1E[0[L] O|O|X| EE QI2fBfLCt.

import

7|& B|AAE Trident2 7} SL|C}.

install

TridentS A X[gfL|C

logs
TridentOll A 235 214

oF

fLICY.

I

send

TridentOl| A 2| AAS HMLICE
"HA"E MEdSEL|CH

TridentE M|7{2fLIC

update
TridentOl| M 2|AAS SFELICH

update backend state

HHOIC Xt1S UA|MOZ FCHHL|C}

upgrade
TridentOl| A 2|AA S F02|0|=2HL|C.
ILH Ixj []

Trident X2 QU244 2tL|Ct



=1
=28

e

=l

-d, --debug
LM =3,

-h, --help
CE2% tridentctl.

-k, -—kubeconfig string
£ X|™EL|Ct KUBECONFIG 2ZHZ = Kubernetes 22{AE 7H0f| HH S Mdlist 4 Ql= AZQUL|LCE,

@ = E UEW 2 A&LICH KuBECONFIG EH Kubernetes 22 AE 3 2X|E 7t2|7|=
B tridentctl HH2 M3 = UELICEH

-n, --namespace string

Trident B L[ AH|O| ARIL|CY,

-0, ——output string

=3 d4! json|YAML|name|wide|ps(7|22f) & StLL.

-s, --server string

Trident REST QIE{H|O| A A/ EQILICE,

@ Trident REST QIE{H[0| A= 127.0.0.1(IPv42| BR) EE= [:11](IPveS] E)0 A2 =41 8
MHIASIES 72 2 YALICH

HHZS A6 create Tridentdl| 2| AAE FIbe 4~ QIEL|CE
tridentctl create [option]
=r
backend: Trident0| HAIEE FT7}etL|Ct
AH|
BHE MESIO delete TridentOll M StLt O] &of 2| AAE HAHY 4= UGLICE.

tridentctl delete [option]

=M
backend: TridentOi|A] StLt O] & 2| XZA WAEE AfK|gfL|CH
snapshot: TridentO{|A] StL} O| &2 2& ARMAFS AMK|EtL|C.

storageclass: TridentO|A| StLt O] &Q| K&t A SHAE AFK|ELICE.



volume: TridentOl| A StL} O] &2 M4 EFS AHIELICH

yivste¥l
HHE A0 get TridentOl| A Lt O| & Q| 2| AAE JhFL|CE
tridentctl get [option]

=M
backend: TridentOl| A StL} O|&Fe| AE2|X| HHAIEE JHMFZL|CL.
snapshot: TridentO{|A] StL} O| &2 AMARS JHMFLICE
storageclass: TridentO|A] StLt O Ao AER|X| 22HAE 7 ZLILCE
volume: TridentOllA| StLt O| 42| 2&S 7t ZLICL.

=]
A

-h, -~help: Z=E0| gt =S LICH
--parentOfSubordinate string: o9 2 2 ECE FH2|E HotgfL|Ct.
--subordinateOf string: 25 £oI= 32| X|et.

o[o|x|

‘images E2AE A8 TridentO RS ZE|O|H O[O|X| HO|SS QIAHELICE.

tridentctl images [flags]

=]
=

-h, --help O|0|X] =3,
‘—v, -—k8s-version string: Kubernetes 22{AE 2| A|THE! HFQIL|C},

N

=28 7tH27|
HHZ AMESIH import volume 7|&E &2 TridentZ 7HHSL|CY.
tridentctl import volume <backendName> <volumeName> [flags]

PN
S

nE

volume, v

=]
=

N

-f, --filename string'YAML EE= JsoN pvc OIYZ O|SgLICE.
‘-h, --help: 250 Ciet =S LICL
--no-manage:PV/PVCEZt MM & 20| ALO|Z 22| E 7HHSHX| O A 2.

X[t

‘install 2238 AE%I0 TridentE MX|ELICE.

10



tridentctl install [flags]

d
A

--autosupport-image string:Autosupport Telemetry2| ZiE|0|L O|0|X|(7| 22} "netapp/trident
autosupport:<$ & HT>").

--autosupport-proxy string :Autosupport TelemetryS 2L{7| 2|
--enable-node-prep : = E0| 2Rt IF|X|E HX|5H EM L.
--generate-custom-yaml : OFF AT AX|SHX| 10 YAML It S MM BfLCt,

-h, --help : GX[0] Ciot =2,

--http-request-timeout : Trident ZAEZ2{2| REST APIO| CHgt HTTP Q& A7t =12 THH o gfL|Ct
(718232 12 30%).

--image-registry string: LT O|O|X| HX|AEE|S| FA/EE,

--k8s-timeout duration :Z2E Kubernetes 20| CHSE A|ZH XIH(7|23f 32 0X).

--kubelet-dir string: kubelet®| Li§ &EHS| SAE |X|(7|27} "Ivar/lib/kubelet").

--log-format string:Trident 224 HA(HIAE JSON)(7|2af2 "HIAE")QLILCE.

--node-prep : Trident X|’&E HO|H K& ZEEZZ ALESI0| S ES 2E[SH= S Kubernetes 22{AF 9|
LEE FH[Y = JULE SLICE 9T, iscsi X HEl= R ZHRILICEH OpenShift 4.192E 0| 7|52 X|dt=
£| 4 Trident H{T 2 25.06.12L|Ct.

--pv string : Trident 0| A AL %= 2l|HAl PVe| 0|2 =, 0|210| EXHSIA| R =F SHL|CHI |22
"trident").

--pvc string: Trident Ol A AF&3tH= 2| Al PVCe| O|E2 2, 0| 20| EXSHK| A= E SLICHI|242
"trident").

--silence-autosupport : NetApp Of| Xt&5 X[ HES XS 2 HLYX| LELICHZ |22k true).

--silent : HX| 0| 22| =S H|ZH3}etLICE

--trident-image string: &X|E Trident O|0|X|QILIC},

--k8s-api-gps : Kubernetes API 80| CHgt X5 2| ~(QPS) Meh(Z|22F 100, ME4 AFEh).
--use-custom-yaml : 8X| C[HEZ|0f| U= 7|FE YAML It S AHEEL|CH

--use-ipvé6 : Trident EX10]| IPv6E AtEEIL|CE,

Ok

FOTEA|Q =A/ZEQIL|CE,

r

=23

‘logs Zel3E MESIH TridentOlM Z3E QIATIL|CE.

tridentctl logs [flags]

A

-a, -—archive: B E X|FoX| b= of H= 205 ALE5I0{ X[ O7I0|EHE M-detL|Ct.

-h, —~help:230] Ciot =S HRIL|CE

-1, --log string:EAIE Trident Z1. Trident|auto|Trident-operator|all & StLH(7| 23} "auto").
--node string: tE Pod 235 +&g Kubernetes 't = O|SILILCE.

-p, —-previous: O™ ZH|O|H QAARAT} Q= AR 25 I ZLICL

--sidecars: AIO|=7} ZAH[O[L{0f| Cigt 25 7t ZLICH

r
OF

HHZ AESH0] send TridentOl| A 2|AAE HELICE

tridentctl send [option]

11



=M

“autosupport’ AutoSupport Ot710|EE NetApp2 2 M&EfLICE

X[ ®MAH

‘uninstall =ciIE A5t TridentE

tridentctl uninstall [flags]
AL
—h __help. x1|7_i EODFOIL_“:I.

--silent: N|H & CHREES| &

YHlolE

HHZ A update Trident| M 2[AA

tridentctl update [option]
=X
backend: TridentOf|A| BHAIEE AC||O|ETILICE

HOO|ERL|CE

PN oy k=1
H=E

E ME%L|Ct update backend state HHAE= LA

tridentctl update backend state <backend-name>

23O gt Aret

. TridentBackendConfig(tbc)% A8t
backend. json S&LICt

* 7} tbeOf|

-

o

MALE A

=T HHES

2P S AHESHO

A2 userState

MAAgfLlct.

SXISHALE ®KoHE E

JYILICE

[flag]

M- = AUELICE tridentctl update backend

state <backend-name> --user-state suspended/normal .

via tridentctl® usersState CHA| AAl2{™H
2T & yubectl edit tbe UYSLICH HETLHAHE

userState tbcoﬂ/ﬂ L E H|AsHof gLt
2 userState HHES

O] 22 BHE AHE5IH 3ds
AL85t0] HAlES| S HAY userState & USLICH tridentctl update backend state.

* E M85t tridentctl update backend state & userState’

°*E1|0|EE ==

ATSE MMET|SH7F E2|AHE|D AZHO] @2 23 5= JAFLICH

=2=2 T M-d

d
A

~h, --help: HQIE AteHof CHat =S 2rQlLCH

—--user-state:
SHolE XA S MINSLICH E

2 43t 32 suspended:

* Addvolume 2|1 Import Volume YAl SX|E[RSLICH

12

HZABHL|CY,

—od

L= OEES AESH

‘userState TridentBackendConfig backend.json U&LICt O|Z A SHH HHAI= 9|

i}

=P
=<
2 A-EgtL|ct Suspended sHll = XIS LAl SX|EfLICH E 2 M™ELIC normal



®* CloneVolume ResizeVolume, , PublishVolume,,,, UnPublishVolume CreateSnapshot
GetSnapshot RestoreSnapshot,, DeleteSnapshot,,,, RemoveVolume GetVolumeExternal
ReconcileNodeAccess AR 7hs AE E SX[ELICE.

HHOlE M O = o HEE ALESHH HMAlE MElE HHO|EEY &= userState TridentBackendConfig
7

= = o
"backend.json’ AELICt XAt LIE2 S & "HAE 22| Z4" "kubeckS AFE3I0] B E 22| ST FSHYAL.

c Off: *

13
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https://docs.netapp.com/ko-kr/trident/trident-use/backend_ops_kubectl.html
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https://docs.netapp.com/ko-kr/trident/trident-use/backend_ops_kubectl.html
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JSONS EESHMA

E

=

oS AHESH] E YUOO|ESIE™ CHS HAIE userState backend. json THSHMAIL.,

1. backend.json 20| 'uspended’ 2 HME LEE IZHGTE OIYUZ ‘usersState WRFLICH

2. WOl E AH|0|ESte{H LIS 2 AMESIMIR. tridentctl update backend HE U HOHO|E HAZ
backend.json It.

Ol: tridentctl update backend -f /<path to backend JSON file>/backend.json
-n trident

"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "<redacted>",
"svm": "nas-svm",

"backendName": "customBackend",
"username": "<redacted>",
"password": "<redacted>",
"userState": "suspended"

YAML
HZ AFRSIO] thoS MBI = HEY 4

S il = ku bectl edit <tbc-name> -n <namespace> U&LICE.
CHS olo[A= S S AHESH0] W= “ EHE

IN| SIS HH|O|ERLICt userState: suspended.

mO

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-ontap-nas
spec:
version: 1
backendName: customBackend
storageDriverName: ontap-nas
managementLIF: <redacted>
SVm: nas-svm
userState: suspended
credentials:

name: backend-tbc-ontap-nas-secret

BT

ME version Sei1E AF25I0] o] HHEZ QA SILICH tridentctl W A QI Trident AMH|AE H3gL|Ct.

14



tridentctl version [flags]

=13
=

-—client: 22t0|HE HHETHMHIt HRSIX| &43).
-h, --help: HXO| Ciot =2 EIL|CH

N

S X

Tridentctl2 kubectlZt RALSH 22119212 X|IEHLICE Tridentctl2 221391 HO|L42| I} 0| 0| "tridentctl-
<plugin>" M| A|E =1 HIO|H2|7t B2 & HKE LI EH0| e 22 0018 AR dMEl BE
E 212 tridentctl =2 2| E2{101 MMoj| LIFELICEH HERst A2 2hF H TRIDENTCTL_PLUGIN_PATHO|
E2{091 ECE X|Hst] AME M3 = USLICHO: TRIDENTCTL PLUGIN PATH=~/tridentctl-

Trident ZL|E{Z

Trident= Trident 852 Z2LIEZSt= O AT £~ Y= Prometheus HEZ! AEXQIE
MEE HZ2gtL|ct.

e

J|2HO 2 Tridento] HE2IS Chot ZEO EELITt 8001 0N /metrics EH. of2{et
() 2322 Trident 7t S|5/H 7| 2HO2 BYBHELICL HTTPSE Soi A Trident HEIS
Aot E Y o= ASLICH 8444 KT
La3t 2
* Trident?t AX|El Kubernetes 22{AH

* TZMH|RA(Prometheus) QIAE A, 0|22 A 2 QUGL|CH"ZH|0|LH{ ™ Prometheus 71%" &= PrometheusS
2 MUt E MEfS & JSL|CH"H|O|E|E 0 Z2|AH|0]M"

— .

Prometheus CH&S B 2[5t0] Trident 2t2|sH= WAL, Trident7t MAMst= 2& S0l Cht HIEZ|0 HEE ~F oo}
grL|Ct. EC"Prometheus Operator EA1" .
2%t Prometheus ServiceMonitorS 2HSL|C}

Trident HE2IS AH|5t2H E2|HE CSI MH[AE ZA[SI D HIE[RA ZEO|M 4 T7|5ts Z2H|E|RA MH|A

15
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HLIHE 2S0{ot

apiVersion:

kind: Servi

metadata:

name:

namespace:

labels:

release:

spec:

JjobLabel:
selector:

of

fLICt. MZ ServiceMonitore 22 Ct2a Z-&L|C.

1}

monitoring.coreos.com/vl

ceMonitor

trident-sm

monitoring

prom-operator

trident

matchLabels:

app:
namespace
matchNa

- tri

controller.csi.trident.netapp.io
Selector:

mes:

dent

endpoints:

- port:

metrics

interval: 15s

0| ServiceMonitor F2|i= LISl ofoh Btetel HEZIS HAMBLIC trident-csi MH[AE SEY]

metrics AH|AS| ZEX. ZIXMO 2 Prometheus= O|H| Trident2

kubelet2 Tridentl|A] =
kubelet volume * Kubelet

AN
HZE =&, Pod & AME|5t= 7|EF LHE

=
t=
—

"0 7| &SR

HTTPSE E4l| Trident HEZ! A2

pN Lo
)

53 B2E OHSIEE 7Y

o o=

A AMEY & /A= HERL HE0 XA HIER JAEZQIEES Sof B2 HE
oA 4

HTTPS(ZE 8444)E Sdll Trident HIE2IS AE612{H TLS 7142 XSS ServiceMonitor H2|E = sH{0}

SFL|CH ESH CHS S SAMSHOF SLICE trident-csi 9 HIY

CHet Y ATO[ALICE LIS BHES AFESI0] 0] ZIE +8Y - ASL

O ocoo=

kubectl get secret trident-csi -n trident -o yaml |
trident/namespace: monitoring/' | kubectl apply -f -

HTTPS M| E2l0f| L3 ServiceMonitor 2E2 Ct2 1} ZH5L|CE
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sed

's/namespace:

trident Prometheus7t A== U QAT 0| A0


https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/
https://kubernetes.io/docs/concepts/cluster-administration/monitoring/

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- interval: 15s
path: /metrics
port: https-metrics
scheme: https
tlsConfig:
ca:
secret:
key: caCert

name: trident-csi

cert:
secret:
key: clientCert
name: trident-csi
keySecret:

key: clientKey
name: trident-csi

serverName: trident-csi

Trident tridentctl, Helm XtE, Operator S 2 AX| &Hoj| M HTTPS HIEEIS X|{TL|C}.

* GOl AF8St= B2 tridentctl install BEE MESHH --https-metrics HTTPS HEEIS
g Motsh= St
* Helm XtEE AIE6t= AR OS2 MY & JYSLICEH httpsMetrics HTTPS HIEEIS &M3}st=

OH7HSH = I—I Ct.

* YAML A S A%tz 3R CI2E FHe = JUSLICH --https metrics O A'YE trident-main
ZAH|O|H0f| trident-deployment.yaml It



3&HAl: PromQLZ AFESHH Trident HIE

Ju
- |
ALl

PromQL2 A|AE EE= B ¥4 0B E ghetst= A2 DtE = | MeetL|Ct.
CI22 A Y £ A= 2 7HX| PromQL 3 2| IL|Ct.
Trident &l HEE 7I{ZL|Ct

* Trident2| HTTP 2XX 2& H|&

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

« MEj| IEE E3 Trident2| REST 2E H|E

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* TridentOi| A =St Z1¢i0| W X|& AlZH(ms)

sum by (operation)

(trident operation duration milliseconds sum{success="true"}) / sum by
(operation)

(trident operation duration milliseconds_ count{success="true"})

Trident AFE YEZ 7HHFLICE

c ¥ 28 37
trident volume allocated bytes/trident volume count

- 2f wols ol M ZRHHUE & 25 27!

-

sum (trident volume allocated bytes) by (backend uuid)

NE =8 MEFS 7INSLIL

() ol 7152 kubelet HIE2|E 23 ZL02H ALBE 4 YBLICH
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kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100

Trident AutoSupport @2 £ 7|s0|| CHsH LOotL|Ct
712X O Z Trident= Prometheus HE2! 5! 7|2 #AlE MHE NetAppd| OHY EHLICT

* TridentolA] Prometheus H|E2! 9! 7| & uliof

H HHEE NetAppZE EUX| UEE 6t2{H --silence
-autosupport Trident 2X| F0| 2222 .

* EESH Trident= € Sl Z4H|IO|L|{ 235 NetApp X EOf| 2CHER MEE £ tridentctl send
autosupport °'—|-—|E|' 23 E HZE5H{H TridentE E2| A8 0F 2LICH 235 MESH7| M0 NetAppS
SEfsfjof ol HE Ho FA etL|Ct

« HEZ X|FSHX| b= ¢ Trident= K|t 24A[7He] 25 7ML CH

c ZYOE MBI 2O BEZE 7|UE X™Y £ —-since YSLICEL O|E SH LIS tridentetl send
autosupport --since=1h"#&LICt. O] BEE Trident?t W HX|E HHOIHE S $HED
HMEELILE “trident-autosupport. ZHO|H 0|0]X|= O M ¥E &= "Trident AutoSupportE F=&LICH"
UAFLICE.

* Trident AutoSupport= 7121 Al ME(P||) EE= 72l MEE £RSHHLE 46X | Y&LICEH Of| = Trident
ZAe| 0| of O] X[ Xtx|of| —".%Q 2 = 7 'EULA" ZEE[0] /JSLICH I:‘||0|E‘| Hot gl Mol gt NetApp2l
3ol chal o XEMIS| YotE = "0 7|"U S LT

TridentOf| A E4H I|0| 2 E9| o= CtS o ZH&L|C}.

items:
- backendUUID: ff3852el1-18a5-4df4-b2d3-f59f829627ed

protocol: file

config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags: null
disableDelete: false
serialNumbers:

- nwkvzfanek SN

limitVolumeSize: ""

state: online

online: true

* AutoSupport HIA|X|= NetApp2| AutoSupport AIEZQIEZ MAEILICE JHQI HX|AEE|Z AFRSH0] ZE|0|L
O|0|X|E XMESH= AL -image-registry' 2215 AIRE 4 USLICE

=
* S AX| YAML Y S Mdot0] ZEA URLE #8Y =& /}ELICE 0]= E2IO|H Ectl install --generate
-custom-YAMLZ 0|23l YAML I} S MMstn EZHE I=|HE(trident-deployment)Ql EZ|HE XI& X[#
ZiE[0]LH0]| CHot "--proxy-url' FEE F7I5H= WAl 2 JHSSICE
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° AKX} XLV Y= AL, Trident= Trident 2 XIS AIESI0] 522 L= Helm2 AFE S
K= RAELICE.
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kubectl patch torc <trident-orchestrator-name> --type=merge -p

'"{"spec":{"uninstall":true}}"’

SELICtuninstall Sef7} 2 MHE| QELICE true Trident 2 X7t TridentES M| 7{SHX| 2t Trident
M| XERIE MAHSHK= eS&LICH TridentE CHA| AX|5H2{™ i TridentE H2(St1 A AgentOrchestratorE
AsHof ghL|Ct.

0z 21 i

. MX| TridentOrchestrator: TridentE BESH= O] AL2El CR2 M|7SHH TridentOrchestrator
SO TridentE MHSI=E X|ALICE 2EXt= Q| MIHE TridentOrchestrator X2[6t1 Trident
HZ S G2 MEE N7HsHH AX|2| Y2 ZE MMt Trident ZEES AMK|gHLCL,

kubectl delete -f deploy/<bundle.yaml> -n <namespace>

Helm £X|Z ®7ELICH

Helm2 AL2SI TridentE HX|$t A2 2 M85 HHY £ helm uninstall JELICH

#List the Helm release corresponding to the Trident install.
helm 1ls -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION

trident trident 1 2021-04-20
00:26:42.417764794 +0000 UTC deployed trident-operator-21.07.1
21.07.1

#Uninstall Helm release to remove Trident
helm uninstall trident -n trident
release "trident" uninstalled

E MAHELICE tridentctl AX|
‘uninstall 'CRD U 2 ZHH|E H|QAStD Tridentl} HZAE DE Z|AAE FH|HsHHH 2

HHS “tridentctl’ AIRELICE,

./tridentctl uninstall -n <namespace>
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