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tridentctl get node -o wide -n <Trident namespace>
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sudo apt-get install -y nfs-common
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sudo sed -i 's/"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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1. CHg Al2H 17| XIS EX[eCt.

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils HZ0| 6.2.0.874-2.el7 O|AfQIX| &tQIEtL|C},
rpm —-gq iscsi-initiator-utils
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sudo sed -1

's/”™\ (node.session.scan\) .*/\1

manual/"'
/etc/iscsi/iscsid.conf
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sudo mpathconf --enable --with multipathd y --find multipaths n

@ /etc/multipath.conf Ol2lff LHEE ‘defaults ESHOF find multipaths no
'6'|‘|__||:|-
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sudo systemctl enable --now iscsid multipathd
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sudo systemctl enable --now iscsi
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sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools
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dpkg -1 open-iscsi

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf
4. Ct= 22 MF:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart
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(D /etc/multipath.conf Ol2 LHEE ‘defaults EOHOF find multipaths no
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sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi
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iSCSI Xt S+ 482 F AL HEsHH E MEYLICH iscsiSelfHealingInterval 9
iscsiSelfHealingWaitTime Helm AX| EE= Helm IH|0|E & Of7HH %,

CHE ool M= iSCSI At =7 ZHAE 3222 AHtn Xts =7 th7| AjZtE 6222 dF YL
helm install trident trident-operator-100.2506.0.tgz --set

iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

tridentctl 2 MEiStL|Ct
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tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident
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sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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1. Cg A28 TH7|XIE EXIgLCt.

sudo yum install -y lsscsi device-mapper-multipath
2. O[5 22 4%

sudo mpathconf --enable --with multipathd y --find multipaths n

@ /etc/multipath.conf Ol2f LIS ‘defaults EEOHOF find multipaths no
SHL|C}
= .

3. 7t multipathd &% FQIX| ZQIgtL|Ct,

sudo systemctl enable --now multipathd
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1. Ch2 AAH {7 | X| & H XL}
sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools
2. OtE 2= 4%:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

/etc/multipath.conf Ol2lff LHEE ‘defaults E&SHOF find multipaths no
'6'|‘|__|E|—
= .
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3. 7t 2 MSHE|0] QT M3l FOIX| multipath-tools ZQIEHLICE.

sudo systemctl status multipath-tools
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ONTAP 2I2||0|A S2{AEE ?It SMB 282 MMstz{™ SVMO|A NFS 8! SMB/CIFS

@ DZEEE 2% FHO0F ontap-nas-economy &LICE O] & Z2EE & SILIE 7oK $OH
SMB 2& 4Adoj| AlofgL|Ct.

(i)  autoExportrolicy SMB EE0lE 7} KIEIX| &LIC

AlZtst7| o
SMB EES ZZH|X'Jst2H HA C}Z 2&=50| A0{0F gLCt.

L E7} 9= Kubernetes 22{ A

* Active Directory AtZ ZHO0| Z&HEl Trident 27t StLL 0|4 QELICH H|Y MMSL7| smbereds:

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Windows MH|AZ FMEl CSI ZEA|. & THELICH csi-proxy’ & HESHIAIR "GitHub:CSI ZEA|" EEE=
"GitHub: Windows& CSI ZZA[" Windows0l|A] A %[= Kubernetes ' E2| 22

A

1. 2Io2)|0|A ONTAPS| ZR MEIXOZ SMB 2RE MM8t7Lt TridentO| A 2RE MME 4 ASLICE
@ ONTAPE Amazon FSxOl= SMB 297} Ze$h |},

Ch2 & 7HX 2 3 otLtz SMB 22Xt SRE MdE &= UAFLICH "Microsoft 22| 2&" S| BH AHQ E=
Al

ocoo=2
ONTAP CLI A2 ONTAP CLIZ AI23l0] SMB 292

a. st Z2 R0 gt CIMEL| 22 A E YdgL|ch
£ 22I8L|Ct vserver cifs share create B2 ZRE MMHS= SO -path M| XM= HZE
stolgtL|Ct X| 8ot 227t Qo™ HHE0| AlmjgtL|ct.

b. X|™=l sSvMzt HZAZl SMB £ MMetL|Ct,

OH

o
T

vserver cifs share create -vserver vserver name —-share—-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
c. BRIt YHEIREX| FolgtLct.

10


https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console
https://learn.microsoft.com/en-us/troubleshoot/windows-server/system-management-components/what-is-microsoft-management-console

vserver cifs share show -share-name share name

r
Inl
i
0

FXSHAAIR "SMB 292 MMt ARSIAAIL.

©

o>t

2
=

2. WAlEE MMt o SMB 282 XISt Ct22 748liofF SLICH 2= ONTAP Holl= F1d S Mo chst

o=
THMSE LI 2 XS A "ONTAP 4 M 9l of|H[2 FSX".

OH7H 4 29 o

smbShare Microsoft 2t2| 2& EE= ONTAP CLIE AME25H0 smb-share
MME SMB 312| 0|§, Trident0l|AX] SMB SR &
MMESh Q= 0|8, =250 it YutHel 31
HNAE HX|SHY| /sl Of7 HEE HIY = =
UELICE o] o7 Ha= AL ONTAPL| Z 2 MEH
AttILICE O] Of7HEH~= ONTAP B2l =0 EHé‘J
OfOFE FSxO| 2RSHH H|®I= & §I&LICH

nasType * 2 2 MH|OF SL|C} smb. * null®! AR 7|22 2 smb
MH™EILICE nfs.

MERM AEMYS ME2 SEO| CHot Eot AEHY * E 2 MG OF YLICH ntfs EEE= mixed SMB
HZSHIA R ntfs E= mixed SMB EE8.* =52
sL I DCEE MEfSHL|CH SMB 250 CHoi M= * E H|¥ "

SFOfOF BfL|Ct. *

1 -

HHll = 1A

HHOll = = Trident@t AEE|X| A|AH! ZEO| ZHAH|E ™ O|BtL|Ct. Tridents dli2 AE2|X| A|AEIT}
EMSH= Y Trident7t AEE[X| A|AHIGM E52 T2H|X St WS e FL|C.

Tridente AE2|X| S2HA0 HOE Q7 AF0f| %= W A0 AER[X| E22 XS2E MSYLICHL AER[X]
A AEIOf CHot SHAIE £ 45H= 20l CHo oh=ELICt.
* "Azure NetApp Files HHAIEE 4 EL|C}H"
* "Google Cloud NetApp 25 HAIEE P2 MHELICH"
* "NetApp HCI = SolidFire B =S M stL|Ch
* "ONTAP EE= Cloud Volumes ONTAP NAS E2I0|HE ALE3t0] HAlEE
* "ONTAP EE= Cloud Volumes ONTAP SAN E2t0|HE AM25t0] HHAIES
* "TridentS Amazon FSx for NetApp ONTAPS2} 7| Al EA A"

Azure NetApp Files

11


https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/us-en/ontap/smb-config/create-share-task.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ko-kr/trident/trident-use/trident-fsx-examples.html

Azure NetApp Files H{AI=EE 13t |Ct

Azure NetApp FilesE Trident2| HAI=E 2 e &~ QUELICH Azure NetApp Files BHAIE

A2 NFS B! SMB =282 &g £ U&LICE EBH Trident2 Azure Kubernetes
Services(AKS) 22 AE{0f| Ll 2t2|=|= IDE AFESI0 XHH SH 22| S K| EHL|Ct,

Azure NetApp Files E2H0[H ME M QIL|C}
Trident2 22{AEQt S4Y £+ JUEF CIS0 22 Azure NetApp Files 2AE2|X| E2IO|HE MSELICH X5

MMA 2E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx),
ReadWriteOncePod(RWOP)Q!L|C}.

EEto|H D2EZ =28 EE ANA DETJX|YELICH  X|El= I A|AH
'Azure-NetApp-IH!' NFS E otd A|AEI RWO, ROX, rwx, RWOP  nfs, smb
EXSIAAIL
27|
ks PN el

* Azure NetApp Files AH|A = 50GIBEL} 22 E&2 XX 2&LICL O &2 E52 Q¥ste 42
TridentO|l M| Xt 2 2 50GiB %%2 A MSHL|CH

* Trident= Windows = E0f| A2t A3iE|= Pod0f| OFREZl SMB 252 X[ EHLC.
AKS?2| 22| %= IDRL|CH

Trident= "22| == IDRIL|CH"Azure Kubernetes AH|A 22{AEE K| EtLICt 22| E[= IDAHIM X3St
A S 22| E 2E25t2{H LSS s3ol{ofF |t

* AKSE A5t 7132l Kubernetes 22{AFE
* AKS Kubernetes 22{AE0| 2 M= 22| [= IDYILICH

* X|™g razure” 7t LEHEl Trident7t AKX E|A}SLICH cloudProvider

12

rir
ﬁ)}
ﬁ
o

=

=

=
—


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview
https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

Trident 2 X}

Trident HLXIE AHESH0] TridentE BXISH{™ tridentorchestrator cr.yaml &
cloudProvider 2 "Azure" 8™ YL|CL 0§ =M CI32 Z&LICE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

of

Ml

=
CHE ool M= 2t HEE A8 SH0] Trident &S AzureZ scp AX|®LICE cloudProvider.

helm install trident trident-operator-100.2506.0.tgz --create

-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

Ct2 o|of| M= TridentE AX[St10 EcIE E Azure BHEELIC cloudProvider.

tridentctl install --cloud-provider="Azure" -n trident

AKSE 22t2E ID

222 IDE AE5HH Kubernetes PodO|A EA|X Azure X1 SHE NI 2SHA|
Azure 2|AA0f| AMAT 2~ AUSLICH

52
[
0
|4
Hu
[n
O
Hu
ro
]|
Of
2

AzureOf| M 22t E IDE E80t3H LIS0| 2RELIC.

* AKSE AH236t0] 715 Kubernetes 22 AF
* AKS Kubernetes 2 A0 2 MHE I ZE ID U oide-HZXHLICE

=

* "azure" YIZE 1DE K|St cloudIdentity X|IHSH= 7 ZEHEl TridentZt A X|E| A& LICH
cloudProvider

13



Trident 2 X}

Trident HLXIE AHESH0] TridentE BXISH{™ tridentorchestrator cr.yaml &
cloudProvider 2 "Azure" AHESII E E cloudIdentity

azure.workload.identity/client-id: XXXXXXXKX—XKXXK-XXXKX—XKXXXK=XXXKXXKXXKXX
AL

of

i

=3 LSt 25U

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-
XXXX—-XXXX-XXXXXXXXXxx' # Edit

o

U
ojo o
riot

il

e

i

AHE3I0] * 22tRE SZXHCP) * & * 22t E ID(CI) * 2219 ¢S -t

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXRXXXXXX""
CtS Oflofl M= TridentE AX[St12 cloudProvider A HEE ARSI AzureZ scp AHStD HH

HaE A6 $cI E cloudIdentity EESLICE,

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code>tridentcti</code>

Lt 2t8 HaE AS0H0 * 22t SgAt 8 * 22t ID * S22 gt AEELICH

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—
XXXXXXXXXXX"

CHS oo A= TridentE AX[6t1 E2f3E scp, % cloud-identity 2 BERLICE cloud-
provider. $CI



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Azure NetApp Files HAIEE Mg FH|E SHLICtH

Azure NetApp Files B2l =

i
-
>
N
gl
=2
il
0
Fo
-
P
ogk
°
IR
i}
rir
el
fot
ro
St
A=)
met
E
i

NFS 5! SMB =E2| AtH Q7 AFE

Azure NetApp FilesE X & AFESIH7LE M {IX[0| M ALSH= B Azure NetApp FilesE A& 3I1 NFS =
MMSHH I 71X X7| 20| HREHL|CEH S HESIHMAIR "Azure: Azure NetApp FilesE A1 NFS

=
Aot

M o
o jo
fjo

I

£ FMst0 AP BHLICH "Azure NetApp Files" BiQll= | CH20| H$tL|Ct,

subscriptionID, tenantID, clientID, location, % clientSecret AKS
@ S AEHOAM 22|E|= IDE ALESt= 3 ME] AP ULt

* tenantID, clientID, ¥ clientSecret AKS S AEN A SEIRE IDE AMEY U= MEH
AP L|CE

» 22F ZEQIL|Ct. 2 A ZsH AL "Microsoft: Azure NetApp FilesOl| Ciist 2F £ MM THL|C}".

— o =}

* Azure NetApp FilesOf| & MBI S BERSHYAIL "Microsoft: Azure NetApp Files0O| MEUIS 2| IgfL|CH.

* Azure NetApp Files7} 283}El Azure 52| 'SubscriptionID’ LI CL.

* tenantID, clientID, ¥ clientSecret Of|A "¢ S=" Azure NetApp Files AMH|AQ| CHTt Z 20 #E
U= Azure Active DirectoryOf| Al f SE0i|A= CtS & StLIE AHESH{OF 2HL|Ct.
o AQX} EE= AIFRF AEHRILICH "AzureOl| A AFE F ol

° a"AF2XLX[H EIFA HEr s 22| (‘assignableScopes’ 22 ) Tridentof] 22
I-R ;I__]ol_l-ol OIAL_IEI- Al—RII- Il ~ O=|'6'|'% o= o"Azure EE-IO Al-_Q_‘é‘l.O:{ O:IOEI-% '6'H:I-'c':'|'|_||:|-"

1= [y —

15


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

16

MEXXIE 7| A Xt A YLt

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* AzureE MEHSIL|Ct 1ocation StLt O| &t &=0| ZLetE|0] JUSL|CH " UE HEE" Trident 22.018H
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M= .

* AF2EILIC Cloud Identity 2 (2) CIREESIMAIR “client IDO|A "AM2XP7} kst 221D
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XXXX—XXXXXXXXKXX.
SMB Z&F0i Cigt =7t 27 AFY
SMB £&5 ‘dd5I2{H CtZ0] A0{0F LCt.
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91e5713aa
clientSecret: SECRET
location: eastus
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2
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Trident2 X|¥ 2l 7t HYS 7|F0 2 JIAZC0| Cist =82 2¢EA
“supportedTopologies 0| BHAIE 1Mo SE2 WollEEt H 5l HA

X"t XY 9 HH g2 2 Kubernetes 22 AE E2| 20|20 /= X[F U &

Ol2i¢t ot 3l ot Aselx| SHANN ABE 4 U= S 5% Y 2R L

HMSEl= %'Cf'. N FHol ol EEfo| ZetEl AEE|X| 2229 L Trident= g

ML XhMlet LB 2 2 "CSI EEEXE A ELICHERSIHAIL.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB =&0]| CHt ™o|9| of

AME nasType, node-stage-secret-name, % node-stage-secret-namespace, SMB 2&2 X|&dt1
2279t Active Directory X4 3EE M3 + USLICL
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AL

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEEZE Y= M8

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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tridentctl create backend -f <backend-file>
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tridentctl logs
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2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)JL|LCY,

E2I0[H TZEE =52t OHNA REJE X[ ELICH  XJE= THY AJAE
google-cloud- NFS & o A|AEL RWO, ROX, rwx, RWOP  nfs, smb
netapp-volumes ERSHIA R

Sa7|Y
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Trident 23Xt
Trident HLXIE AHESH0] TridentE BXISH{™ tridentorchestrator cr.yaml &
cloudProvider 2 "GCP" AHSt1 E £ cloudIdentity iam.gke.io/gcp-service-

account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com
AgghLct.

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'
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AHE3I0] * 22tRE SZXHCP) * & * 22t E ID(CI) * 2219 ¢S -t

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com'"

CHS olloflA = &t E HaE AL8SH0] TridentE A XISt £ GCPE scp MHE6t1 cloudProvider &2
HAE AF28H0] SANNOTATION S cloudIdentity ’é@ 283

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>tridentcti</code>
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export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

CHS oo A= TridentE AX[6t1 E2f3E scp, % cloud-identity 2 BERLICE cloud-
provider. SANNOTATION



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident
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Google Cloud AE T2NE Ho IL|Ct 0] gf2
Google Cloud X% = H|O|X[0f| A Ztoleh 4 USL|CH

Trident?t GCNV 2&2 4d3l= Google Cloud

QX QLICE BX} K|S Kubernetes 2 AES MAME
82, f|M HME SEE location 02| Google Cloud
KXol Eof| o|ofEl QIZE0f AFRE & UBLILCE,
X Zt Egjmiol= F=7t H|E0| ZMgtL|Ct.

&h0| X|HEl Google Cloud AMH|A AIH 9| API
7|ULICE netapp.admin ®47|0= Google Cloud
ME|A AFe] 71l 7] T (HAE 14 MU verbatim
SAhC| JSON g4 FHRIXIF HBELICL apiKey, , ,,,
,71E ALESAH 7|-2t = EeBHOf eLICH type
project idclient email client id

auth uri. token uri

auth provider x509 cert url,, H
client x509 cert url.

NFS OF2E SM0oj| CHEt M2 st | of "nfsvers=3"

QEE S 37|17t o] gtELCt 2 22 8 L
AOigtL|Ck %43)
AEZ|X] & A Y SFC| MH|A HRJLICE g2

flex, standard, ‘premium ' EE= “extreme & L|C}.

SE0 HEY 2oo] JSON A 20|22 MELICt

GCNV 250 AF2E|= Google Cloud HIE I QILILCE.

=H SHZ Al Ar2e Tl Sei a3 L|ch. of: null LTt

{"api":false, "method":true} =X sfZ2 0|
OfL|H XtMIgt 23 HoJt ot L7t OtL|H of
WHE AFSSHX| OHYAIL.

NFS EE= SMB 28 dd2 #MLICH SM2 LICH  nfs
nfs, smb EE= nullL|Ct Null2 AHsHH 7|2X 02
NFS 2&0| B ELCt.

Of WA= 0| M X|{5t= @ & & =
LIEFHLICE XtM|SH LIE2 S "CSI EZEZXE
AESLCHEERSHIAIR. o|E ST CH3at Z&L Lt
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

= =28 Z2H|NES HoE = UASLICH defaults T+ THAS[ MMLICE.
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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ME OHE MH|A 238 X|25h= o2 AEZ|X| E0| /U Kubernetesoﬂ)ﬂ 0|2{%t ZE LIEIL = AEE|X|
SHAE WSt = 40| RELLICE 71 = 2o]E2 &2 7 &ot= O Af%%"—ﬁf o€ =01, ot
Ololl M= performance 7t4 22 F25t= Ol 20|12 X servicelevel FHO| AL ELICE

AL 7|22 BE 4 Bo| MG 4 UEE Mo A JHY Bojl gt 7222 WOl 2 YALC

CHE 0| M= snapshotReserve BE 7t E0]| CHsH 7|24/ 2 AR EIL|CY. exportRule
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEZ 22I2E ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident2 XY U 718 FHS 7|TC2 YIAZC0 Cist EES 28Al & ot = U
“supportedTopologies 0| Sl = o] S22 WAlEH HH 3 HH =ES HJst= o ALSELICEH o7|of
X"t X| 9l A gf2 2 Kubernetes 22{AF =9 2|0 ool Zhat 2 x|s{of ShL|C}.
ol2{et FY U FH2 AEZX| AN M3 = A= 618 7ttt 2t 52 LIEHRL
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version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9£f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

HALT SSHOZ HYE|J=R| 2elstz{H Chz BHS AALCH

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2£fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

FH0ll 2X7F A= AYLICH SHEE ALE0H0] HAEE HHSI7L 205 2elsto]
o|&t

2012 gtolgh £~ QIELICH kubectl get tridentbackendconfig <backend-name> .

43



tridentctl logs

74 Do 2HE =elotn Yot = MAEZS AH|StL create FF S CHA| e = ASLIC.

-

AEZ|X| A H9

Ltz

rlo

?|o| WHAlEE HXSH= 7|2 StorageClass HoIQLICH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

* HCE ME% ™| 0f| parameter.selector:*

£ ME3IH parameter.selector EES 2AHSH= O| AF2E|= of CHd 2 X[HY == storageClass "7
ZULICH ASLICH SES MENSH 0| Ho|El EHE ZSLCH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

AE2|X] S A0 TS RMEE LHER2 S "AER[X] S A S WHLICHEZSHMAIL.

SMB = &0i| chet Folof of

‘node-stage-secret-name’, % & A5} ‘nasType' ‘node-stage-secret-
namespace’ SMB =252 XMt TQRBt Active Directory At ZTHZ M3 £
UESLICE. A2 HTHO| JUAHLE Y= B E Active Directory AFEX/&T= LE CHA H|ZHY

MEE = UFLICEH.
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AL

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEEZE Y= M8

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D nasType: smb SMB =&& X|¥dt= S0 Ciet 2B RLICE nasType: nfs EE= nasType:
null NFS Z0i CHet TE{L|Ct

PVC E2| of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVC7t HIQIGE|0] QL=R| 2hQlste{H Chs E S ALt

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-nfs-sc  1m

In
i

T

Trident 2 X|0{ A Element HAI=E A4St A-E5t= O CHH L0 LICE.

NetApp HCI == SolidFire 22l

R4 EEO[H MR FHE

TridentS solidfire-san SEAEQ EAIE & Qe AEZ|X| S20|HE HBELICH XYL HHA RES
ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod(RWOP) I L|C}.

‘solidfire-san AER|X| E2I0|HH{E= FILE AND BLOCK VOLUME EEE X[FYLICt. EE
LCO] ZR ‘rilesystem’ TridentE =2FS W45t Mt AARS HYRLICE. DY AJAH

R storageClassOl Qs X|HELICE.
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EEt0|H IZES =8 2L HNA ZET} e = o A|AH
XM ELICH
'ESHE-A iISCSI e=2 RWO, ROX, rwx, e A|AEIQ|
RWOP ASLICH HAl =
XK.
A2 AN iSCSI IoHQl A|AE RWO, &&tet xfs, ext3, ext4
AIZFSE2| Hof|
Element BHAIEE MAM35}7| HMoj| CHS0| T EHL|CT.

* Element 2ZEQ|0{E Al

-

5
A

st Rlglsls Aga|x| AlAY

* SES 2 £ U= NetApp HCI/SolidFire 22{AE 22Xt EE= H'HE AL XG0 CHot XtH S

* D= Kubernetes ZAF 0| M&sH{SCS| £0| MK =0 QO{OF SHL|CH S AXSIAA|Q "EHAH X} - = Z=H|

EE".
soll= 4 M
Wol= 7 SN2 OIS BE

OH7H tH ==
ILHxI_-ll
'torageDriverName’ &I L|C}

RN

O|L|ElIFace

'UseCHAP'L|LC}

uo_|-||k”¢ J_E_"

1089
'IT%’

LimitVolumeSize
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4 H 7|22k
a1
AEE|X| E2to|He| o| S ILICH gtAt "SolidFire-SAN"
A2 X|H 0|2 = AE2(X| "SolidFire_" + AE2|X|(iSCSI) IP
ol = FaQLCf

HHE XtH 3HO| /= SolidFire
Z2{AES| MVIPILICE

AEZ|X|(ISCSI) IP 4 Y XE

=E0) M8 Yolo| JSON HAl ™
2floj2 MEQLCY,

MBS HUAEOIERS s8I 4E

MM ED
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debugTraceFlagsE MEigiL|Ct 22X siZ Al AHEEY CIHO nullL|C}
S ULICE ofl: {"api":false,
"method":true}

(D =7 oz % xpuist 23 HEH BRs P9t OLIH debugTraceFlagsS AHESHR DHIAIL.

Off 1: Off CHet WAlE 1 solidfire-san M| 7HX| 2& RS 71T E2I0|H

0] G0 A= CHAP Q15 ALSGH= HOIS THU2 Ho| X1 S5 QoS HAS EBSts N 7Hx 28 982
SYYLICE 21 C1S "IOPS" AE2|X| 224 0} HAE AGst0] 2t AE2(X| SHAS ABY A2
22 A8 Hol2 JHs Mol FALIT,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

ofl 2: of CH$t BHll= 3l AE2|X| E2HA M solidfire-san 7t E0| Y= E210|H
0| oi[of| M= 7tAF ZE0f O| S CA| & ZdH= StorageClasses®t &1 A El gHollE FHo| ol s Hof FL|Ct.

Trident= 8 & Al AE2|X| 20| A= 20|22 WAL AEE|X| LUNO| SHISLICH MO 2l AE2|X]|
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Ho| UM EF 7|22 E E8ot=s BE 2E2|X| 20| ths EFELICE type &
UELICE storage MMS HESHHAIL. 0] ool M= 258 AE2|X| 20| XA RS

A

=

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minTOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: "3"
zone: us-east-1b
type: Silver
- labels:



performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

Ct2 StorageClass Ho|= ¢|2| 7t E2 HEYLICH E ABELICt parameters.selector ZEOA 2}
StorageClass= 252 2 AESH= Ol A8 & U= 71 E22 = ELLICH MEiSH 7t 20 20| F 2| &0

AL,

X M| StorageClass(solidfire-gold-four)Zt A HM 7tat Z0i| O EILICE O] &2 FM AFE
HSots FYst 2HERJULICEH volume Type QoS Last StorageClass(solidfire-silver)s 2M M52
H3ote BE AEEX| 22 S EYLICL Trident= O 7H4 F0| MEE|J=X| 2ESt D AER[X] @+ AFEO|
SEE|=X| gelgtL|ct.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=3

fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: extd
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver
fsType: ext4d

KtMISE LIS 2Rlst AR

[>

*"E2E UM OE"

ONTAP SAN =2}0|H
ONTAP SAN E210|H 7@

ONTAP 2! Cloud Volumes ONTAP SAN EZ0|HE A0 ONTAP HHAIEE 1AMt
HHEHO]| CHoll 2OotEMA|L.

rr

ONTAP SAN =2(0[H N& HEQIL|Ct

Trident= ONTAP 22{AEQt S = JYTE CH30H 22 SAN AEZ|X| E210|HE MSELICH X[ 5= AMA
2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)L|Ct,

E2}o|H O2EE =E ZE HMA RETFX[AELICH  X[HE= THY AAH
'ONTAP-SAN' Fc2 £33t == RWO, ROX, rwx, RWOP  Tfel A|AE0| Si&LIC}.
iSCSI SCS 2IA| £ CjHto|ALCt
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E2to|t D2EEZ EERE AMA ZEJXQELCH  RKVElE DY A|AH
'ONTAP-SAN' FCE E3t M A|AEH  RWO, 232t xfs, ext3, extd
iSCSI SCSI
Ml AlAY 25
BEOM= ROX & rwxE
AEd & gl&Lch
'ONTAP-SAN' NVMe/TCP 2= RWO, ROX, rwx, RWOP  m}2l A|AEIO| Qi&L|C}.
Al = ClHIO|A LTt
%
HESHIAR
NVMe/TCP
Oil CHet =7t
At
'ONTAP-SAN' NVMe/TCP @l A|AEl RWO, 23}t xfs, ext3, ext4
= oA AAR E2F
AxSHHAIR BE0AE ROX & rwxS
NVMe/TCP A2 4 gi&L|C)
Oil CHet =7t
A AR,
ONTAP-SAN-O|Z 0] iISCSI 22 RWO, ROX, rwx, RWOP @l A|AEIO| gi&L|Ct,
Al E= ClHO|A QLT
ONTAP-SAN-O| 2 = 0O| iSCSI ord A|lAERL RWO, 32t xfs, ext3, ext4

T AT B

B E0M= ROX & rwxE

O

AEXL At

—

AMEE + glELICE

* AH2 ontap-san-economy 7 28 A8 $7t ELCt =2
ONTAP =& H|3t".

* AH85HX| OFYAI2 ontap-nas-economy HIO|E| 23, T3 5 = 0|5H0| Heg
ol&E= 32

* NetApp= ONTAP-SANZ H|2|$t 2= ONTAP E20|HHO| A FlexVol Xt& SHE S AFESHA| Q=
Z10| Z&LICE O] 2H|IE &St M TridentO| A A< of|H] 27 AF2S X5t 10|zt
FlexVol 282 37|E Z™gL|LC}.

Trident= ONTAP &= SVM 22| X2 Aatslof 5tH, YEIHO 2 SHAH AFEXl vsadmin & SVM AFEXF E=
Z2 A2 JHX CHE 0| EQ| AFEXIE AF2E admin ZYULICE Amazon FSx for NetApp ONTAP HHES| AL
Trident2 22{AE AMXF EEE vsadmin SVM AFEXIE AHESH0 ONTAP = SVM 22| XtE HHSHALE

fsxadmin

ols St
S AqES

71X CHE 0| 22| AHZAIE H&BHOF BLICE. “fsxadmin' AtXH= 22{AE ZE|XHE
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HMetH o= chAgtLct.

limitAggregateUsage U7 HSE AESHHTE Z2{AH 2| #oto| HegL|ct.

@ Trident@t &M Amazon FSx for NetApp ONTAPS AtEY 0Ojf
‘limitAggregateUsage Oi7 HE X fsxadmin AFEXL AHO|M ZS3HK| vsadmin
YELICE O] o7 H4-E X[HSHH 714 =hdo| AMIjgiL|Ct.

=] [Sa r—1

Trident E2I0|H 7} AL S &~ QL= O HgHA Q! %*% ONTAP LHOj| BHE 'IIE.'_r HESHX| & LICE. Trident2
CHERS| MER H2|X0ME= FIHAPIE SE5tE2 2020|271 ofF 1 LRIt sty | g&LICh
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Trident= CtZ2t Z2 E2t0|HE AHZ5H0] H|2|2d M2 AA T A(NVMe) ZEEES ontap-san K@ ELICH

—

« IPVv6
* NVMe SES| AR YA 2E
* NVMe 28 37| =H
* TridentOf| Al 2tO|ZAIO|2 S H2|E £ UXZE Trident 2/ S MM = NVMe EE2 7t SLICE
* NVMe H[O|E|E CtE EE
* K8 -Eo| HM = HIBAXNORE T = (24.06)
Trident= CH22 XI§SHK| &L CH
* NVMeO|M 7|28 O 2 X|¢ %= DH-HMAC-CHAP
* DM(Device Mapper) ZZ LC}=3}
* LUKS ¢tz st

(D) NVMet ONTAP REST APIOIAIEt XISIEI0 ONTAPIZAPIOIAHE XIIEIX] QLI

ONTAP SAN =2[0[HE AIE3I0] WA= S e ZH|S gLCt

ot

=
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0o

>
M}

ONTAP SAN EZIO|HE AFE3t0] ONTAP HHAIEE 1 MSHT| 2|8t @F At
olsfgtL|Ct.

*

27 A

2E ONTAP HAI=9| AL Tridentdl M= Z[ASH SHLES| EA7F SVMO|| & EHE|0{OF BFL|C}.
"ASA 2 A|AEI"CEE ONTAP A|AEI(ASA, AFF, FAS)2t MZ A|Z 33 ghAlo| CHEL|CH ASA 2
@ AMAHIGME ZA CHA AEZ|X] 72 FHO| AL EILICH &S0 7" ASA r2 A|AEINA
SVMO| A E etsthe B CHEE XA 719F 2 LT,

w3t S 0| 40| S2H0|HS MUSID S B SLES Jf2I|s AER|K SHAS M L5 UBLICE oS
ONTAP-SAN EZ10|H 2t ONTAP-SAN-O| 20| F2HAE AESH= 7|2 SeiA'E |'o = 'san-deV' EHﬁ%
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|2 EHeot #H0] A= ONTAP ALEXIS| AFEXL 0|
?18ll admin &= vsadmint 22 0|2] Yol Hot 2701 AY S AEsH= 20| ZEL
M 718k Trident= HA =0 HX|El QIS ME ALESI0] ONTAP S2{AEQF SHE =& JAFLICE 0] B2

=
=)
soll = Folofji= Z2f0|IE QIFA, 7| U ALBE HD A2 4 U CA 2IBMC| Base642 I THE 20|
ofof BHLICHRE).

X} S 7|t a5 A 7|8t i 2tof O[S 3t7| I 7|E HASS AC|O|EE 4 UALICE J2{Lt 3 o
SHLtol Q17 WHBH XIYIEILICE T2 915 WHOR MEot2{® Wl= TN 7|Z YHS RAHsHOF BtLiCh
(D) I EIHABN -2 9= MBI st 74 Thelol £ olel U5 w0l MBECks 2771
SHANSHOY MOl A A0] Alnfgt|ct

-1 ©O O

vsadmin 2t Z2 0/2] g2 ME838H= A0| ZELICt admin. [MEtM &= Trident Z2|A0M AHEE
715 APIE &Y = U= &2 ONTAP 22|=2t9| 3 &Hd0| HFELICH AFEXH XY Hot 201 Ag S phE0
Trident2t S7H AFEE = UX|Z HEBIX| = Q&L

SABH7| 5 SVM Hel/22{AE Hel 22| Xtof chet XA ZHo| HRPLICH Es
I~ f=3
=

HA= Folol o= CiSat Z5LICt.
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YAML

version:

1

backendName :

ExampleBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm nfs

username:

vsadmin

password: password

JSONE H=x

"version": 1,

"backendName": "ExampleBackend",

"storageDriverName": "ontap-san",

"managementLIF": "10.0.0.1",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

}

WOl = Foli= Rt ZHO| Ut HAER HEE|s RUS 9|2t Hojl R2sHIA
0|E2/2%% = Baseb4 = QB E|0] Kubernetes &S 2 XA EIL|CH, BHl= 0| MM o
X Ao st gst CHARILICE M2tA Kubernetes/AER|X| 2t2|Xt7t +8E 4=
ABAM 7|8t 15 st

A7 i
"egh|ct

* clientCertificate: Base64= QI3
* clientPrivateKey: Base64 - HZ =l 72!
_J'\_

* TrustedCACertificate: A 2|
A< O] 7K

SHAA|IR

A=
HaS

EME AHE30{ ONTAP Hll=of SAlgt 4~ QUGLICH W

ot 2l
HMSoHoF SfL|ct. Mg

2etEel IS 20= TS BHAZE ZEE LI
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. ME[E 2 A= CAQUBSME ONTAP S2{AE0]| FItetL|Ct ol AE2|X| 22|Xt7} o|0] Xz2|et A4 =
QESLICH EB{AEEI CAZ AFRE|X| % OH ZA|EL|CE,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>
ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP 22{AE{0f| 22I0|HE AS A X 7|(1EHA)E HX|L|C
security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true
@ 0| HHS AAHSHH ONTAPOIN QIE N S QESLICE 1EHAIO| A MM El k8senv.pem

ool L8 2 202 CI2 "END & Y2ste] HX|E =t A.
4. ONTAP Eot 2101 AE0| 21Z M 2IF WHE X|YSH=X] &gt |Ct

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
-—authentication-method cert

5. MME QIZME AI2SI0] Q15 S HIAERILICH ONTAP #2| LIF> % <SVM 0|E>2 2| LIF IP & SVM
O|So = HHEL|CH

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64Z QIEA, 7| L A=Y & A= CAJSME TG HLICE



7. o]

S e e e e St P esreer e e e
e Fomcmmmme +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
S e e e e e e e e
LS fo———————— +
| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |
fom fm— e ————— o
e Pommmmmmm= +
215 YRS YO|O|ES/LE XA SEE 2 Lt
CI2 915 WS AISSI7ILE X2 5YS SIMSIEE 7| HACE YH|0|EE 4 UALICE O[HH) 5% AL 0|2
IH2E MESHE HAES ASME MESIES HN'Q#%EE*HEMRWEﬁ%EtM%HNEQE
7[2to 2 AUCO[ET 4= AFLICE. O|FH| 5t2{H 7|1E 25 YHS MGt M 15 SES =710 gLt 2
CtS Hedt 0f7) Ha-It ZEHEl AO|0| EEl backend.json IHY S AHE I ‘tridentctl backend update’S A ILICE.
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

HA= S HIeL|Ct.

THAO M A

cat cert-backend.json

{
"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",

"Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",

"myPrefix "

"clientCertificate":

"storagePrefix":

}

tridentctl create backend -f cert-backend.json -n trident



cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

e

o|He m AE2|X| Z2[XH= HA ONTAPO|M ArEXte| =S AC|O|Esf{ofF ghLfct. 2
= WA= HH[O|ET} ASLICE ASME 2| HE mf o] ASME ALEXIA =71 =

O3 LS HAET AH[O|EE[0f M ASME ASRILICE 21 ONTAP 22 AE{0M
SME AMME &= AFLICH

©
$0 oo

o

rd o> 0o ot
oL =21
N 2

-

HACE UH|O|ESHE O|0] HdE = A4 e
AELICH WolE AO|0|E0]| MZ5HH Trident?t ONTAP A=t SAISH &% =
LIEFE LT,

TridentOil CiSt ALZ2 XL X|H ONTAP S-S MdetL|Ct
PrivilegesOfl M XIS +HE [ ONTAP Z2[At Hets AEY It |ITE £[4 Trident= ONTAP S2{AH

o
TS WHY = ASLICE Trident WA= 0| ALEX} 0| ES EHSHH Trident2 AHEXL7L E-& St ONTAP
o
=

SE{AH LS AES0] 2 S S-YLICH

Trident ArXt K| gt M-doi| st XM[eh LH&2 S "Trident AFEXL X[ 2 WET7"HESIHAIL.
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ONTAP CLI AtE
1. Ch2 S8 S ALEsto] Af et S WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHET]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

To* AR X H A Ay~

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM 2ol A AFEXt X|H dAgts MMSIHH * AEZ[X| > AEE|X| VM >> AH > ALEXF & e+
MEHBIL|CE required SVM.

o

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHSL|CY.

—

C. Ag * Of2Hof| M * + =7} * & EHBIL|CE,
o
|

ol et A Molohn * X * 3 B2

—_

gLt
S Trident ALEXOA| OHE *: + * ALEX} S HE * H|O[X[0f| M THS EHAIE +HSHUAIL.

.

N

*
| =2
ot

o
-

=
XL * OF2HOil A 3=7t OtO| 2 * + * & MEABIL

b. HL3t ALEX} 0|ES MEHSHL * Role * Off L3t EECHR HiwR0HIM FES MefelL|Ct.
c. M#* = S=eLCt

* "ONTAP Z2|E 2ot ArEXL X[F HE" = "AF AL AIE JES Folgot

Trident= % ontap-san-economy E2t0|H 0| CHsH LIS CHAPE AF235H0] iSCSI MME2 215E £~ ontap-
san 91@'—|E|' 0|2 QI = HAE Moo M M2 ed2lslof usecHar ELICH £ true AESHH Trident=
SVMe| 7|2 O[L|A|0f|0|E EotE deF CHAPE 1446t UHollE Tlo| AL Xt 0|1t Y= E M SL|CH et
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

C2l0|HE ARSI MMEl D= 289| AL ontap-san Trident= LUN H|EIH|O|E{E £838}7|
2|8 FlexVolofl 10%2| 822 ZJIEILICE LUNE AF2XI7 PVCOIN QA= MEtst 37|12

@ T 2H| NI ELICE Trident= FlexVololl 10%E F7H2ILICHONTAPO|A AM2 7Hsot 37|2 BEAIE).
O|XM| A7t QETH 718 222 AS 4= UEL|CE £t 0| HAO R QI8 At 7Hsst Z7t0| 2HH 5|
2| X| gH= $FHLUNO| 87| ME0| E|l= 22 ¢X[E £ JAELICH. ONTAP-SAN-AX|0f| = HEL|X|

LS — —

FSLICE
2 HOo|St= WA= 9| AL snapshotReserve Tridente= CHE 1t 20| 28 37|E AAFetL|CH
Total volume size = [ (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

Trident FlexVol 0l £7}5t= 10%®RILICt. snapshotReserve = 5%, PVC 28 =5GiB2 22 &£ =8 I7|=
5.79GiBO|11 A2 7ts¢ 37|= 5.5GIBLICH. volume show HHES MAMSHH CH2 0f|2f H|=st 2
HA|ELICE

Aggregate State Size Available

_pvc_89f1cl56_3801_4ded4_979d_034d54c39574

online RW 18GB
_pvc_ed42ecbfe_3baa_4af6_996d_134adbbbB8ebd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.
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SRR T

CH$t DNS 0|2 X

O|A2 E A8%t= 7|2 #MYULICt ontap-
version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster:
backend:

username:

test-cluster-1
testclusterl-sanb
vsadmin

password: <password>

MetroCluster 0|

1
storageDriverName: ontap-san
192.168.1.66

vsadmin

version:
managementLIF:

username:

password: password
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

ASA 7|8 152l of

Ol 712 7+ O4|0f|A| clientCertificate, clientPrivateKey, ¥ trustedCACertificate (AEIE
& A= CAE MESH= 22 ME Agh = off Y ELICH backend. json O2|10 2t2F 22I0|HE QIS A, 712!
7| & MEIE £ Q= CAQIBS A base64Z QAT E ZHS AP THLILCE

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



QrdtsE CHAP O

O] il M= & AHESHH MAEES MLt usecuar & 2 BHELICH true.

ONTAP SAN CHAPZS]| o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN 0|2 =0] CHAPZ2| 0f

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP 0f

ONTAP HAIE0|A NVMeZE 7LHEl SVMO| QL0{0F BFL|CE. NVMe/TCPO| CHot 7| & Bl = 1 IL|C},

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

FCP(SCSI over FC) 0|

ONTAP HA =0 M FCZ SVME F+ddtiof RfLICt. FCOf| CHet 7|2 #All= g LIt

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true



nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP-SAN-O|Z.-0] =E2}0|H 0| et SM of

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

Ol2{¢h Wl Hol md MENM=

22 2= AEZ|X| 20 s EF 7[=2840] @™ ELICI spaceReserve
213, spaceAllocation AXEY g

o Z
B2, Y encryption AN M. 7tet 22 AEE[X| MMof FolELICt

C}

4EI ==}
o

Trident= "Comments" ZE0| ZTZH|X'd 20| AHTILICE FlexVol volume Trident0f] 40| 4™ E 2
Al 71 20| I RE 0|22 AEZ|X| 2 ECE SHELICE o8 fld AEE|X| E2|Xt= Tt *% 3E
=EEZ 20|22 Yo|2EE Holg 4 JSLIC.

fuet
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP 0

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

8ol = £ StorageClassesOi| OHZIBHL|C}

C}S StorageClass Mo|= 2 HXSHMA|Q 7HAF 29| HHAIE 0f], E AFEELICE parameters.selector ZEO|A
Z} StorageClass= =82 @AHSH= O AFBE & U= 7t 22 = =TL|CH MEIS 714 20| 280 B2l =
O|A|__| |:|-
« E SggiLct protection gold StorageClass= 2| & Huj| 7H& Z0f| 0HHELICt ontap-san HAE. SE
¥l H2 7|52 MSste Rt EQL/CH
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* £ Z=/eLICt protection-not-gold StorageClass= 2| & HMY S | HI| 7tA =

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

=B =0f| OHE ElL|Ct ontap-
HAE. Z 0|29 Bz &S MSdt= Rt SYLIC

san il

« £ 22I8LICt app-mysqldb StorageClass= 2| M| Hm| 7+
mysq|ld 1ot 2

80

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

F Z0f| OHE E/LICE ontap-san-economy BHIE.
L OO0 ol

=
b 7& Yol chet AE2(X| E 7S MSsts KT FYLICE

= "1

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

£ Z2&/8LICt protection-silver-creditpoints-20k StorageClasst= 2| & HM| 7tA Z0f| oj T EL|CH

ontap-san A= MH 2|# H3 5l 20,000Z2E MES K 3ot= st SLICL



apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* £ Z=/SLIC} creditpoints-5k StorageClasse= 2| M| HI 7tA Z0f| O ELICH ontap-san Ol Y=
gHNl = 51 | BHIH 71 E/LICH ontap-san-economy HAIE. 5000 Z2||& EIEE HRtt st =

=
Me| ALt

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* £ 2L my-test-app-sc StorageClass 7} 0| WY EILICE testapp 2| 7t ZRLICt ontap-san £
M85 SHELICH sanType: nvme. 0|2 KT E MQHULICH testApp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident= O 7HA Z0| MEAE|=X] 2FSt AEE|X| @F AFY0| ZFE|=X| &elgct.

ONTAP NAS =2}0|H

ONTAP NAS =210|H 7R

—

ONTAP 2! Cloud Volumes ONTAP NAS EZ2{0|HE AtE3t0{ ONTAP HHAIEE L M5H=
HHEHOf| CHoH LOEMA|L.



ONTAP NAS E2(0[H ME HEQLICE

Trident= ONTAP S AEQt 4l = JEF OIS 22 NAS 2E2|X| E2I0[H E H|S Lt X E= AN
2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
(RWOP)LCH.

E2to|H DZEE =28 ZE WMA RETLX|HELCH  X|E= DY A|AH
'ONTAP-NAS' NES 2 I A|AEI  RWO, ROX, rwx, RWOP ™ nfs smb
ERSHIAR
SA7|Y
ONTAP-NAS-0| 20| NFS £ It A|AEl  RWO, ROX, rwx, RWOP ™ nfs, smb
KR SHAIAIQ
SA7|Y
'ONTAP-NAS-Flexgroup' NFS 2 Il A|AEl  RWO, ROX, rwx, RWOP ™ nfs smb
XERSHAIAIQ
SA7|Y

* AH8 ontap-san-economy 7 EE AL 71 ELt &2 ACE o &k[= ZR0 T "X E =
ONTAP =& H|gt".

* A2 ontap nas-economy 7 28 A& 7t HL} &2 A2 E 0|4 k[= 0T "X ==
ONTAP =& H|2t" 8 ontap-san-economy E2t0|HE AtET £ QIEL|CY.

@ * ME5HX| OFYAIR ontap-nas-economy HIO|E| B3, THs{| S5 L= 0|5 80| g A=
ol &El= 22

* NetApp2 ONTAP-SANS X2/t ZE ONTAP E2I0|H0| A FlexVol AtS &S AF2SHX| b=
Z10| Z&LICE o] EHE siZSt™ TridentOll A A% O[] SZH AHR-S X|@Ist D0 w2t
FlexVol 282 37|& Z=F&LICE

AHEXL Het

Trident= ONTAP £ SVM Z2[AtZ A0} 5tH, YLIHOZ 2B AE AF2Xt vsadmin FEE SVM AFBAt =
2Zte ofste i3 qE 0|59 ALZXIE MEBE admin HYLICH

Amazon FSx for NetApp ONTAP HiZ 2| AL Trident2 22 AH ALEXl EE= vsadmin SVM AFEXIE ALESHK
ONTAP E= SVM 22|12 HHSIHLE fsxadmin ST LS 7HEI CHE O| 29| Ar2XIE Ao gfLct.
‘fsxadmin' AL Xt= S AE Z2|XHE M2 2 CHA[SLICE

limitAggregateUsage 07 HSE AMESHHH Z2{AH 2| #Pto] Heg|ct.

@ Trident@ &M Amazon FSx for NetApp ONTAPE AtEY Ojf
‘limitAggregateUsage 7 = U fsxadmin AFEXE AHO| A 2SSHX| vsadmin
SYSLICE O] o7 H-E X[™SHH 714 =hdo| AojgtL|Ct.

Lo d

Trident E2I0|HH7t AF2E 4= Q= O H$HAQl Aet2 ONTAP LHO| Bt 4= UX|2H HESEX| S LICE TridentQ
CHE RS MER HE|XWM= FIHAPIE SESEE A 0|E7H H{E T LF T 2HAsH | &l&L|Ct
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ONTAP NAS EZ0|HE AtE5I0{ ONTAP il
AATE HMZ OfsligL|Cl.
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£ 7dot7| fIe 2+ ArY, 215 54 8

25.10 Z2|AEE NetApp Trident CHS2 X2 ZLICH " NetApp AFX AE2[X| A|AE"  NetApp AFX 2AE2|X|
AARIS AER|X| AZ 78 ZHO|A CHE ONTAP A|ABI(ASA, AFF, FAS)} CHELICE.

@ QX ontap-nas E2IO|H{(NFS T2 EZ Eoh)= AFX A|ARIO|A X|RELICH SMB ZEEE2
X=X F&LICE.

Trident HA = L0l M= A|ARIO| AFXELD X|x"_"’é '97|' ASLICH MEHS M} ontap-nas 2A
storageDriverName Trident AFX A|ARIZ X}& ZtX| L,

27 At

* = ONTAP HAIE 9] Z2 TridentO| M= X[t SHLIS| EA|7F SVMO]| &S =|0{0F gfL|Ct.

© £ O|Mo E2IO|HE AHSI & B oILIE 712[7|= AEE|X| S2HAE MHY & JSLICHL OE =01, 2
AME8H= Gold 2eiAE Y £ UELICH ontap-nas EEI0|H & & ALE6tH= Bronze 2212 ontap-nas-

economy 17H.

* B E Kubernetes 21Xt = =0 MAESHNFS 20| AX|E|0] QLO{OF SL|Ct S HZSHMAL "0{7|" E
HESHA L.

ruI

* Trident= Windows L EOMOE M= Podof| OFR2EEl SMB 252 X|{EL|C} XIA[$ LIRS S SMB 22
T2H|NE S st ZH| ZXSHUAIL.

ONTAP EE oI5t}

Trident= ONTAP HAIEE Q1Ft= F 7tX| REE HI Lt

- X7 Z% 7|4k 0] BEOIAM= ONTAP H{ol 0] Cifst 53t 23to] WRELICH 2 20| D|2| Feolsl ot 29l
oI5t} HAE| AHES AFRSHE 0| ZBLIC admin E= vsadmin ONTAP B TIo| 342 K het Bxkst7)|
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Trident2 ONTAP HAIEQl EAISHY| {3 SVM He|/22{AE He| 2t2|Xtof| ciet XtA ZHO| BRPtLIC =
vsadmin 2t Z2 0|2| H|El BFE A S AL85H= 20| EELICH admin. MHEHA &2 Trident 22| A0A AHRE
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version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSONS E XA

"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

—

HMo|l= XA ZHO| YEHEHIAEZ XEE| = KUt 2X|2t= M| RStUAIL. BHAS T MHEl = AL Xt
/Y% = Baseb4 = QT L0 Kubernetes 2 = MZHEIL|CEH SHAI= 0| MM/ AL 2 XtA SHO| Cizt X[A0f
QUSH CHAIJLICE [M2EM Kubernetes/AE2|X| 22| X7t £3E 4= U= 22| M 2 QJL|C.

o TT-dHdg

.I

in
>
10

[0fl= Ml ZEX] Oi7H H==7}

3
* clientPrivateKey: Base64 - HZ =l 72!
_J'\_

* TrustedCACertificate: A 2| 2l
Z< o] o7 H-E HSHOF BL|Ct Mg

2etsel S 20= o3 BHAZF ZEE LI

|
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1. 22I0|HE QM U 7|15 WLt 4 Al CN(ZEH 0| 5)2 ONTAP ALEXIE HHSH0] QAFBSIHAIL.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0O=NetApp/CN=vsadmin"

2. M2|g & A= CAUEME ONTAP 2HAE{0]| FIHELICE Ol= AE2[X| 22|X}7} 00| M2|sh A %=
UELICH EHAEE CAZ} AFZE|X| QoM SAIRILCE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP S2{AE{0]| 22I0|AE ASM X 7|(1EHA)E XIFLICH

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

rio

SteX| ehelgfLct.

4. ONTAP H9t 27191 %{80] QIZ A ¢!

Ol

HFEH
od

o

N

security login create -user-or—-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. MYE QIBME AB3I0] @15 S E|AERL|CH ONTAP 22| LIF> % <SVM 0|§>2 22| LIF IP % SVM
O|2OZ HFEL|C} LIFS| MH|A H*H0| 'default-data-management’ £ A E| QJ=X| 2Ql8loF hL|Ct,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64Z QIE A, 7| L A=Y & A= CAASME TG HLICE



base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. O[F B0 L S ALBSIOY MAIES MABHLICY

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

CHE 215 S AL XHH TS 2T 7| E HAEE HO0|ES 4= ASLICE O|HA| 5HH ALEXL O|F
/%2 E AHESHE AL ASME MESHE MAEE AEXL O|F/A=

IEE QB ME AESIEE HHI0|EE £+ Q!
7[dto 2 AUH|0|EY 4= JUSLICH O|FA| St2{H 7| & oI5 WHE HM|AHstn M 215 WHE FItoljof ehL|ct O
Chs Aleet T ofoH HaTt etEl AH|0|EEl backend.json OFY S AFESILICH tridentctl update
backend.

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas"
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
e ittt e ittt b o
T e i+
| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |
R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

AT E oM o AE2|X| P2 K= HA ONTAPOIM AH8XIS| &= S 4C|0| EdHof BiLiCt. O

() EvliE s gHOI=T g LTk B NS s uf ofe] IBME NE ol 371
UBLICE 121 kS A=} ACO|EE[0f Af @ISME ASTLIC 12/2 ONTAP S2{AE{0)A
O QISME MHE 4 UBLIC.

- O =2 T M-d

HHAIEE OO EsH e 0] MM E EF0I Chet AMAT STE|AHLE O|F0f| MMEl =& AZ F&S 0/X|X|
USLICH A UHO|EO| HB5HH Trident’t ONTAP A=t SLGIH 2 2& HAUS M2 = AS2S

LIEFE LT,

Trident0l| CH3t AF2XF X| X ONTAP S &S AMASH|CH

PrivilegesOll A S g I ONTAP 22[X} H=E A EY HRIt SES A2 TridentE ONTAP 22{AH
oats AHMTE & Ol NE=2

UELICEH Trident HHAlE LMo Xt 0|22 EESHH Trident2 AF2X7t A ONTAP
5‘31&51 A2 A8 St 2P S T CE

Trident AFE X X[ gt MM CHSE XIS LHE 2 2 "Trident AFE AL K& Sgt MM T|"EHTSHMAIL.
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ONTAP CLI AtE

1. Ct2 HES A8sI M S ddgLct.

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AF2X}0f| CHSE AHE O|E DHET]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager AtS

ONTAP System Manager0i| A CtS EHAIE +SHIA| 2.

1.« AFSRH X1 2t A -

a. S{AH EOM AEX XE S W5t H * S2{AH > 4F * S MEgLCH

=

SVM 2ol A AFEXt X|H dAgts MMSIHH * AEZ[X| > AEE|X| VM >> AH > ALEXF & e+
MEHBIL|CE required SVM.

b. AFSXH Y g * Ho| SHatHE OF0|2(*— *)S MEHSL|CY.

—

C. Ag * Of2Hof| M * + =7} * & EHBIL|CE,
o
-

'éél'o-” |:|-|0|- .I_.|I.7C|° I-IO|O|-_I * I—lII‘ * % =22

—_

gLt
S Trident ALEXOA| OHE *: + * ALEX} S HE * H|O[X[0f| M THS EHAIE +HSHUAIL.

.

N

*
| =2
ot

o
-

=
XL * OF2HOil A 3=7t OtO| 2 * + * & MEABIL

b. LRt AHEA} OIS S HEHBLT * Role * Of THEt EECHS Hliw0lM S Meigh|ct
c. M+ g 2Lt

KtMISt 82 ChS HO|X|E EE5IHAIL.

* "ONTAP Z2|E 2ot ArEXL X[F HE" = "AF AL AIE JES Folgot

oIS Ol ALSR} T

NFS QAZE ™S Ba|siict
Trident= NFS AATE MMS ALZSI0] T2 H| NSt 20| CHot BHAE K|O{BfLICE

Trident= WELWZ| HMS AMSE 1 £ 7HX] S8 S ®MSHLICL
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* Trident= HARE FHM XHE SHOZE e & USLICE 0| 2 ZE0HM 2E2|X| 22|Xt= SIEE = IP
F2E LIEHHE CIDR ZEQ = % X|I’getL|ct. Trident= 0|2t t“-‘?—I(HI 6H: HE 7tse LE IPE AAl Al
NS = UEWT| Mol =7HEfLIC. = CIDRE X|HSHK| 42H AAEl= 280| A= E0M H2 2E

324 el QLIFHAE IP7} AT E HHo| 27FELICH
© AE2|X| BE|XtE AATE HHES HYStD FA S 52
0| XIHSHX| gtz ot Trident= 7|2 AALE HAHS AL

LS 1=

27F2 4 YALICH R0 12 AATE HA

YATE HHS SHOE Hel

Trident'= ONTAP HIS0| Tt AALE FMS SHOZ Fe|ots 7|53 MBBLIC T2t AE2|x| Be|Rt=
TAIR FAS £SO OISt Al FRR} -E PO SIBEIE F4 B7HS NFE 4 UBLICH AATE HH
22|12 2| ZHABfOID R, YALE YHS £N6HE Cf 0|4 AE2|K| AL et £5 H0| WX
QraLICE o 0|27 o1 EES DI2Esim AHE Hel Lol M IPS 2= XX} =0 AE2(X| 22/ AR 0| Chet
AHAZ HBrsto] MESE Xt BelS KItLic

SH UEL7| Mg ALY mi= NAT(Network Address Translation)E AFESHXA| OHYA|2. NATE
()  Agstel Asalx) AESels MK P SAE 47} 0fjat BRIEQIE NAT 548 Q422
LHEL7| 810 RISHs B20] QOB HHATL HBELIC,

of

T MR 8 S92 ALE00f LICh ChE2 WA= Folo| of LCt.

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

0] 7|52 MEY W= SVME| RE uXxtHE0| .= CIDR E5(0: 7|2 AAZE HM)S 5125t=
°—*!£EE A3 H Ol ol MY E AAZE FHO| Q=X| 2HI6HOF BfLILE Trident HE SVME
AFE3I2{H &4 NetApp ZHE ZH AfE|E MEHAL.

©

CtE2 219l OlE AFE3H0] 0] 7|50| ZSdts Y4{of chet 2FLICt

* autoExportPolicy 7t 2 HBH™E[H true YSLICE O|= TridentO] SVMO]| CHoH Of BHAEZ T = H| X L=l 2}
=50l ot AATE MMZS sym1 MMSID FA SES AMESIH 2] F71 2 ANE autoexportCIDRs
Me|gLCt SE0| =20 HZE m7tX| 282 4] gl0| ¢l AAZE MMZ ALSHH SEOf Cist JX| gt=
HM|AE Kttt 2 80| =20 AAE|H Tridentd| A X[HEl CIDR £ LHY| LE IPE ZE&6t= 7|2
gtree?t Z2 O|29| AARTE HMS MMTILICE 0[2{3t IP= A9l FlexVol volumed| A AF238H= LYE LY
Mo = FItEILICH
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° 0| =9 L3 25U Ch
* BHRIE YUID 403b5326-8482-40dB-96d0-d83fb3f4daec

* autoExportPolicy 2 MEBILICt true

AE2|X] HEAMRULICE trident

= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159¢c1c

O|£0| Trident_PVC_a79bcf5f 7b6d_4a40 9876 e2551f159¢c1cQ! FlexVol gtreelf| CHet AATLE
& 0|20]| QI gtreed| CHSt trident-403b5326-8482-40db96d0-d83fb3f4daec HWALE
I-IxH

trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc SVMO| EHE Hl AAX
trident empty A4AMBIL|C} FlexVol AARE MM HI2 gtree AALE HHHof| ZTte @
ArQ| ZIto] ElLICh. Bl LIELY7| ML HAL|X| ofe DE 2F0A ChA| AFRELIC

2
10 nijo

X
%

rin |m

—_ 11—
LICH HOE|X| 42 ELR Trident= ZUX 20| U= BE Y HRQ |RLIFHAE FAE AA S &
Itk

. autoExportCIDRs T SE SES EASLICL o] HEE= MEY AtZ0|H 7|2X 92 ['0.0.0.0/0", ":/0"]

Ol Oflofl A= 192.168.0.0/24 & 37t0| H|SELICH O]= HHS0| Y= 0] T4 t“$|01I 6%'— Kubernetes .= E
IP7} TridentOf| Al MM St= AATE HHMOf| FItEICHE S LIEFHALICE Tridents AEHE CESEY M =9
IP Z=AE AMSIH Of| M KBt $¢ =21 Ci=ot0] SIELIC aut oExportCIDRs. 71|AI Al IPE ZEEISH S
Trident= AlA| CHAH =9 2210|HE |PY| CHEE LHELH 7| X XS obEL|Ct,
HolEE *ct'%;?_f = =0 Chet XtE LHELHZ| EM 9 XtE LHELH 7| CIDRE EHO|EE & JELICH 7[&
CIDRE If 2 ZH2|St7LE AtX|St= BAI=0f| Af CIDRS 37+ 4~ QIELICE CIDRE AXE m= 7|& HZO|
ZO{X|X| ¥ % Zolsfjof BtL|Ct. BHA=0f| CHH 'autoExportPolicy' S AF26HX| L= “"* ot 3O = YHE
I-HELH7| ’éﬂ’ﬂ.*gi =0tz £ QUELICE O A ot2{™ sl = F140f| A 'exportPolicy’ IJH7H HE MAEGOF gLt

TridentO| A BHAEE MMSHHLE HO[O|ETt = L= SHEH tridentbackend CRDE AH23S}H0] gl

= A= E gtolgt
tridentctl UL Ef.

A
= —_= T
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

LB MAEE Tridents ZE AATE HMS 2fQISH0 L =0f s St= MM A FEIS HAHELICE Trident=
e 2= MAE O] LIELT| HMO|M O] L= IPE MAHSHH S2{AES| M =E20|M 0] IPE TAFESHK| 8= ot 27
Or2EE YX|RLC).

L HAEE = HUH|O|ESHH tridentctl update backend TridentOf|A| AATE HMS
Atso = 2eElgd = UASLICE o[ A 5tH Hett 22 #AlE9| UUID X gtree O|E2 HA HHEE = 7H| M
MAELICE A2 U= EE2 OH2E SHMRUCHIt CHA| OIR2ESHH M2 MME AATE HHMS

AtERiLCE.

ARoHH SHO=Z WHE 27| YHMO| AK|EL|C.

() & melsls sl g0l Y ol
2 Halg|of Af A ZE FHo| ALt

OIS 7} ChA] A 415| 1 =7} Af ol

2t0|E L E9| |P AT} YOIO|EE|H - E0i| M Trident PodE CHA| A|ZFSHOF gFL|C 113 CHE Trident:= O] IP $HE
AMeE HHEoEE 2a|ots HMAl=of Cet LHELY| XS Yoo ERLICE.

SMB =& ZZH[XY S 2[5t =H|
ZH|E 20 SIH E AI2510] SMB 282 T ZH|NHYE 4= UYELICt ontap-nas EEIO|H.
ONTAP 2I2||0|A S2{AEE ?Iot SMB 282 MMstz{™ SVMO|A NFS 8! SMB/CIFS

TZEZS P55 FH80F ontap-nas-economy YL|CL O| F TE2EEE & SILIE FMSHX| Qo™
SMB =& AAof MojgtLiCt,

© O

autoExportPolicy SMB 2E0|= 7t X| & E[X| 4&LICE

Al=ket7| Ho|
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SMB 2&& ZZH|X 5l HE WA OHg &=0| U0{0F &

AN =

L|Ct.
* Linux ZIEE2] & % Windows Server 20225 &&5t= Windows 2IXt = E7} Q= Kubernetes S2{AE
Trident= Windows h:EOHkl Ot MSHE| = PodOf| OIREE S

=
* Active Directory Xt ZHO| ZL&HEl Trident S 7t StLt O] & UESLICH H|Y MMHSHT| smbereds:

=

o
MhT
o

]
A
0
|19¢ a
L
_lT'_

L

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

= o=

* Windows MH|AZ FME CS| ZEA|. & FHYLICH “csi-proxy’ & HESHYA|R "GitHub:CS| ZEA|" EE=
"GitHub: Windows 2 CSI IZZA|" WindowsOM AlSiE| = Kubernetes = E2| 2R
cHA|

T 0|A ONTAPS| 2R MEiMOZ SMB 3R &5 MAMSI7L} TridentOl M 3 RE MAHE 4= JASLICE
@ ONTAP£ Amazon FSxO|= SMB 287t ZgtL|C}.

LIS & 7HX| @ F SILIZ SMB Z2|Xt SRS MM
ONTAP CLI AH2 ONTAP CLIZ AI2310] SMB ZRE

+ ASLIC "Microsoft 22| 2&" 37 SH A€l £=
AH

got2{H OHES THEYAL.

a.

ne

2

rot
ox
Ok

o
T

ROl ot Cl2EE| H2 28 Yoot

Z2|YL|Ct vserver cifs share create BH2 SRE YMSH= 59 -path 400 X[ HE F=E
QlefL|Ct X|dst 227} glo™ FHO| HujgtL(Ct.

ok

HA—1L- O O

o
>

|&El svMmzt HZE SMB

OH

#8 MyEL

vserver cifs share create -vserver vserver name -share-name

share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C.

Ok

=

Rt HGEI A= ARt

vserver cifs share show -share-name share name

2. HHOlEE AMA S [
xS RS 2 &

[}

SMB 2E2 X|H5I2{H CHESS FJ8H0F LICH 2= ONTAP Hll= 714 ZM0i| chist
Zsth AISE "ONTAP 74 &4 3 oH|& FSX".
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. MF SAa0| FAS FIpetct

FIISICE trident .netapp.io/smbShareAdUser H9 SMBE 23 QI0| AEE = JUTE AEZ[X|
SeA0| FM S FIFLICEH FAMOf| X[™”E AFEX} 2f trident.netapp.io/smbShareAdUser AFEX}

o|E0] X|HE A1t SLHOF BLICE smbcreds HUYLICE CHS & StLHE MEfS &~ USLICEH
CC =

smbShareAdUserPermission: full control, change, === read. full control.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret—-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PvCE 4dgct

CHE OflMI0l M= PVCE M etLCt.

94



apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

2l

tA

ontap-nas 12|11 ontap-nas-flexgroups Trident O|X| FlexVol snapshotReserve S& &1 PVCO||
HIEA| ZEEEE ME2 AIMS AHEELICH AHEX7E PVCE RHSHH Trident MZ22 AlAE AL
Zt2 7HE 2l FlexVol 4-ABILICE Of AAL2 AFEXIZE PVCOIA 8Tt MT| 7Hs S2H2 B, @Kot 40}
72 9X| = E HETILICE v21.07 O|TOfl= AMSXIZE AR AF 0|2 HIEE2 50% = AA Tt PVC(0: 5GIB)E
45lH 2.5GiBL| M7| 7ts 32tot HEHE|JESLICE Ol AFEXE7L 2Kt 20| FA| 2&0/|7| WZL|CH
snapshotReserve 1 & YRULICE Trident 21.072 AFESHH ALEXIF @N5t= A2 M| J7HsT 37H0|H
Trident O| £ ™2|&fL|Ct. snapshotReserve TA| 2E0I| et HESE LIEHH ZXtULICE 0|2 MEE[X|
%ELICE ontap-nas-economy . & YA S AotEHH CHS O 2 & XSHM( K.

2 mjo

Ok ORI Mjo ot

FO 1% 52

o
—
o
[
o

% I

rlo

CtZa Z&Lct.

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

OlA 283t 5GIBRLICE volume show BES AESHH CHS 0|} H|=ot Aap7t EA|ELICE
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Vserver Volume qurpgam

_pvc_89f1cl56 3831 4ded4 9f9d &3dd5dL39514
online RwW 18GB

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW

2 entries were displayed.

O] AXx[of 7| & HHll= E Trident € 12{|0|= Al ?|0i|M 2ol L2 =&FS T=H|X L Ct ¥2fo|= FHof
ddot 280 32, HE MYE HESHHH 2F 37|12 Z=FMof LI olE S0, 2GiB PVCe| B¢
snapshotReserve=50 O|H0il= 1GiBL M7| ts S22 MSots 280 YEEASLICL OE S =25 27IE

3GIBE =FstH o E2[7|0|8 2 6GiB 2&0|M 3GiBS| 47| 7ts 37t2 QEOHI ELiot.

A2 ol o

CH2 ool M= R 22| o HaE 7|2UCE R 7|2 FE8 B0 ELIC. o|= MAEE Holst= 7HY 72
HFE Ol |}
odd .

P 34t LIFof| Cigt DNS

(D Trident?} = NetApp ONTAPO|A| Amazon FSxE AM&5t= 82
O|EE XIHst= 20| EELICEL

ONTAP NAS ZH| = of

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup 0

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroCluster 0|

U HE S0 Hll= YOIE +F22 YUHO|EY ERIL YR MAEE 7Y = ASLILE "SVM =5 &

[
"

JrrA

- ot

ST AQX|QH Gl AQX|EHO| AR E AIE8I0 SVMS X|HBILICt managementLIF S AM2ketL|Ct
dataLIF % svm O47H H~ 0|2 EH OS2t Z&L|CH

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB =E&2| o L|Ct

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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ASAM 7|8k 152l of

Ol %A = MOl |RQULICH clientCertificate, clientPrivateKey, %
trustedCACertificate (ME[E = U= CAE MESH= B2 ME AtEh = off M ELICE backend. json
2|1 24ZF 2210|AE QS A, 742l 7| 8l ME|E 4 Q= CA Q1B A Q| base64Z QDL = 42 ALERILICH

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

1S AAZE HHo| of

I O:HO‘”A'II_ Trldent()"A-l Ex‘| OﬂJKEE Iﬁng Al-ﬂ'é‘l-():' OﬂJKEE IﬁtHO Xl-EOE AHA‘| |:|x| ‘_';}E|°|' E '6|-E
S B0 ELICE 9 ontap-nas-flexgroup E2I0[HO|E SYSHA ontap-nas-economy &S gL|CH.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4

104



IPv6 =4 O

Ol ool A= E B ELICt managementLIF IPv6 2 ALE.

version: 1
storageDriverName: ontap-nas

backendName: nas ipv6 backend

managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipvé6

svm: nas_1ipv6 svm

username: vsadmin

password: password

SMB 228 A25l= ONTAPE Amazon FSx2| 0f

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

= 22/8LIL} smbShare SMB E&S A3 ONTAPE FSxOf| OH7H H=7F HRelL|Cf.
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

7ty 29| Ml o

Otz HA|E MZ uHoll= Mo| MM o 242 BE AEZ|X| Z0f Chat EX 7|27240] MEEILIC spaceReserve
3, spaceAllocation AHNY BR, X encryption HAY M. 7t E2 AE2|X| M M0 FEL|Ct

Trident= "Comments" ZE0| TZ2H|X 'Y 20|22 HYELICH HH2 2| FlexVol ontap-nas £ 2
FlexGroup®ll ontap-nas-flexgroup ™ ELICt Tridente Z2H| XY A| 714 E0f| Q= 2E 2[0|=2
AEE|X| 2E0| SHELICH Mo E 2l AEZ|X| A2|Xt=7H4 E S 05 SEEE 80|22 2l|o|SEE Holg &
olaL|Ct

M H .

| oM = LB AEE[X] E0| AIHHO = MHEILICt spaceReserve, spaceAllocation, ¥ encryption
UE E2 J|2US MEgLCE
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ONTAP NASZ2| of

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup?| of

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAS ZH = of

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

Eioll = 2 StorageClassesOi| DN/ EHL|Ct

CtS StorageClass M2l = 2 HESIMAR 7HAF Z9| Bl 0, & ME2YLICI parameters.selector ZEOA
Z} StorageClass= =52 SAEGH= Ol ALY £ U= 7t E2 S EYLICE MENSH 714 Zof| 2 50| H2| &[0

UFLILH.

rir

* E 2&/8LICt protection-gold StorageClasse= 2 A Huf 3! & Huf 7tAF Z0f| O ZELICE ontap-nas-
flexgroup HAE SE 2 H3 7|5 MSot= s QL

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* £ =¥t protection-not-gold StorageClass= 2| M| #HMf 8! 4| Huf 7tA Z0f| o ZELICH ontap-
nas-flexgroup HAE 20|29 HS +F2 N|Sot= KLt EQLICE

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

Z&/SLICt app-mysgldb StorageClass= 2| Ul HY 7t Z0f| 0HEELICE ontap-nas HAIE. mysqldb
o Hojl ot AEE|X| E M E MBS Yttt EQLICH

[
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* E 5 8LICt protection-silver-creditpoints-20k StorageClass=

=T
OlE Xzl2 FM|Z2sl=

= 2| M| Hy
ontap-nas-flexgroup A=, AH 2| E5 3! 20,000Z21E M2 S w

7tet Zof oLt
2ot SALICY.

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

2lBLICt creditpoints-5k StorageClass= 2| Ml HmY| 74 ZE0f| 01 ELICH ontap-nas 2 WA= 8l
I.

==
= = =
5 HY 7t EQLICH ontap-nas-economy B E 5000 22X EXQEE HRot AU E MH|ARIL|CY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io

parameters:
selector: "creditpoints=5000"

fsType: "ext4d"

Trident= O 744t Z20| MEHE|=X] 2FS D AEL|X| T A0 SFE[=X] &lgtLct.

AUH|O|E dataLIiF X7| & F

M A= JSON IHUOf| H[O|EE CIOIE LIFE HMSE & AELIC

2

o
n=

£7] 7Y 3 08 BYS Ao

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D PVC7} StLt 2= 0f2] 71| Podofl AZE 32, MZ2 C|0[E LIF7t HEE[=H dligst= ZE Pod
= LhS CHAl 25120k gLt

EOL SMB Of| Al

ontap-nas SZ20|HHE AL #Hollc 1M

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

O

ol

ontap-nas-economy S2t0|HE Al

r

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

AE2|X| B ALSH Wl Y
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas EZ2I0|HE Aot AEZ|X| Z2H A oA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D FIRHERX| &OISIM|R annotations HOF SMBE &M3tetL|Ct EoF SMBE= BHIE EE= PVCO||
AHEE AM 0 2A Qo] =M Ql0|= 2HSSHK| YELICE
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ontap-nas-economy E2t0|HHE ALE% AEE[X| 22 A Of| K|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

THY AD AHEXH7} U= PVC Of

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

02 AD AFEXI7} U= PVC O
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

NetApp ONTAPE Amazon FSx
TridentS Amazon FSx for NetApp ONTAP2} 74| AtE3H EMAIL

"NetApp ONTAPZ Amazon FSx" NetApp ONTAP AEZ|X| <& N A7t M35t oHY
AAEIS Meistn dolieh o~ JUEF AHSHA| 2el=|l= AWS A‘Iﬂlﬁ?:l LICt. ONTAPE FSXE

= = "1

AE3HEH 2= NetApp 7|", d5 o 2] 7|5S E85t= Ao, AWSO|| H|0|E{S
X&Edsh= o e ey, 2Ed, Eof SFds 48 + USLICE ONTAPE FSX:=

— O,

ONTAP TH Al2E 7|5 2 22| APIS XIELiTH

Amazon FSx for NetApp ONTAP It A|AEIZ Trident2l S50 Amazon EKS(Elastic Kubernetes
Service)0l| A A3 E|= Kubernetes 22{AE{7t ONTAPOIA X|5t= 28 U IHY I+ SEES Z2H|I ML
UCE o = JAFLICH

It A|AEI2 Amazon FSxQ| £ 2|AAO0|H, O]= AtLH ONTAP 22 AEQt SAFSILICE ZH SVM LHOf| A Tp

A AEIY DIHU Nt ZEHE XMESH= HI0|E ZE|0|LH{Ql StLt o] Ato] E&S MME £ AUESLICE Amazon FSx for
NetApp ONTAPS S22t 22|y It A|ARICZ XS EL Er. AHE_ o A|AE 262 * NetApp ONTAP *
2t S|},

117


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

TridentE Amazon FSx for NetApp ONTAP2} 2HH| At 35HH A mazon EKS(Elastic Kubernetes Service)H|Af
MM E|= Kubernetes 22{AE{7} ONTAPOM XSt E2 4 IIY F 28

252 mRHHYY 4+ UBLICH

Q7 A

"Trident 27 A2"FSx for ONTAPE Trident2t S8t6t2{™ Ct20| &

I:I —

'6'I-[_| |:|-

* kubbtlO] HX|El 7|E Amazon EKS 2 AH E= XHH| 22| Kubernetes 22{AE
* S AHO ZAX LE0|M HEE £ = NetApp ONTAP It A|AEIE 7|Z= Amazon FSx % SVM(Storage
Virtual Machine).

Off CHol Z=H|El ZFAXF L EQIL|CH 'NFS EE= iSCSI™.

@ Amazon Linux ¥ Ubuntudl| 2 R3%t L= Z=H| EtA|E m2tof eL|Ct "Amazon Machine
Images(OtOHE 41 O|0[X])" (AMI) EKS AMI &0 2t CHEL|CE.

a2 Akt
*SMB E&

* SMB 282 £ AL8310] XIUEILITt ontap-nas S2f0l3t s

o.

° Trident EKS OHER0{|A= SMB 2&0| X| & =|X| gt&LICH
° Trident= Windows iEOﬂMDP 39” E|= Podoll OFREEl SMB 252 X|SIL|Ct XFM[SH LIRS 2 "SMB
=25 L2H|X'J 2 ¢let ZH|" XS AL.
* Trident 24.02 O| M0 = XIS 4 Ri0| ZMHSHEl Amazon FSx I A|AHIOA MMHEl EES TridentOl| A xS
o UASLICE Trident 24.02 O &0i|A O] EXMIE UX[SHH{™ fsxFilesystemID AWS FSx for ONTAPS|
Bl =

C 28 oo, AWS, apikey AWS apiRegion X AWSE secretKey X|™HELICE

TridentOfl IAM H&t2 X|HSt= HR, apiKey U secretkey ZES
X|™HSHA| Q40 EIL|Ct apiRegion. AHM[SH LHE 2 2 "ONTAP 74

HA|H O Z Tridentd|
k=) m]
O - E o H|d
FSX"&ZSIMA|IQ.

A
M S oHE

Trident SAN/iISCSI & EBS-CSI SE2}0|H SA| A2

AWS(EKS, ROSA, EC2 = 7|E} ©IAEI A)0f|Af ontap-san E2}0|H{(0l]: iISCSI)E AIRSIEE HQ ol et
CtE 22 F40| Amazon Elastic Block Store(EBS) CSI =2t0|Het =8 4 USLICH ST 20| U= EBS
CIASE WeliohX| o HE|MHA 7|52 E&6IH HE[IHA X0 EBSE M 2(sHoF &LICt o oo M= Cte S
HO{FELICE multipath.conf EBS C|ATE CHE ZAE0|M H2SHHA 4 Trident 8™ S Eétoh= oHY:
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defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

-

ol
—

0l

Trident= 5 7tX| 915 REE K| SEfLICE

* XtA = J|Hh@EZE: X2 ZHE AWS Secrets Managerdi| QHSHA| MESL|CH DY A|AE! EE= SVMO||
TAE AMEXE AHEY & JASLICH fsxadmin vsadmin .

Trident2 SVM AFBAR MStHLE SUsH o2 717 T2 0|Z 2] ABRHE Assfof

O

I1|ﬂ&||9§ CHAISHE AFEX7 admin JELICEH Tridentll €H € AF25tE vsadmin 40|
&LIC.

* 2ABM 7|2k Trident2 SVMO|| X &l ABSME AHESH0 FSx Tt A|ARS| SVMat S ML
215 Zdstofl Tt REMIEE LHE2 EEt0|H R0 thith 158 HESHIAIL.

* "ONTAP NAS ¢IZ"
* "ONTAP SAN ¢IZ"

B|AEEl OFIFE DAl 0]0|X|(AMI)

EKS Z2{AEE CHYst 2 NI E X[&SHK| T AWS= ZiE|0[L 5! EKSO| CHS £ AMI(Amazon Machine
Images)S X MsFHALICE CFS AMI= NetApp Trident 25.0200| A E|AEE| Q& L|CE

ot NAS NAS - ZHH iISCSI iSCSI ZH|
AL2023 x86 64 ST o o o o
ANDARDZ

EESHAR

AL2 x86 64Z of oll off * off *
EXRSHHAIR

BOTTLEROCKET x 0f|** o st ole et ol
86 642

KX SHAIAIQ

AL2023_ARM_64_S o ol o o
TANDARDE

HESHAR

vsadmin &L|Ct. Amazon FSx for NetApp ONTAPO|= fsxadmin ONTAP 22 AH AIEXIE
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AL2_ARM_645 oo o off * off *
HZoIHAIR
BOTTLEROCKET_A of**

RM_642
ERSHIAR

=2
=t
o
£Q
ojo
=
on
£
Olo

« % LEE TYA|RSIX] 1= PVE AK|E

* ** Trident ¥ 25.020{| A= NFSv3e} =t

@ 8= AMIZ} Of7|0]| LIEE|X| o2 AR K| E|X| =Ct= o|0|= OFL|CE thad| HIAEE HX|X|
QLS 2 QINJEILICY. 0| 222 AMIZ} XHS o Sl T3t 7j0|= ejere Bct

* LIS 2 M85 3T HIAE:

* EKS H%: 1.32

* AKX &H: Helm 25.06 % AWS =7} 7|5 25.06

* NASQ| AL NFSv32t NFSv4.10| 25 E|AEE|AELICE

* SAN M & iSCSl= HAEEROMH NVMe-oF = HIAEE|X| QUtELICE

* SHEHAE "

Mo ME 234, PVC, POD
AMH|: Pod, PVC(tt, gtree/LUN — ZH|A, NAS2EAWS )

AtM[et LIS 2elotiAl2

* "NetApp ONTAPE Amazon FSx EA{"
* "NetApp ONTAP& Amazon FSx 221 AHA|2"

Z H35t= A AWS IAM S22 215510 Kubernetes PodE
O

@ AWS IAM &2 AL230] Q15323 EKSE AF2510] Kubernetes 22| AES 7LZ6H0F BHL|C}.

AWS Secrets Manager &£ AMetL|Ct

Trident= AFEXHE QI AER|X| 22| E 2I6H FSx 7+ M| CHalf APIE t”°”0f':'§ O|E I8 Xt 3HO|
LoBtL|ct o2{3t Xt SHE MEsts QX3 22 AWS Secrets Manager @55 AF83He ZIQILICE 2ty
OFZ! A H0| 9i= A< vsadmin AHQ| X}Z ZH0| Z8HEl AWS Secrets Manager %*23 MMshoF gt

0| Gllof A= Trident CSI Xt& ZHZ X ESt7| 28t AWS Secrets Manager 2SS MM eL|Ct,
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

1AM xo-ltﬁH% AHA-IB‘H_||:|.

TridentS SHIE2A| Alssta{™ AWS HSHE T QSHL|CE [2tA Tridentd]] L3 AFR HSHS Ho{st= MHAMS
DS 0{OF RHLICE.

CHE Ol0il M= AWS CLIE AH2310] IAM FHM S ‘H-d gLt
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

* XM JSON of *:

121



"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

MH|A 7 HZ(IRSA)S 218t Pod ID = 1AM HE A4
Kubernetes AH|A | 0| EKS Pod IdentityS AH23H= AWS Identity and Access Management(IAM) &gt EE=

=
HEIL A AZ(RSAIZ FISHAM XS DES 289 + IBULL Mol ARE HEHES 748 22 Pods
st ofstof] M2 Hto| Qs DE AWS ME|A0] M A 2 LT
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L= Ofo|HIE|E|

Amazon EKS Pod Identity @22 Amazon EC2 QIAEIA TZEO0| Amazon EC2 QIAE A0 X1H SEHS
HZshs Lalnt SALSHA| o Z2|AH|0| M| Xt BHE 22|5h= 7|52 M3ELICH

EKS 22{AE0| Pod Identity & X|:

AWS

rHI

e
=

o

Soll tE= CH2 AWS CLI HZE S AL2310] Pod IDE Mde 4= ASLICH

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

iMlst 22 L2 HZHMIR. "Amazon EKS Pod Identity Agent 273" .
trust-relationship.jsonS A stL|C}:

EKS MH|A X7t Pod IdentityOl| CHSE O] &S 3 &~ QU E trust-relationship.json IHY S M-A5HM| 2.
Al

a2 O O MR FHE ALEOte JEs

aws ilam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json It :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"
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aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

TC D HZ MAM:

IAM SE 3t Trident AH|A 7| M (trident-controller) 2t Pod ID HZ S A A gL |Ct

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

MH|A AH AZ(IRSA)S 28t IAM &
AWS CLI AHE:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json It: *

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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MU CFS g2 trust-relationship.json YHI0|ERIL|CY,

* * <account_id>* - AWS A& ID

* * <oidc_provider> * - EKS 22{AE{2| OIDC. LS8 2t oidc_providerE 7tHE = JA&LICL

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\

-—output text | sed -e "s/“https:\/\///"

* 1AM HMof| IAM g AE *:

HH0| WHEH CHS BHS A0 YH(2 THA0M 2HE FH)S ol AZ =Lt

—_

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

* OICD 3247t HEE[U=X] =l =

OIDC S&X7t S2{AE{2t HEE0| JA=X| 2ALL|CL CHS HHE S ArE5He 2ele = ASLIC
aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4
=30| H|0] Y= 2R CHS HHS AH835H0] IAM OIDCE S AE{0f| HZ LT

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

eksctlS AHE3H= 42 L3 Ol AL83H0 EKSQ| MH|A AH|IHof| ChHet IAM HE S HdstM K.

=

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

TridentS AX|&L|Ct

Trident2 Kubernetestl Al Amazon FSx for NetApp ONTAP AEZ|X| &2|E Z2tA 2151
JHE Xt 22| Xt7t O Z (A0 M f50f HEY & JAEF K| gL|Ch.

=

S b = SILIE AFESI0] TridentS X[ 4= USLICEH
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L= Ofo|HIE|E|

1. Trident Helm XZ&tA 27}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. C}2 Ol E AFE3HY] TridentE MXISHM|R.

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

-

HHZ A5 0|8, HIYAHO|A KHE, ME, A HHE U X HSQF 22 MX| JE HEHE HES
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

AH|A AH HZE(IRSA)

1. Trident Helm X &4 =7}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 22RE SIS U 22 E ID*of| Chet ZtE AE et

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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HHZ ARSI O|F, HIYAHO|A, XtE, M|, A HHE S 3 H ot 22 MX| N7 HEHE HES &
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

iISCSIE AtE3t2{H Z210|HE HAI0|A iSCSIZH EASE|0] UY=X| 2QIstM| 2. AL2023 Worker
E OSE AE3t= Z2, helm &X| Al node prep DH7HEHAE 27}3510] iSCSI 2210|AHE MX|E
Itsate 2 UELICE

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

EKS OHE28 Edl| TridentES A X|EL|Ct

Trident EKS OHE=20]|= X[ A1 ot TiX| 9 O X 0| L EtE|0f YL OH AWSO|AM Amazon EKSSt &7H AHEE
UCH= Z40| ABE|ASLICE EKS OHERS AFRSIEH Amazon EKS S2{AE Q| Hotul ot M S X|&X o2 HESt D
OHERZ2 dX|, 714 8l AH|0|Este O] 2Rt A2 EY £ USLICE

e e

AWS EKSE Trident OHE22 71 ASt7| FOf| CHS AP0 QIEX] SRISHMA L.

* OHE2 70| = Amazon EKS SE{AE A™EYLIC

* AWS OpZIE2|0] A0 CHet AWS # e
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 848: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 Arm (AL2_ARM_64)
* LC 2%: AMD = ARM
* 7|= Amazon FSx for NetApp ONTAP It A|AH

AWSO]| CH3H Trident OHE2 S M SetL|Ct
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=
- F7t 7|58 MEISIEH LS ¢
a. AWS Marketplace &7t 7|5 MM7X| Of2E A ESH0] M MXIof| *'Trident™E = L|Ct
b. Trident by NetApp &Xt2| QEZ Alttof| Qs 2fQlztE MEISINIR.
c. Ctg * & MEfgiL|CE

6. Mefst 271 7|5 4 * 2 HOIX| 0N CHSS S¥BILICH
@ Pod Identity %122 AL23HE 2 0f B ZL{ELICH,
g Heyyy
b. IRSA 2152 AIZ3tE 29 MEfX 4 MToIM AFS THs Tt T4 2tE MEsoF BhLich,

* FIt 7l #M AF|0pE WED *7 Y gt MM 9| configurationValues Of7HEH 4~ 0T THA|0f| A
THE role-arn2 2 A™SLICHZH2 CHE A A]0[00F &),

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

t 9| ™S Amazon EKS O E
25X Lo_' 7|X HAH S56t= 2 20| AojgiL|Ct, el'f
o

— = T M- -O|I=l|_ = Ss=2YtTC o1
QF HAIXIE A3 5= Z2HE SHEY & ASLICL 0] S8 S MEHSHY| Tl Amazon EKS 7} 7|50|
XiA| 2H2[3l0F Sh= HE S 2HE|5HK| =X 2elotd A2,

—

7. THg * 8 MEEiLIC

8. AE 8 It HO|X|of|l M * BHET| * £ MEBtLICE

FIt 715 EX7F &A= EH EX[E 71 7|S0| BAIELICH

AWS CLIS ZZESHAQ

* 1. dHSICt add-on. yson THA*

Pod Identity2| 32 LIS HAIS ALESHM(R:
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA 2I52| 2 L2 HAS A8stMa:

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v25.6.0-eksbuild.l1",

"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(D) <role ARN>"O EF0fA] 4443t S2He| ARNOE HIELICE.

* 2. Trident EKS OHE2E HA[SIMIR.*
aws eks create-addon --cli-input-json file://add-on.json

eksctIIL|Ct

CtS & ool M= Trident EKS 27} 7|52 AX[EL|Ct.
eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Trident EKS 37| 7|52 ¥H|0|EQtLICt
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e
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k>
[}
fikal
12l

t £[0f ASFLICE

HEE[0 A
1. Amazon EKS 2£2 https://console.aws.amazon.com/eks/home#/clusters & L|C}.

2. A EMM KoM * S2{AE ¥ & MERIL|CE
3. NetApp Trident CSI OHERE C|0|EY S AEQ| 0|2 MEHEL|CE.
4. Add-ons * 2 MEHEHL|CE,
5. Trident by NetApp * S MEHS C}S * ME| * S MEHSIL|C}
6. Trident by NetApp * 71d H[O|X|0f| M CtS S S BtL|Ct
a. Ar8g BT * 2 MENSL|Ct

b. MEHX 1M MF * 2 &&st0 HRoj w2t ~FetL|ct

c. HE L MT * S MEigL(Ct

AWS CLIE EZTStMAIL
CHS WM = EKS 71 7|52 O[Ol ERtLICt

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctIQL|Ct

—

* FSxN Trident CSI &7} 7| s2| ®ixf HAME =olgtL|Ct 22{AF 0|22 2 WH|YL|C my-cluster.

eksctl get addon --name netapp trident-operator --cluster my-cluster
- &0 -
NAME VERSTION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O] EHAIS| ZH0M ALEE += U= HC0|E of2fioff HetE T = 7t 7|53 YO0l ERLICE.

—

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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https://console.aws.amazon.com/eks/home#/clusters

=M M7 Amazon EKS F7t 7|5 AH0| 7|& A8t == B2 --force Amazon EKS &7} 7|5
YOOl EZt Mgt H= EME siAst= Ol ==20| &= 2F HAIX|Zt EAIELICEH o] M XIEsH7| Hof|
Amazon EKS O =E20]| 2t2|sHof st= MAE S 22|SHX| gb=X] &2ISHMA|2. 0|23t BH2 0] gHe =2
SHOMX|7| H2ALICE O] MFO| CHE FMof| st XtMSH LB S BZTSHMAIR "7t 7[5". Amazon EKS
Kubernetes ZE 2t2|0]| CHot XtAM|o LB 2 E HZSHY AL "Kubernetes S4% ZH2|",

Trident EKS &7} 7|52 X H/AHEL|Ct
Amazon EKS OHER2Z H|7HSt= & 7HX| 40| JUELICE.

* * 2P AE0| OIEL AT EQ 0 RX| * - 0| SME ZE MXO| Amazon EKS #2|E H|7{gtL|Ct, est
AHIO|EE AlZEfSt = Amazon EKSHA YH|0|EE 22|11 Amazon EKS 0HERE XHS2 2 YH|0|Edt=
7|5 E HAHELICE SHX|2E 22{AE0| OHER AT EQ 07} HEEIL|ICE 0] SME AFR3SIH Amazon EKS
OHE20| Ofl X7t 22| A X[7t ElL|C} O] SMS Ar2dHH O =20]| CHt CHREFIO| @I&LICE. -
preserve’ BH| FME R[5t 7} 7|52 RXIELICE

* * 2HAEHOM OHER AT EQ O 2tHS| M|H * — NetAppe SHAEO| S5E 2|2AT gl 202t
SHAEHW M Amazon EKS OHE2EZ HAHY A2 HETILICE --preserve F7t 7|52 HHSHHH
HHOUAN SMZ2 “delete MAHSIAUAR.

(D) oH=2ol 1AM AZol #izElof 22 1AM AHo| HHEIX| eiLch
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https://eksctl.io/usage/addons/
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1. 0l M Amazon EKS 2&8 ELIC} https://console.aws.amazon.com/eks/homett/clusters
1% EHM X0l M * E2{AH * & MEBIL|CH
- NetApp Trident CSI 7t 7|58 HAHY S2{AES| 0|2 MEHSIL|CE
He = Trident by NetApp *. * & MEHBILICH

2
3
4. 7} 7| * S MEBH OIS *
5. ®|H * = MENSHL|C},
6. Remove netapp_trident-operator confirmation * L3t A X0 A CH2 S 3Tt C}.
a. Amazon EKS7} O E20] CHot MH 22|E SIS E of2{H * S AE0A RX| * E MEIBIL|CE.
F7t 7|59 RE Mg A Helg = UL E SAHO F7F ATZEQOE |XI5tHHE 22 0
S YLt
b. netapp_trident-operator * £ !2istL|LC}.
C. M7 * & MEfBILICE
AWS CLIZ &M

22 AE 0|EQZ U] my-cluster CHS BHS AdgiL|C}.

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve

eksctIIL|Ct

CHe HES AASHH Trident EKS 37t 7|50| ®MAHELICEH

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

*EE|I| HH01||:§ _—I.LA-I'SI-L_||:|.

ONTAP SAN % NAS E2to|H £t

AER|X| HHAIEE MMSIE{H JSON EE= YAML SAIO R 1A IS 0HS0{0f SHL|CH Ao M Yst= AEE|X]
QH(NAS E= SAN) ot A|AEL SVYME 71K 2t €l % S Xl o} ELIE& CHS Old= NAS 7|8t AE2|X|E
Molstil AWS LS E AHESH0] AHBStE = SVMO| Xt HE Ho{FLICL

JH
o =
0f
o
2
¥ 0
ot
FIF
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1

storageDriverName: ontap-nas

backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSONZ EESHMAIL

"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "tbc-ontap-nas",

"svm": "svm-name",

": {
"fsxFilesystemID":
by

"managementLIF":

"aws

"fS-XXXXXXXXXX"

null,
"credentials": {
"name" :
name",

"type": "awsarn"

134

"arn:aws:secretsmanager:us-west-2:XXXXXXXX:sSecret

:secret:secret-

:secret-



Ct

dlo

BHES A Trident TBC(HA = F4)E Wd5t2 ASELICh

* YAML It 0| M TBC(Trident A= 4)E MM5t0 CHS BHES AAfL|Ct

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident A= L M(TBC)O| H3MOZE MME|/}E=X] Q-
Kubectl get tbc -n trident
NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-

b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP =210|H ME H&
CtS S20|HE AE38H0] TridentS Amazon FSx for NetApp ONTAPS} E88t 4= U&L|Ct

* ontap-san: ZZH|XYEl 2} PVE XA Amazon FSx for NetApp ONTAP =& L2 LUNQILICH 22
AEZ|X|0] HEELICE

* ontap-nas: ZZH|XYEl 2t PVE A Amazon FSx for NetApp ONTAP & ILICH NFS 5 SMBO]|
HEELICH

* 'ONTAP-SAN-O| 2 0] Z2H|XN'J %= ZH PV= NetApp ONTAP £&0|| L8 Amazon FSxE 74 758t
LUN 2 7I% LUNRIL|CE,

* 'ONTAP-NAS-EZ NI 2t PV I2H| X2 gtreeO|H, NetApp ONTAP =E0i| CHdl Amazon FSxE gtreeE
Tdg £+ ASLICL

* 'ONTAP-NAS-flexgroup": ZZH| XY E|= 2t PV= NetApp ONTAP FlexGroup &0 CHSH X Amazon
FSxLICH.

C 20| CHSE XtM[SH LHE2 2 EESHYAIL "NAS E210[H" B! "SAN =210[H ",

T4 DU0| MYE|H ks HES AASI0] EKS Lo 7 ot S WofLict.

kubectl create -f configuration file
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kubectl get tbc -n trident

NAME BACKEND NAME

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas
f2f4c87fa629 Bound Success

'torageDriverName'IL|C} AEZ|X| E2t0[H S| o] S|ILIC

s = 0|5 ArEX} K™ 0|5 EE= AEZ[X|
HHoll =
OfLtHIERLIF Z2{AF EE= SVYM 22| LIFQ] IP

F4 FotetE el OIE(FQDN)%
X8 = JSLICH IPve E2i
AL23t0] Trident?} MX|=l 2L IPv6
TAE MESIEE dFY &+
USLICE IPve FAE CHESE
FO{0F gfL|CHO:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]). aws " SZO|A 2
H3ote 82
‘fsxFilesystemID, TridentO|
AWSO[A SVM HEE HMELT|
20 E dag 27t &L ct
managementLIF.
managementLIF [2FA] SVMOI|[A]
AHEXto]| CHet Xt=H ZE(ol:
vsadmin)2 |3 sl{0f StH
AHEXIOf|A| G0 RU0{OF SHL|C.

vsadmin
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BACKEND UUID

7a551921-997c-4c37-aldl-

of

FAF 1

o

0Ot

ontap-nas, ontap-nas-
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

iISCSIE A2t 250l Ci$t StorageclassE A& st2{™ CI2 O AF2SHAMIR.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"
AWS BottlerocketO| A| NFSv3 22 Z2H|X Y H LRt £ mountoptions 2E2|X| Fa2iA0| F=7atL|CY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

TridentO M| 282 Z2H|X 5= YHE Mofst= Ol AEEl= 3L 07l Haot AE2[X] S ATt M2 HESH=

=58 = — od=
HIEHO| CHSE XIM[$ PersistentVolumeClaim LHEE S "Kubernetes 2 Trident @ EHE AR SHMA|L.
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AERX]| SHAE YHLIC

EHA|
1. Kubernetes LEHMEQ|EZ E A2 A kubectl KubernetesOf|A] A Ads{of ShL|Ct,

kubectl create -f storage-class-ontapnas.yaml

2. O|H| Kubernetes®t Trident 250{|A * BASIC-CSI * AE2|X| 2efA 7} EA|E| T Trident= BHAIE

HA4sH{oF gL ICt.

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

A "PersistentVolumeClaim"(PVC)= Z&{AE2| PersistentVolumedi| CHEE HM[A @ AL|CE.

PVCE EF 37| = HNA REO| MFYS QESIEE F4Y - AFLILE S2{AH 2e|xt= HEE
S

oA
= E
StorageClassE AH250 PersistentVolume 37| 5! HMA RE(O: B5 EE= AH|A £F)E MO
PVCE MM3t T ZCof| 252 &g & JASLICH

HE LM AE

oM 2

L

o

AL
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PersistentVolumeClaim M Z OjL|HAE
olz{st ol 7|2XQl pvC M M2 H{FLICE.

RWX 2 M[A PVC
0| of[ofl M= 0| Z0] 2! StorageClass2t HAE rwx AMA HHO| U= 7|12 PVCE EH “basic-csi'FL|C.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSIE AE3t PVC O A|

0| olofl M= RWO HM|ATL Q= iSCSIZ 7|2 PVCE ENELICE 0] PVCE= StorageClass2t HZE|0f
UELICE protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC 44
|

1. PVCE ZtM gLt

kubectl create -f pvc.yaml
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2. PVC HEHE golst|ct.

kubectl get pvc

NAME STATUS VOLUME

pvc-storage Bound pv-name 2Gi RWO

Trident| A 22 TZH|Nst= HiHE

HFEHO|| CHSE XFM|St PersistentVolumeClaim LHEE £ "Kubernetes 2!

Trident £

CAPACITY ACCESS MODES STORAGECLASS AGE

5m

K0Sz O AFRE[= 5 07 HE2F AEE|X| SejA T}
S Trident LEHE"EIXSHAA L.

ol2{et 0j7i M= XHE RAEC EE2 T2H|X'JSt= O AHE80F 5t= Trident 22| AEZ|X| &
£4 4 ot H3eLct QAL
ojc|of * =XE HDD, 3t0|E2|E, Eo= ol s X|™El OJC|of
SSD OC|of7t Ttz FAYLIC
Ao,
SIO|EE|E= E
2= olojghct
D2HNE fd 2ZXE o E=HsLCE E20 OD2H|X'd 20|
HEHIH'—' HHE K™= JASLICH
Xl et
HHoll = Q3 Sxte ontap-nas, Zo|o| WS ==}
ontap-nas- fdoll ot XFEJASHIC
economy, ontap-
nas-flexgroup,
ontap-san,
solidfire-san,
azure-netapp-
files, ontap-san-
economy
AL =YLt &, A7 =22 A0 AHAEO| EdztEl
UX= 2ES =5
Xl et
=H| SYLCt AN =E2 28 222 Z2E0| HE
Xl dgfL|ct =8

Al

842 HEoh=

=3

IT o

E2 ZEELICL
ol 2|3

X E L
ONTAP-NAS,
ONTAP-NAS-
o|Z 0],
ONTAP-NAS-
Flexgroup,
ONTAP-SAN,
solidfire-SAN

Thick: All
ONTAP; Thin: All
ONTAP &
solidfire-SAN

HE =210|H

BLEA, 2EM

2|=Tfo[of A

1> rto

BLEA, 2EM,

2| =IHO[ Of M|

k> rto
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QEBHAIAIR

2ot =YLt H, 73 E2 gzotE oot stz
=ES AHYLIC EEYLIC
IOPS L2 o YLt E2 0 HelolM  =&2 ol2fst

IOPSE E&T &~ IOPSE
AEL|Ct e C

" ONTAP Select A|ARIO|A| X| & =|X| Q&L|Ct

ME 88 =M HZBIL|C}

Xt P
HAEsH| st HE 9 -9l 0f| 7} Lt }ELICE.

kubectl create -f pv-pod.yaml
Lt o= PVCE L0 &3] /et 7|2 #48 BHELICh * 71= 74 =

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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solidfire-SAN
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() = Asslol 18 482 DUEYE 4 YBLIC kubect] get pod --watch.
=
=

2. 280| 0| OF2EE[0] A=K 2RAIFLICt /my/mount /path.

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O PodE AtH|e = AELICL Pod 88 T2 12 [ 0|4 EXHSIX| X2 2E2 |XIELICL

kubectl delete pod pv-pod

EKS 22{AE{0f| A Trident EKS OHE2Z AIEHL|C}

NetApp Trident2 KubernetesO| A Amazon FSx for NetApp ONTAP AEZ2|X| Z2|E
7HASESHO] R 22[XE7F O Z 2|70 =0 HEY = UL F X[ LT NetApp
Trident EKS O =20i|= %[ &1 2ot x| 3! H1 £=F0| ZE 0 Q2H AWSOA Amazon
EKS2t BH A8 S 4= QUCH= A0| HBEIASLICH EKS 0HEREZ AHE3SHH Amazon EKS
SS{AES| Hotut ot S Il*’“OE HESID OlER2E HX|, 4 8! HH|0|ESH= O

(o]

.l
o QS RHOIZFS FQl A olA | |C}

ne

=78 s
AWS EKSE Trident OHER22 71 A617| Hof| CHS AP0 QIEX] SIS L.

* X7} 7|58 AT £ Ql= ATH0| Q= Amazon EKS 23{AE AX™QULICE € "Amazon EKS 0=
"EZTSIMAIL.

* AWS Ozl1Ea[0]A0f CHet AWS #Hot:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 8&: Amazon Linux 2 (AL2_x86_64) &= Amazon Linux 2 Arm (AL2_ARM_64)
* L= 2%: AMD E= ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AE

EHA|

1. EKS PodOflM AWS 2| AA0] BMAL £~ JLE |AM et B AWS L= E MHSHUAIR. ZAet LHE2 2 "IAM

gt 8L AWS Secrets MESLICIEHZSHYAI2.
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2. EKS Kubernetes 22{AE{0f|A * Add-ons * O Z 0| SEL|Ct.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [,

Upgrade now J

¥ Cluster info info

Status.

@ Active

Cluster health issues

@0

Kubernetes version  info
1.30

Upgrade insights

20

Support period Provider
@ standard support until July 28, 2025 EKS

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags
( () New versions are available for 1 add-on.
Add-ons (3) e " view detaits ) ( edit ) ( Remove )

[ Q Find add-on

] [Any categ... ¥ ] [ Any status ¥ ] 3 matches

3. AWS Marketplace 0HE2 * O 2 0|58t0{ STORAGE_CATEGORYZS MEHSILLCE.

4. NetApp Trident * £ 0} Trident OfE29| &t0I2t2

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc, X

M1 NetApp

NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

5. i3t %7} 7|5 B{HE Mely
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d storage workflows. Product details [?

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

(D You're subscribed to this software X ‘

You ean view the terms and pricing details for this product or choose another offer if one is available.

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. BRstFIt 7|5 BFE LI

or

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. IRSA(MHIA Aol CHEH IAM HEhHE AI8SH= B2 7t 4 THAIE BXSHMR."017]".

8. Create * & MEHTIL|LCE,
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https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws
https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws
https://docs.netapp.com/us-en/trident/trident-use/trident-fsx-install-trident.html#enable-the-trident-add-on-for-aws

9. =29 AFENTL  Active QIX| ZHQIEHLICY,

=

Add-ons (1) info View details Edit remove | ( Getmore add-ons

| Q. netapp X | \ Any categ... ¥ \ | Any status ¥ | 1match 1

: O
fNetapp NetApp Trident
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [4

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)
Not set
Listed by
NetApp, Inc. [3

View subscription

10. Ct3 HH S HAHSHH Trident7t S2{AE 0| SHIEA| HX|=|0] U=X| EletL|Ct
kubectl get pods -n trident

. XS A&t ARE|X| HASE PHBLICH KEMS LHB2 & "AEE|X| M ES FERILCHERSHYAIL.

CLIE AF2810] Trident EKS O =22 M X[/ AHEL|C}

CLIE ALE5I0{ NetApp Trident EKS 7} 7|52 AX|&L|Ct.

CHS OllX| HEE Trident EKS &7t 7|5 & AX[gL|Ch
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.l (M2 HH Zdt

CHS OlA| BE2 Trident EKS OHER HH 25.6.12 MX[SLICH
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.l (H& HH Zgh

CtS Of|A| HH 2 Trident EKS OH=ER HH 25.6.28 MX|gtL|Ct:
eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.l (M HH Egh

CLIZ A2510{ NetApp Trident EKS Ol E28 X &fL|Ct.
Ct2 HAES MHSIH Trident EKS 227} 7|50| ®|AHE/L|C.

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl2 BHAIE S OFEL|C}

HHOI = = Trident2l AE2[X| A|AR Zto] 2HAIE HolgtL|Ct. Trident= S AEE|X| A|A 1}
SAlot= gt Trident7f AEEZX| A|ABIM 2 ES ETEH|XJSH= WHE L2 EL|C)
TridentE AX|et 2 CtZ A= A EE M MSH= LT,

TridentBackendConfig CRD Af%ﬂ' XNH g2|AA HOHE AIE3IH Kubernetes
QEIHIO|AE S8l Trident WMAEE AF MMstn z2leh & JASLICH. O &2

150



L= Kubernetes HHZEO| SiEdSt= cn1 E2 AMESI e £~ JUSLICH
“kubectl.

TridentBackendConfig

TridentBackendConfig(tbc tbconfig tbackendconfig, )= & AFESI0 Trident HAIEE 22|

ITHE A= 0|E 7|8 CRD “kubectl Y4LICt O|H| Kubernetes ! AEZ|X| &2|Xt= M8 HHAE RE2|

Kubernetes CLIE Solf & BHAIEE TS 1 222 =~ (‘tridentct U SLICE.

'ER|HAETM K7t WM EH O3t 22 S40| 2hdetL|ct,

o == MRt MSSHe A0 2L Tridentof| 2|8 AtS 2 MM EILICE O] g2 WEHQZ a
TridentBackend (tbe, tridentbackend) CRE HEA|EL|C}

= TridentBackendConfig Trident| A 2HE Of| DR SHA| HIQIEEILICE TridentBackend

AN=S 9 o

2tzto] E2|HIMAIE NS EB|HM (EQ|HMMAS)S E¢) UHY LS SRIFILICH MAHS ol
| A= A S LIEIL = LE LT

TH57| 2o ALE XA M S == QIE{H| 0] A0|H, £Xh= Trident7t 2| 4

@ TridentBackend CRS&= Tr|dent01| °|*H HsoZ MMELICH &™E ¢ ASLICH gl EE
AHH|O|Est2{™ MUK|E £=H6t0] O] A2 TridentBackendConfig S EIL|CE,

E2|QlHQI = T4 CRY HAlS T

0jo

o

EXSHA L.

i

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

O I HIE =& UAFLICE "Trident - H2F S Yoh= 2E2|X| ZHE/MH[22 HE FHES 2
Cl2E 2| L|Ct.

o

£ Z2/YLICt spec WAE A FH Of7H HL-E AFSTILICE O] oo M= HA=U M E ABELICt ontap-san
of7|ofl EE MSE 74 0f7f HE A8 AE2|X| E2H0|HE CHREEYL|CE Ash= AEZ|X| =2t0[Hof| CHSt
T4 S8 FE2 2 HATSIYARQ "AEE|X| Z2t0[H{0f] CHSE #HAIE 74 HE LT,

O Al7[0l|= E[HHAIEConfig CRO| M2 EE XtH ZSE 1t delitionPolicy HE7F &[0 AUSLILCE.

* "credentials": O| D7 = T LEO|H AER|X| A|AB/MH|AE QBSH= O] AIRE= AtH S
EotetL|Ct AFE X MM Kubernetes SecretQ 2 MM EIL|CH XA SHS AUt EIAEZ FMEFSH 4 gl
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https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples

* "HE Y™ o] Y== E2|MBackendConfigZt AtH|E off M= SES YolRLILH TS F 7HX| gt B SHLE

° AH|(Delete): 0| 22 E2|AMA=Config CR} 21 AT BE AX|EILICE O] 40| 7|22t ULt

 [Tain]: E2|EE Config CRO| ALRIE|® #ol= o7} A4 ZXIT tridentctl2 BHa|E 4 QUCH ALK HH2
"HZENO 2 MASIE AFRXHE 0| Z2|A(21.04 OF)2 CH2 20| =510 MAE HolES QX2 4
QLICH o] Hzof Zte Ea|oluol =24 0] MAE Z0f E0|EY & YBLICH

HHol= 0|22 'pec.backendName’'S AFESt0] AHEIL|CH X|™HSHX| gfOH HHAlE 0| 0|
@ 'Eg|QlEoll E 14" ZHK|(metadata.name K| HELICE 'pec.backendName’S AHE5I0] HHAIE 0|2
HAMo = dHSH= 20| ESLICEL

Z 0L BAlE = tridentetl HEE TridentBackendConfig ZHA|7t §1&LICH CRE BHS0]
TridentBackendConfig O|2{Tt HHAIES 2E|StEE MEHS £ kubectl UELICL S 74

O§7H ¥i4~( spec.storagePrefix,, spec.storageDriverName &)8 X HY If Fo|E
71200} spec.backendName LIC} Trident= MZ MME E 7|ZE HMAEQ} XSO 2
HIQIYSIL|C}E TridentBackendConfig

oA IR

kubbeckS AFESH0 M HAEZ Hdot2{H CHZS Ao OF BiLICt.

Bl £ MM S "kubbtl get tbc<tbc-name>-n<trident-namespace>"S Ar25t0] st AEH S 2HEFSI T X7t M5
HMHZ AXISHA OlA||C}
o =2 T -H=2 T M- .

1ZtA|: Kubernetes Secret A A

A 0f| Chet HMA XtH SHO| ZetEl Ao S MLt Ol 2 AE2|X| MH|A/ZHE0ICE CHELICE | E S
Ct2a Z&Lct.

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password
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https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/
https://kubernetes.io/docs/concepts/configuration/secret/

o ol &4 2E=|X| EHE2

AER|K| BYE s LE MY

Azure NetApp Files

2 2(NetApp HCI/SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Of THA0A 2HE == ChS THA

YLIch HIE

ZZ10|ME IDYIL|CH

clientPrivateKeyS MEHBIL|C}

ME| AFEXL OIF

MEAIEA|ZE!

chapTargetUsername & MEHSL|CH

ME{ELUO|LIE A 2E

2CHA|: 2 EEBILICH TridentBackendConfig UELICEH

O 'EE|Ql 7Y CRS UE &

H|Zt £

Ltet = ' TridentBackendConfig ' ZiK|S Ar25t0] ML LT,

EConfig 7HM[2] 'SHA|"' £

ZLIC}. 0] oi|of A 'ONTAP-SAN' EEI0|HE AL

o M
—_— o

o

L|c}

=
2 SE0|M S2t0[AE ID

o

HHE XtA 50| = SolidFire
Z2{AEHS| MVIPYILICE

S AH/SVMO| AEE AHEX
O|SRILICt. AtH BF 7[8t B0
A E LT

Z22{AEH/SVMO|| H&stE 25 XA
S 7|8 21F0]| AFRElL|C}

- O

Base64 - 22I0|HE JHQI 7|9
QIAL=l ZIULICE QIS A 7|8t
QIE0f AL EILICE

QIHRE A2 X} O| S RILICE.
useCHAP = TRUEQ! 22
TiQIL|CH. ONTAP-SANzH
ONTAP-SAN ZH|IL|C}

CHAP O|L|A|0fO|E S IL|Ct.
useCHAP = TRUEQ! 22
TQIL|CH. ONTAP-SANzH
ONTAP-SAN ZH|IL|Ct

CHAM AFE X} O] S RILICH useCHAP =
TRUEQ! 22 Z4+LICH. ONTAP-
SANZ} ONTAP-SAN ZH|&L|C}

CHAP E}Zll O|L|A|0f|O]E
otz elL|Ct, useCHAP = TRUE®!
A L4QULICH. ONTAP-SANI}
ONTAP-SAN ZH|IL|C}

Zoof =g

Shi= Bl == of2Hof|

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

3CHA|: o MEHE &QIBLICt TridentBackendConfig UELICH

O[H| 'E2|HA=FY CRS YUY D2 YEIE =holet = ASLICE O3 ol HESHIAL.

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

HOIE T HEHO R MAE|0] E2|olsel =74 CRO| BiQIZI =/ ABLICH

* Bound: TridentBackendConfig CR2 HAIE0f| HAEZN UM o=t HA=0]l= 7t TS0 JYSLICEH
configRef 2 AEYL|CI TridentBackendConfig Cr'uid(CR'uid)

* 'Unbound": "2 EHEl E2|HEA=Config Z4N|7} WAl =0f HIQIZ £ X| QEELICEH M2 THE E2|HeH
CRSE= 7|2XMQo = of thA[of| UAELICE THAZH HAE 20i|= ChA| HIQIYE[X] @i “EHE 5|%E = 8 %'—lEf

* Deleting: TridentBackendConfig CRE| deletionPolicy O|(7}) MHNEEE HHEJELICLH E
S ELICt TridentBackendConfig CRO| AMK|=|0f AMK| AMEfZ HM2HEIL[CE

o Al H S8 22Y(PVC)0| gl B2 2 TridentBackendConfig AA|SHH TridentO| Bl =9
TridentBackendConfig CRZ AMA|gfL|Ct.

o SHQIE 0 PVCT} 8Lt 0|4t 9l 2L AR| e HBEILICH 0|3 E2|HHAI=Config CRE AF| £7|2
FQeict. BE PVCTH AH|El S0f12 Ea|Hsl=750] AHIELICE

aH
&4 B2 EConfig CRIt 2HEHAE M M2 = NO|X O 2 AN, E2|HMA EConfig
CR01IE APH|El WA= Off CHEE HZ=IF TS| JASLICE O] FR0| = = FA' Zhof| 2HA| 210 'E|HHH Al = 14!

RS AHIE 4 USLIC

r_

—

|'>

O

* Unknown: Trident?} CRZ} HZEl A= o] MEf L= ZIHE &hQlS £ TridentBackendConfig SA&LICE
OlE 0, APl M7t SEHSIX| 247LI CRD7} %2t 22 tridentbackends.trident.netapp.io O]
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BRI HE + ASLICH

Of A0 M= MAET HSHo = WHELICH LSt 22 R 7HX| HYUS F7I2 ME|g 5= JFLCH A=
YOI E S BRll= AXH|".

A l_— T

(MEH AFeh) 4EHA|: XhM[TE LHE S 2HRISHYAIR

Ct

gl

IS LAt Ao st XpMISt YEE HE 5 UASLICH

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

EESH EZ|AE 240l YAML/JSON B E HE2 & JSLICL

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRO| CHSE SEOE MM EI BHAIE Q| TridentBackendConfig ¥ 7t backenduuID EEHE|
backendName X &LICt O] 1astOperationStatus EE= CRE| OFX|2h 2 MEfE LIEFHAL|CE O] MEi=
TridentBackendConfig AFEXI7t EB|HSHAHLKO: AFEXI7 HASH LHE) Trident0l| 2/s E2|HE 4 JELICE
(Oll: spec Trident ZHA[ZH B). 3 E= A Y = JASLICH phase CRI} HHAE 71| 2tA| MEHE
TridentBackendConfig LIEFHLICEH 22| 0|0 A O] = phase 240| HIQIEH =0 /}EL|CL &, CRO| EHAIEL}
HEE|O] JAS2 TridentBackendConfig 2|0|EfLICE,

"kubbctl -n trident tbc <tbc-cr-name>" BHZS MASI0| O[HIE 29| M HEE ol 4 UEL|CH

@ tridentctl§ A8t HAE 'TrientBackendConfig' Z4A| 7t Z gzl Bl
2= QIELILE. tridentctizt E2|HBackendConfigl| gt THAE 0

kubeckS ALE3I0] il = 22|

g

kubbtlS AF26}0] eioll= ata| Xt

o

285}

YOl Choll ZOtEMA|L.

rr
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£ MASHH TridentBackendConfig TridentZt BHAIE S AMH|/RX[SI=F X|ARLICHP|E deletionPolicy).
HAEE MA|SH2{H 7t deletionPolicy DELETEZ MHEE|0| QJEX| SQIEtL|CE OF AMK|st2AH

Tride tBackendConflg 7t 9K 2 MHE| JE=X| deletionPolicy SHQITILICH O] A| SHH BHAIS T} Al
ZEXHSD 2 AFE6H0] 22| £ tridentcetl JSLICE

kubectl delete tbc <tbc—-name> -n trident

Trident2 0| A AL B¢l Kubernetes H| 2 S AX|SHK| TridentBackendConfig #&LICE Kubernetes AFEXtH=
7|2 HMoljof L|Ct HIZ MEE AN mi= Fo|sHof LI == WA M ALSSHX| @bz Z0H2t AF[HoF

— 1 L—— - OT
L.

kubectl get tbc -n trident

e st tridentctl get backend-n trident' EE= 'tridentctl get backend-o YAML-n trident & A8st0| EXst= 2=

HE 22 SHOIY 4 YALICH 0] SR0|= tridentctl= BHE WS 3 FSHLICE
SOl =2 @iEo| Bt ct
ol =2 B|0| E3OF st 0l R 0f2f JHXI7} U 4 ABLICH

* AEE|X| A|AEI CHS X1 ZHO| HAE[/}SLICEH XHH SES LH|0|EStH MMM AHEE[= Kubernetes
ASE TridentBackendConfig RIO|0|EdOf BILICE Trident= MISEl £[A XA SHOZ HHAE S
5O 2 OO ERLICE CHE HHES M0 Kubernetes SecretES YH|0| ESHAAIL.

kubectl apply -f <updated-secret-file.yaml> -n trident

* 047 H=~(0ll: A+ 2! ONTAP SVM2| 0| E)E |0 E3H{Of Lt

=
o AHIO|ET = JELICt TridentBackendConfig LS EAE AFESI0 KubernetesE Edl| 21
QHHMEE EMMBILILCE,

kubectl apply -f <updated-backend-file.yaml>

&LICt TridentBackendConfig CHS @HE AF25t= CR:

Il
1
$0

kubectl edit tbc <tbc-name> -n trident
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- WO = 0| S0 Aot M= OfX|2toE U2{F RHOR Al KAIEILICE kubtl get

—1TL—-—— 4 - 1 L——1
tbe<tbc-name>-o YAML-n tndent‘ L= 'kubtl tAH3l tbc<tbc-name>-n trident'S AlSH St
© bt

© 7H OO FH|IE =elstl 7ot T update HE S CHA| e 4 USLIC
tridentctlS AFE3H0] HQIl= 22| S BTt
tridentctiS AFSOHO WIS 2H2| BRI 4ot WO Tl LOIZAAIL.
A= 2 T oM CFg YEE MWL

tridentctl create backend -f <backend-file> -n trident

g0 &
o> r2

tridentctl logs -n trident

T Tl XIS EHolstn £33 o)

ZHEHS] 'create’ WS ChA| A = ASLICH.

rir

TridentOl| A B EE Abx||St2{H C}22 $3TL|C}

1.

tridentctl delete backend <backend-name> -n trident

@ Trident”Z} O] EHAI=0f|A| OFEl =X
=50| ZZ2H|NJE[X| gf&L|Ct.

1= E
rr
i
o
%g
|>
it
phal
o
[5]
HU
o
Ral
oc
rot
oy
-0
1=

0 R
[n
M
1z
>
ot
rg
=

Trident?t 210 A= WMAIEES HeiH Ch23 AL CH
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tridentctl get backend -n trident

s DE MY NHE Hed™ Cf2 HYHES AlshstL|Ct

=
r2
In
i
i)
)
o

m

o
c
=l

Il = T O|E0]| AIfStHE MAL 0| 2H|7F AHL HRE HHO|EE A E=RSLIC LS BB S HAsHK
2O B3 HQIS =ele & ALt

T4 Yo ZHE =lstn ot 20f|= 2| 'update’ HE S CHA| e = USLIC

0|22 JSONL 2 Bl = ZHx||of| CH3H tridentctiO] Z223t= B=Z22| YLICE. O] FEEIEI= AXI30f 3t= JQ
FEEEIE AE-LICH

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

Ol= ' MHUMAET LS AHESHY] 2HE A0 = HEFLICE

sl 2al g4
2 AIHBILICE TridentBackendConfig Ol K| #2|Xt= & 71X DR%t HHAlOZ WAAlE S 2ta|gh 2 QIELICE O]
HE2 L3 250t

* tridentctiS AE6I0] THE HAllE= ER[AMAIE 1S ALK 2t2|e = JASLIIF?

© E2|HIctiZ AHESt0] E2|C|ConfigE AHESt0] BHE WHAEE Zt2g = JSLII?
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2| tridentctl 2 AFESHH HAIEE BHSL|C} TridentBackendConfig

O| MMof| M= "Tridentctl' ZHH|E PHE0 Kubernetes QIE{HO|AE Sdlf ZIH MM E
THA|off CHal EE Lt

O] g2 LHZ AlLtE| 20| HEELICY.

—1od

* 7t Q= 7|& A ETE QELICE TridentBackendConfig 2 AMESH MME|QT| MERILICH tridentctl.

* tridentctl2 PHE A WHAIEQ} CHE E2|HMBackendConfig 7HA| 7} R4S LICE.

T ALE|2 BR0[M Tridente] 28 oY 2 2 7|
T olLIE MEE &~ ASLICH

or

1 ebH MAI=TE AL EAELCH 22Xt LS F 7HK] &4

* tridentctiS AHE3I0] BHE MACS 22|StAH AL ALERLIC

=
* tridentctlS ArE3t0] RHE WAIEE A E2|FIBackendConfig ZiA|0f| HHIEEL|CE O] E Sdl =
otL[2t FHIE = 22| ElCh= XOlCt.

kubbeckS AFE3H0 7|Z WMAIEES 22|52 H 7| ZE HAZ0f HiQlY &= "E2|HMA =T
LAl et i ee ThEat ZELIT

0x
fjo
0)—
0x
ey
=
ot
r
i)

bal
o

1. Kubernetes &= £ MM3HMA|L. H{LN = Trident7t AE2|X| 22 AE/AMH|AQ EASHE O 2P XA
ZHO| IEE|of QUELILCE

I

2. 'Ep|HHAlE 14 K E DHELICH AER|X] S2{AE/AMH| A0 CHSE XHM|SH LHE 3t O] M THAO| A MAMoH AT E
AXSIMA L. ST 4 D471 #2~(0]]: 'pec.backendName’, 'pec.storagePrefix’, pec.storageDrlverName'
S)E XEE ml= Foldjof FL|Ct oixY #oll= 0|2 MHsHof gfLICt.

T2 0: WIS S Alatct

=(8) MHLLICt TridentBackendConfig O] A% 7|& HAl=0f HIQIZ LB 2 BHollE 1S StHGHOF SFLICE.
0| Of|of| M= Ct21t Z2 JSON | E AHE5H0] MAIEE M HRUCt D JHF LIt

tridentctl get backend ontap-nas-backend -n trident

fees=mssssessssssa==== e

et ettt e fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fom e
e et e fromsmm==== I

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fresssssesmess o= === fosssssmmm=ssas=s
fes==s=ss=sscscscssossssssssssssss=sa== femem==== fomsmm==== 4

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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1CHA|: Kubernetes Secret 244

Of offof] EAIE! XY MHA=0f Chet XA SHO| ZEEl oS HEefLct

—

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2CHA|: AS ZHEBILICE TridentBackendConfig U&LICH

CIS thAl= 7| = ONTAP-NAS-EHAIE0f| XIS O 2 HIQIEE| = 'E2|ME E 1A' CRE MM

T AZ0| SFE|=X] eelgtL|Lt.

0x
Of
rir

my
rlo
=
2
M
o

HHOIIE 0|22 'sepec.backendName’0fl HO|E| QL&L|Ct,

Oj7H e Blol ol S o SABtLC

-+

L]
N
r

Ct.

Y 0z ox

EQRE E2)2 il Hll=et Ut =M E FX|SHOF &
=
o

L]
Rl

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

3CHA: o MEHE 2QIBL|Ct TridentBackendConfig U&LICH

F

2| A =T GO| HSOX|H 1 ThA|= HEA] 'HE2 = E[0{O0F oI}, Kot 7| Z ol = of Ml = 0] &1t UUIDE
LSHA| HHG = 0fOF BHL|CE.
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|X| YA == 'tbc-ONTAP-nas-backend' EZ|HAETZM K| E ALESH0 2HHSHA| 22| ElL|C}.

&2 TridentBackendConfig 2 AFE5I0] HAIEE PHELICE tridentctl

Eg|Hctl2 E2|A 14 (TrientBackendConfig)2 AFE5H0] CHE BHIEE LIESH= O AHSE = JU&LCH Eot
22|xt= E2|HIEConfigE AMHISHD pec.deletionPolicy” 7t "Stain"Q 2 MHE|0] U=X| £85I tridentctiS Sl
OlE‘I_él__}' til?ilEE gl_l'tﬂol-jﬂ J_I-E_loFA OIAL-“:I‘

THA| 0: WHAIE S A|HBIL|C}
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EHO|A oliet Z0t7F EAEILIC TridentBackendConfig 8&3HOZ MMHE|UOH A0 HIQIEE

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

[EHAl=9] YUID &HEh.

1

CHA|: &2l deletionPolicy 7t 2 MEE[N J}ESLICE retain

O 7}X|Z deletionPolicy ATHEZSLICH O 8H2 £ retain AHHOF SL|CH. O|FHA| SIH crO|
MHE|{E "TridentBackendConfig HAE HO|Jt AL EXYSIH 2 2|2 4 tridentctl JASLICL

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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() mwol'gxz YxEof UK SOR Tk EIZ TS| THIAIL.

Orx|af CHA|= E2|AT|Config CRE AfAISt= ZO|CH "HAM 0| 'RAI' 2 AHEN A=K 2Qleh = AX|
A OIALIC}
T M-d -

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

e ettt e F—— +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

R et R
e F————— - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

e o
e ittt e e e e e e e o o +

AEE[X| 2L S G5l 2| LTt

AEZ|X| 2eAE MM THL|C}

Kubernetes StorageClass 7HM|E #&5t1 AEE|X| 22|AE MHSHK Tridentdl| =
T =H[X'd WHS XAl

Kubernetes StorageClass 7H1H|E #AgtL|Ct

= "Kubernetes StorageClass 214" TridentZE olld 22 A0i| AFEE|= Provisioner2 AE5t1 Tridentdl| 2 &

IDZH|N'E YHE XA CL o€ S5 Ch32t Z2&LIL
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

TridentOf| Al 288 ZT2H|NYSt= WHS M O{SH= O AF2E= % 07 HEF AEE|X| SejAT A XHE6H=
BFEHO|| CHSE XFM|Bt PersistentVolumeClaim LHEE S "Kubernetes 2! Trident L EE E"AETSIMA| 2.

AE2|X] SHAE MLt

StorageClass K| E HMot & AER[X| SHAE HHY + JSLICH 22t 2eHA MU E o= AL =83
Ae R 7K 7|2 ME0| Liet JAELICEH

£hA|
1. Kubernetes LEHMEQ|EZ £ ARSI A|2 kubect 1 KubernetesOf|A] A AsHoF ShL|C},

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. 0|H| Kubernetes2l Trident 25=0|A| * BASIC-CSI * AEZ|X| 22A T} EA|E| T Trident= HMASO M ES
ZAsHOF BFL|C,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggr4d"

—

Trident7} "S& Sl =0f Chgt ZHErol AE2|X] SeiA Eo"HS e Ct

-

= WAS £ JELICH sample-input/storage-class-csi.yaml.templ AX| T2 T} oMY M3 &=
ot 8l thX| BACKEND TYPE AEZ|X| E2I0|H 0|2 AETILICE
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AEZ|X| EAE Et2|eiL|CH

—

7|E AE2|X| SAS 8D, 7|2 A2X| FAS HHOID, AE2|X| S22 HASS
Astn, Agalx] SHAS AFY 5 YL

7|1E 2EEX| SAE LT

* 7|Z Kubernetes AE2|X| 22{AE HefH 12 TS 2L
kubectl get storageclass

* Kubernetes AE2|X| S2fA ME HEE HHH L3 HHS HAotL|CY.

tridentctl get storageclass
* Tridente| S7|2Hel AE2|X] BHA MF YHE HHH CHZ BHS JAHLICH

tridentctl get storageclass <storage-class> -o json
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718 AEE|X] SHAS AHEHLIC

Kubernetes 1.60Il= 7|2 2E2|X| 22HA S EFSt= 7150| FIE[A}SLICE AEXIEFF =& SA(PVC)l
FT EES XHGIK| b 2R EF 282 T2H|NYSHE O MEElE AEZ|X| 22jAL|CEH

« AEE|X| 22iA HOlo|M F=M 'torageclass.Kubernetes.io/is-default-class'E trueZ Mot 7|2 AEZ|X|
SeiA S "o gL Ct AL [[fEf CHE Zho|Lt =M BExHE= FALSEZ SHMEL|CE,
* OIS BHES MBSt 7|& AER|X| 22HAE 7|2 AER[X| 2AE MY > JSLICH

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

* ORXOEX 2 o2 BE S MY 7|2 2EL|X| 224 FAS MAHY = ASLIC

kubectl patch storageclass <storage-class—-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

CESt Trident M| T2
®
zte

AE2|X| A0l chet HASZ Atk

—

0z
rE
min
=2
rir
°
3

x
o

= ol Fl = ASLICEH

Efoll = ot tHofl StLtel 7|2 AE2|X| S2HATH QL00F BfLICt. KubernetesOilAl & 0|42
otz A2 718X R SX|SHK|= §4X|2t 7|2 AEE[X] SeAT @ls AN SEELICH

O o—1dg

CH22 Trident Al = ZHA|of| CHSH =2
FEEEl= HA EX6iol g £ A=

|T|OI-

t= JSONQZ EtHE &~ U= A 29| tridentctl WRALICE O 4qg
I2|E|E AF2EL|CE

Il

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

AEE|X| SeHAE AF[ELCH

KubernetesO| M AE2|X| 2HAE AKXt C2 HHES HASLICH
kubectl delete storageclass <storage-class>

'<storage-class>'2(=) AE2|X| 22fAZ WH|sHOF BFLICE.

O AEE[X| ZAE Soll MEE 7 =2E2 HEEIX| M Tridentol| M 7| 22| ghL|Ct,

Trident= M43 2&0] CHolf ¥l gf2 £sType MEELICE iSCSI WA= AL StorageClassOf|
@ X &%= 20| £Z&LICt parameters. fsType. 7| & StorageClassesE AIX|5t10 X|HEl CHE CHA|
parameters. fsType MAsloF SrL|Ct.
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222 TZH|NqY

i

ES ZRH[MIELIC

T El Kubernetes StorageClassE AHE6I0{ PVO|| CHEE HMASE F
PersistentVolumeClaim(PVC)E MMeL|Ct. O3 CfE PVE ZE0f| &g &~

e

A "PersistentVolumeClaim"(PVC)= &

PVCE EXN 37| E= MNA DEQ| XMAS QNBIEE 1ME 4 Q A
StorageClassE A3l PersistentVolume 37| A HMA ZE(O: B = MH|A £F)E WO £

st

=]
Ho

a2 |skL|Ct

REGI=
IS

F

2| AE{9| PersistentVolumeOi| CHSE AAMA K RILICE.

I&LICH 2RIAE Balxts

=t

kubectl create -f pvc.yaml

2. PVC HE{E gfolgtLLCt.

|

kubectl get pvc

NAME
pvc-storage Bound

1. 282 Pod0i| Ot ERL|LC,

STATUS VOLUME

CAPACITY ACCESS MODES

pv-name 1G1i RWO 5m

kubectl create -f pv-pod.yaml

2 DLEHZE = JELICH kubectl get pod --watch.

QIBILICt /my/mount /path.

kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. O|H| PodZS AtH|E 4

UAELICH Pod 88 Z2 M2 [ Oy EXHSHX| X2 2E2

—

z
—_

STORAGECLASS AGE

FXIELCE

= AL
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kubectl delete pod pv-pod

ME OLIHAE

PersistentVolumeClaim MZ OjL|HAE

olz{et o= 7|=&2l PVC 74 &M

o

HoFLCt

RWO M2 PVC
0] oflofl M= 0] E0] 2! StorageClass2t HZE RWO HAHA Hoto| /l= 7|2 PVCE B FLICt basic-csi.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

NVMe/TCP7} = PVC

0| of|of A= 0] =0]| Q! StorageClass2t HZEl RWO HAM|A H$H0| A= NVMe/TCPE 7|2 PVCE 20
&ELICt protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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POD O{L|HAE ME
0| 0fl= PVCE L LOf 24617 fet 7|2 182 HHFELICE.
712 74

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

7|2 NVMe/TCP 14

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

Tridentl| A 282 Z2H|X'Jdt= WHES MO{SH= Ol AMEE[= 2 Oj7H HEt AE2|X| A7 M 2 E6H=
20| CHSt XEMISt PersistentVolumeClaim LHEE 2 "Kubernetes 5! Trident L EHE"EXTSHMA|IL.

F
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22 six

o

Jlot

=

=

Trident Kubernetes AFE2X0|AH S2E2 MM 20| 252 &3 £+ U= 7|52 M3 LICT
FC H

iISCSI, NFS, SMB, NVMe/TCP &
NOtEA 2.

iSCSI 252 =H&gtLCt

CSI Z2H|M S AF2510] iSCSI PV(Persistent Volume)2 £HHgt 4 AU&L|C

@ iISCSI 28 =22 ONTAP-SAN, ONTAP-SAN-O| 2 0|, Solidfire-SAN E2}0|HZ X| 2l =|H
Kubernetes 1.16 O|AfO| TepfL|Ct.

10| 28 && 2 XI5t = StorageClassE A ELICH
StorageClass H2|E TSI E MYEILICt allowvolumeExpansion ZEE &2 2 O|SYLICH true.

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

0|0| &X{st= StorageClass2| &< allowVolumeExpansion Dj7HH 2 T eSS TE

2¢HA|: M3t StorageClassS AF25t0| PVCE MM BhL|Ch
PVC HQo|E MZIstn E YUH|O|ETILICt spec.resources.requests.storage He 37|EHLCt 7{0f St= MZE

Hst= 37|18 I LI

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= S 28 (PV)2 251 0| @7 =& 2Y(PVC)dt HZELICL.

kubectl get pvc
NAME STATUS VOLUME
ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

CAPACITY

kubectl get pv
CAPACITY ACCESS MODES

NAME

RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

3712 THY 4 YTE PVE E=0f HZELICH ISCSI PVl 37|12 ZHY 0f £ 74x| AlLk2| 27} YALICH

* PV7} Pod0fl 22 EL Trident= 2E2|X| HAZ0|M 2ES 2ESt D CIHIO|AS CHA| AZHSH D IHY
A AE| :'7|§ et

« HZEX| 2 PVel IVIE ?E’g St 10 SHH Trident= AEZ|X| HAEH M S22 & TILICEH PVCZF PODY|
HFQIZI £[H Trident7t C|H}O|A S CHA| ZHAtSH THY A|ARIS] I 7|E ZHEBILICEH O3 CHS &E 20|
MAMOZ 2=l & Kubernetesoﬂkl PVC Z7|E YO|O|EEL|CE.

Of Oi|H|0i M= "AN-PVC’'E At&3t= PODZt i d ElLIL.
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

4tH|: PVE =X ELICH
1Gi 0|M 2Gi = HHE PV o 37|18 =FsHH PVC Ho|E HESIK 'pec.resources.requests.storage’E 2Gi 2

YO0 E-LIC.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

CSI ProvisionerE At25t0d FC Persistent Volume(PV)2 &&& £ AEL|CE,
@ FC 22 S82 ontap-san S210|H0|Af X|2E|0 Kubernetes 1.16 0|A0] TQstL|Ct,

PN

12 25 =d

Lot

X|@lot= 2 StorageClass= T4 %fL|Ct

o

StorageClass M2|E TSI E MYELICt allowvolumeExpansion BEE 52| £ O|SELICH true.

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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0|0 ZX5H= StorageClass2| A< allowVolumeExpansion Oj7HH4E T etste = MEStL|CT,

2CHA|: M3 StorageClassE AFE3t0] PVCE A BtL|Ct

PVC Heo|E MZIst E YUH|O|ETLICt spec.resources.requests.storage Hel 37|EL} 7{0f St= MZE
Hot= 37|18 HrERLICEH

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident= S 28 (PV)E 251 0| G7 =& 2d((PVC)at HZELICL.

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

37|18 28Y + JAEE PVE ZEO| HZELICE FC PV 37|E 2HY W= F 71X AlL2|27}F JAELICH

* PV7t Podofl 22 E Z2 Trident= 2E2[X] HAZ0M EFS 2ESt 1 CIHIO|AS CHA| AZHS D mbA

—

NES S IE Zect.

« HHE[X| g2 PVl 37|18 =Mot2{ 1 5t Trident= AEZ|X| HASo|N 2E&S SEELICL PVCItH PODO|
HIQIYE|H Trident?t CIHFO|AS CEA| ZALSH Th A[ARIS| 37|15 ZFLICE O3 k3 2 20

MAMOR 2=l & KubernetesOHM PVC 37|E ¥HI0|EgL|CY.
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Of oi|H|0il M= "AN-PVC’'E At&3%}= PODZt Hd ElLIL

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ATHA|: PVE SHEELICH
1Gi Ol M 2Gi = W& E PV 9| 37|E ZHSIH PVC H2|E HESI0] 'pec.resources.requests.storage’'E 2Gi 2

Ao ERFLILY.

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

Trident NFS PVO|| it 2& &2 X|&IBLICt ontap-nas , ontap-nas—economy , ontap-nas-
flexgroup, 12|11 azure-netapp-files WHAE,

1CH): 28 &&2S X| @ISt == StorageClass= TAEHLICt

NFS PV 37|82 ZHstz{H HX 22| X7} "allowVolumeExpansion" ZEE "true"2 MHsI =28 &2
518t E AEZ|X| 22AE FA6loF gLt

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true
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o|0] MMt AL 'kubeck edit storageclass'E AtE5t0] 7|Z AE2|X| 22HAE

2CHA|: M3t StorageClassS AFE3t0| PVCE MM BhL|Ct

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Trident O PVCO| CH3H 20MiB NFS PVZE MM Adl{of ShL|C}.

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

3EHA|: PVE SEELICH
MZ MMH=l 20 MiB PVE 1 GIBE 37|E =H6I2{H pVCE Aty AHSIN K.

spec.resources.requests.storage 1GiB7X|:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

Trident 282 37| 2&QI5t0] 37|17} SHIZAH| ZHEA=K] 2ele £ ASFLICH

=
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T
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

=5 M2

7|& AE2|X| 288 Kubernetes PVE 7t 22{H “tridentctl import & A23}7{L} Trident
7t 27| o|H|O| M S ALESIH 7 SE S2I(PVC)S e = JUSLILCL.

He 8l e At

[HA}

(=N

TridentE2 282 7182 = U

rr

T =M Z Containerize St1 7|ZE H|0|E &let2 CHA| ALEEIL|CE

O E2 OiZS2|Z|0|Mof| Ar2E Cl|O|E] MES| 2ES MEYLICE

o 4> ol
du o2 op

7} eHAlSE Kubernetes 22{AE S MM EHLICEH

Z0i| oiZ2[#0| M H|0|E| Oro|22f|0|M

=
el
J
4

s P
EE2 7IMR7| Toj| THE 18] A E HESHIAIL.

* Trident= RW(27|-47]) S8 ONTAP &2t 72 4 UELICL DP(HO|H E3) 8 =82 SnapMirror
CHa EEQLICE E&S Trident2 7 27| Tof| O] 2tAZ six|SHOF 2FL|Ct.
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* 2 o1Z0| gl BES JHHRLE 20| FALICHL BY 2ES ML H 252 228 1S QIS

El

i

@ Kubernetes?} 0| HZAZ QA M 2 PODY| A HZE £ Q7| mi20
EB0|M ES| ZQtLICt 0|2 QI8 Ci|0|E{ 7t &AME! 4~ QI&LICE.

PVCO|| X|"38H0F StX|2 storageClass Trident= 7FM 2= S 0| Oi/iH+E AHE0HX| g5 LICE AEE|X]|
SdlA= 28§ 44 S0l 2E2|X| E40f| Wet AHE Zhse S0|lM dEisHE o AFEELIL. 2&0| 0|0] AL8=
IMHRE ot 22 MEY BRIt QIELICH et 280| PVCO| XY E AE2|X]| S22k LX|SHX| Gi=
AL fE= 20 A= 7HH 27(0f ZoigfL|ct.

7|= H|E 37|= PVCOIA ZRE| D ANEILICH AEZ|X| E2IO|HOIM 222 712 & pv= PVCO| Cst
ClaimRefE AtEst0] MM EIL|CE,

o M20f| 87bA| gt Mo Mo 2 M™EE|0] YSLICH retain PVOA KubernetesdlA PVC 2 PVE
MIHMOZ HIQITSHH AEZ|X| S AQ| HIA| hat X 1o MAHo| ShA| BIHA| ghet 1l HEHO|
O] EElL|CY.

° AEE|X| S2HAL| RIHA| Hhet HRH FYMO| ol AL delete, PV AH Al T 250 AR L.
* 7|2XOZ Trident PVCE Zt2|5t 1 WA E0{| A FlexVol volume 2t LUN2| 0| § 2 HAYLICE HAM2 St & 5

UELICH --no-manage #2|E|X| &= SEE2 71 27| 28t Z2243 8! --no-rename 28 0|52 |XI5H7|
et EfaUL|CE.

o
oF
|

--no-manage* - At&5%h= B2 --no-manage Z2{37} X|HE|™ Trident K|S £+H F£7| S PVC E=
PVOl CHet =7t 2 S &S| bSLICH PVIL ARIEIO  ME S22 AHE X geH 28 =H A 28
37| 2 Z2 OE Y FAIELCH

° —-no-rename* - Al&8l= B --no-rename E2IE MM Trident EE2 71HM= S 7|E 28
O|EE RXISt 282 =3 F7|E e|&LCt. o] 82 CHZofl CHSH M2 X[ ELICE ontap-nas,

ontap-san (ASAr2 A|AR! L5 8l ontap-san-economy 28 At

0|23t SM2 ZiH|O|L2HEl YT 220 KubernetesE AFESHA|TE OHX| g2 HR
Kubernetes 2| R0f|A AE2|X| 2F2| #8 F7|E HE[olz= B0 FELICL

* PVC U PVOll ZM0| £7t2|0 X2 71H2 = PVCet PVt BZ|EIRA=X| (R E LIEILHE T 7tX| 2O =2
AMEEILILE. O] FA2 HSHAHLE AT 4 §ELIT.

=ES 7tHELt

‘tridentctl import & AMESIALE Trident 7FHR7| FAMO| ZEE pycE MMSIH =&
7tME =+ USLICH.

o

@ PVC M2 A%tz 3R E8E 7IMR7| 2I8ll “tridentct’ S CHR2Z =57 LE ALY HRIL
oAAL|C}
HA = .
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tridentctl A
THA|
1. PVCE MAMst= O AFRE PVC IHY(Of: pve. yaml)S MAELICEH PVC IMY0|E name, namespace,

accessModes % “storageClassName 7} E&tE|0{0f SfL|Ct MEHX O Z PVC H 2|0l M
‘unixPermissions’ £ X|Hg 4 Q&LICE

CtE2 2|2 Aol o LTt

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

of
=
>
fo
)
<
o
af]
o
-
1
o
|u
N
o
my
rlo
ks
N
=2
=

@ Rl b sl gend-) HpE IR
= S

2. ME3ICt tridentctl import 252 E&oH= Trident BAIEQ] 0| St AEZ|X|0A EES IRt
AlHst= 0| Z(Cll: ONTAP FlexVol, Element Volume)2 X|&st= H™HEQJLICEH O7HE -£ PVC TH Q|
ZE2E X[t H el HegfL|Ct.

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

PVC =M A2
CHA|

1. st Trident 7k 27| 0| EEHEl PVC YAML T (O: pve. yaml)S MMTL|CH PVC THYOf|= CHS

LHEO| Ze&[0f0F Lt

° name % namespace HIEIH|O|E

accessModes, resources.requests.storage ¥ storageClassName A

° I
* trident.netapp.io/importOriginalName: HAEQ| Z& 0|S
u
* trident.netapp.io/notManaged (MEH AFEH): 22| E[X| gt= S &S| R "true” 2
AELLLICE 7|28 "false" YLICE.

Chs

rlo
e

2ld 282 7R 9ISt Gl Al A ULC.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>

annotations:
trident.netapp.io/importOriginalName:

trident.netapp.io/importBackendUUID:

"<volume-name>"
"<backend-uuid>"

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>
storageClassName: <storage-class-name>

2. PVC YAML It S Kubernetes S2{AE{0| M tL|CT

kubectl apply -f <pvc-file>.yaml

Trident= 222 XI=0 2 71X 9} PVCO| HIQIEIStL|C}.

o
X #ElE S2to|Hof Tt LS =28 7 27| ol AESHIAL.

—

ONTAP NAS %! ONTAP NAS FlexGroupS X|&gtL|Ct

Trident= 3 ontap-nas-flexgroup EEI0|HE AME5I0 2& 7IHR7|E ontap-nas X|HL|CH

* Trident CHS 2 ALESHH E& 7IM 27| X|A6HX| &LICH ontap-nas-economy &

o .

AL

—

Z2I8L|Ct ontap-nas % ontap-nas-flexgroup E2I0|HE 2 =& 0|52 5 &lX|

=
= =1
otELCh

C2lo|HZ MMEl 2t E82 ontap-nas ONTAP 22{AE{9| FlexVol volume®L|Ct. E2t0|HZ FlexVol 252

7ML= ontap-nas Y2 SLLLICH ONTAP 22{AE0| 0[|0] /= FlexVol 2852 PVCE 7IM2 £ ontap-

nas YELICt OFEIEX 2 FlexGroup 252 PVCE 72 = ontap-nas-flexgroup UELICE.

tridentctlS AFETH ONTAP NAS Of|X|
CHE OIAl= “tridentct’ S AFE3I0] Z2[d 21 2E|EX| b= E5E 71HQ= WHE HoFSLCt
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finl
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=2
=2
x
rr
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rr
ML
o

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

st ettt T T e e Fom -
fom - ittt ittt fom - e
| NAME | SIZE | STORAGE CLASS

PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm - fomm -
fom - o fommm - fommm -
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

o fommm - fomm -
fom - o fom - Fom—m—————

CI+E MEY | --no-manage Trident= =252 0|52 HHEX| &LICEH

LIS ool M= £ 7HZLICH unmanaged volume & +ELICt ontap nas HOIE:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

et P P
Fommmmmmm== e et Fommmmm== et
| NAME | SIZE | STORAGE CLASS
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o e e mesesese s s s s s e s o= e
Fommmmmomo= o memeressrrrrrrrrssercreeee e me s Fommeomoe e
| pvc-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard

file | c5ab6f6ad-b052-423b-80d4-8fb491ald4a22 | online | false |
Fommemmmrmsmerrrrrrrrrre s re e ee e em o oo Fommmemememeoes
Fommmmmmm== ettt fommmmm== o=

PVC =42 AET ONTAP NAS Of[ A

CH2 OlFl= PVC FME AIESHH 22|d 21 HI22 Y 2ES 7= WY S EoFL

2 7Y ZLICt managed volume HAEOAN S(E) MEARLICI ontap nas:
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Ini =
#He| 28

CHS oldl= PVC

=M

L= A"IﬁEl

=201

A28t RWO HM|A ZET}

0a5315ac5£21 Ol “ontap volumel 2= O|E2l 1GiB ‘ontap-nas

kind:

apiVersion:

PersistentVolumeClaim
vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName:
trident.netapp.io/importBackendUUID:

0a5315ac5f21"

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

HE|EX] b= =28

CHE oll®l= PVC

XM=
=E

0a5315ac5£34 0A O|E0| ‘ontap-volume2 @l 1Gi °

kind:

apiVersion:

PersistentVolumeClaim
vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName:
trident.netapp.io/importBackendUUID:

0a5315ac5f£34"

trident.netapp.io/notManaged: "true"
spec:

accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: <storage-class-name>
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AHESHH RWO M| A BETH HHEl BAIE 34abcb27-ea63-49bb-b606-
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"ontap volumel"
"8labcb27-ea63-49bb-b606-

ontap-nas =252 74 SLICH.

"ontap-volume2"
"34abcb27-ea63-49bb-b606-



ONTAP SAN

Trident CHZ 2 AF2SI 2E 7t 7|2 X|{ELICH ontap-san (iISCSI, NVMe/TCP % FC) % ontap-san-
economy -.-_-x._1x|'.

Trident Tt LUNS E&tsH= ONTAP SAN FlexVol 252 7t 2 £ UESLICE O]= TSt YXIBLICt ontap-
san Z PVCO|| CH$t FlexVol volume 2} FlexVol volume LHS| LUNS M 3t= E2H0|HIL|C}. Trident FlexVol

volume 7}A™ 2t PVC Mot HZTILICE Trident =%0| 7FSELICH ontap-san-economy 2| LUNS E&6t=

EE
== -

CHS o= 2Eld S50 HIZE Y 28S 7IME ¢S HoFU
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= 259| Z2 Trident2| 0|2& FlexVol volume?| 0|28 #AIOZ FlexVol volume LIS LUN2| 1uno
O|E2 pvc-<uuid> @ F HiEL|CH

LIS 0|0l M= ontap-san-managed HAZ0]| /= FlexVol volumeE ontap san default 7F&ZLICH

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e F————— o
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o -
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |
e e o
t——— o +——— o +

HE|E|X| b= =28

LIS ool M= £ 7t ZLICH unmanaged example volume S +ELICt ontap san HOIE:

tridentctl import volume -n trident san blog unmanaged example volume
-f pvc-import.yaml --no-manage

fos=s=======sscsesssssscsososss=s======ss=s e R
fmmmmmmaaaa e fmmmmmaae fomememeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e o o e o e e o o e e e 5 D ) e e i e e frommmem e N e e
fre=mmm=a==s rememsesesssss e s s m s s e o s e fremememm=s I
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |

e R fremememm=s fememeemmeeeaaa=
fm========= R Bttt f======= fememe===s 4

CHS of|of EAIE! 24X 2 IQNS Kubernetes ‘= E IQNT} 2R38H= igroupOll LUNO| DHZIE|0f Q= =7t
HHMBIL|CH LUN already mapped to initiator(s) in this group. 252 71 22{H O|L|A[H|O|EE
M| AHStAHLE LUN OHE S Sl A|sHof SrL|Ct.

ox
Ho
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-085.com.redhat:4c2elcf35e0

Trident= E2t0|HE AM235t0] NetApp Element 2 EQ)|0] 5! NetApp HCI 28 7tM27|8 solidfire-san
K| gLk,

Element S2{0]ti= B 28 082 MHUHLICL I2/Lf £ 0180] SHEI%! TridenlM 278
() et ol 2XIS sZslein 282 226kn 1R 28 0|22 T S 2N 282
IhHSLct
CH2 oMo M= 2 7P ZLICEH element-managed MAIES| EF element default.

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

R R fem=m==== fossseesmema====
fmmmmmmmaaa fo e e e e e e e e e e ce e e e fmmmmmaae fommmemaae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e fommmmaae fommmmm s
fressmmsamms e e e I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |

i R e fossmesseemeea==
fm========a fememsessssss s s sese s esosssss=== f======== fememe===s +

Azure NetApp Files

Trident= E2I0|HHE AFBSI 28 7t R7|E azure-netapp-files X|&ELICH

Azure NetApp Files &2 7IXe{H ol 28 d2E 7|FC=2 S8 AEYLICL 28 3E&
() olz=g U=z YRULICE ;. 01 Sof, Oi2E A2Jt el 29
10.0.0.2:/importvoll, =28 2= YLICt importvoll.
LIS Ao = S 7P ELICH azure-netapp-files WA ES| Z2& azurenetappfiles 40517 28 82

Z3 importvoll.
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |
fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp 25
Trident= EEI0|HE A2t 28 71 27|12 google-cloud-netapp-volumes X[ EL|CE.

CE Of|Xl= backend “backend-tbc-genv1 Ml A volume “testvoleasiaeast1 2 7H4&L|Ct.

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

frosssssesmssmeme s oo s e n s s e s e e
fossssssss=sssss=ssa=s Fomsmme==== fems=ssmss=sssesessososassssssssssssa=s
Fommeomoe e +
| NAME | SIZE | STORAGE CLASS
| PROTOCOL | BACKEND UUID | STATE | MANAGED |
et fommmemeae
frosssesmssmes e s e frem=mem==== feesmsseee s me s o s e e e e e e
fm======s I +
| pvc-a69cdal9-218c-4ca%-a%941-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8c1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|
e fommmemaae
frosssssmsemes e s e fremsm=m==== freesmssee e e me s s s e s e e e
f=======s fememe===s ¥

CHS oflofl A= S ol &= 72| 20| A= M EE2 7IHZLICt google-cloud-netapp-volumes.
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4ca%-a9%41-aeal5ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bcO0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

=& 0|8 % 0|22 AEX X|HELICE

TridentE AH2SHH Yt 280 20| A= 0 et &~ QELICE 0| E Sl
Z &S oY Kubernetes 2|2 A(PVC)0H| AlH5t1 2 A| O o~ USLICH A= 2| 2loj| A
AL XM 28 0|§ U AFEXH XIH 20|22 MMsty| Qo HIZSE Holgd = USLICH
MY It R7| E= EXsts RE 282 HIE

AlZtsE7| o

AEXF X[ 7ttt 28 018 % 8ll0l= X[&:

s 2B MY M| Y 22 SH| RHAEQLICE
* 9| A20|= ontap-nas-economy EEI0|HS| AL Qtree 2&2| 0|S 7t 0|5 HIESIZ UHELICE
* 9| A20||= ontap-san-economy 20| AL LUN O|ELt 0| & HIZSIE EEL|CH

* AFEXH HO| 28 0|E2 ONTAP 2Ig|0|A =210|Het3t S2HEIL|CE

[

* AKX} "l 20|22 LS| CHof M P X[ EILICEH ontap-san, ontap-nas, 12|12 ontap-nas-
flexgroup XA}

* MEX He| 28 0|E2 7| £E0= HEE[X| gi&LICt

AMEXF X[ 7tse 28 0182 2 5%
* 0|5 "HISElo ERE AR Qg LRV 2ot Mol Wdo| MujgtL(ct J2Lt HES 88 Z=2ZH0|
2IstH =&°[ 0182 7|1Z T w2lof a2t X FE Lt
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ol = T AOA 02 HEAS MBI 25 0|22 KW F0I= AE2|K| HEAS AEE 4 gBLICH
2ot MEAL a2 BEao| 2 F742 4 ABLIC

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "ontap-nfs-backend",

"managementLIF": "<ip address>",

"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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EE o

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

HES KIS FELICH

o= A

.0;"1*:

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

. 0:"2*:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

12{SHOF 2 At

1. 282 7IME 22 7|& 280 EF YAl9| 2|0|£0| /= Z=0 0t 20| 0| HL|o|EELICE o|E EH
Ct2 1} *{"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}} &2 &L|Ct.

2. A2lEE EES 7IMQE 2R =28 0|52 WollE Folo| RE zjdof HolE o/ WEAS mWELICE

3. Tridente AEE|X| FAZL U= £210|A HAXL AR S X[ 2ISHK| gh&LICH

4. HIZSIO=2 Qs IRt & 0|50 MAE|X| gt B Trident= R 74| 22| 2XIE FIt6t0f 1RT EE
0|52 MdgfL|ct.

5. NAS ZH| &2 AL8X} X|H 0| E0| 64X Xx2I5H= Z2 Trident= 7| & Y &l0f W2} 282 0|82
X|’gefLICt CHE 2 & ONTAP E210|H2| B2 £& 0|E0| 0|5 H|ot2 =0totH 28 Md TEMATt
AnfetL|Ct
= = .

HIJAHO[A HA[OA NFS E2EES SRELIC

TridentS AFESHH 7|2 WA 0|20 EFS ddet = otLf 0|49 H= HIYAH0]A0] A

2R 4+ UBLICE

ity

TridentVolumeReference CR2 AL&3H StL} 0| 49| Kubernetes U AT 0| A0 A ReadWriteMany(rwx) NFS
=58 HHSH S/ 4= JELICE 0] Kubernetes WIO|E|E &2 M2 CHS1t 22 0| S HMlagtL|Ct.

« HOotZ HESHY| 2[t Chket £Z2f MM[A K|
* = Trident NFS 28 E2}0|H{ 2t S 2HElL|C}

* tridentctl EE= 7|El 7|2 Kubernetes 7|S0]| OtLl 7|50i| 9| &8tX| t&L|Ch

O| Cto|{ a2 27l 2| Kubernetes HIJAHO| AWM NFS 28 282 20 ELICI.
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----------------- 4 Primary PV Secondary PV e —

"primary" : f 'seconda
o Q *—L._nﬁmﬁ%aga

£ Trident
namespace
v TVol >

I
1
1
1
1
I
1
1
1
I
1
1
1
I
]
1
1
1
¥
1
1
1
I
1
1
1
1
1
1
1
bl

- e o o e
H

TridentVolumeReference
primary/pvci
4 . ’
---------------- - Storage B G CE P TP
Volume
2 A|Et
R HATIOE NFS 28 SRS A48 = ASLICH
o EES SRIEE AA PVCE FAEILICE
A HYAHO|A ARKHE AA PVCE| H|O[E{0]| HMAS £ U= HotS FO{RILICE
9 CH4& W[ AT O|AOA CRE 2HE £ U= HTHE BOo{gfL|Ct
SHAH Z2|Xb= CHA HLADO|A Sl ARXN A E2|AMVolumeReference CR2 A S £~ Ql= #HoHS

FofgLtt.

CHAN H AT O] A0 M E2|HVolumeReference £ A stL|C}

CHAN | UAT|O| AL ARXH= AA PVCE £X517| 8 E2|VolumeReference CRE A A SHL|LCE.

o CHet ddAmo] A0 M 5t9| PVCE 2HELICEH

Chat HiPATO| A0 AQXH #E PVCY| HI0|E| AAE ALBBHI| 2I8H 519 PVCE BHELIC,
A2 5 T4 U JAHO|AS TS|}
HOtS BEE| I IYAHO|A 2t BRE AA LIYAHO|A AQK}, SHAE| Ba|Xt 3 f4 QAT O|A
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2RA2 Y 3 Z=X|7F BRYLICEH AER HE2 ZF TA oM XFE L.

|

1.+ 2 [ AAmo|A _+_%X}- *PVCE THELICH (pvcl)E CHA YA 0| AL SRE = U= Het
A2A HRJAHO|AL| AL (namespace2)E AR RLICH shareToNamespace 4.

o

oot

rir

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident2 PVel HHAIE NFS AEE|X| 252 MMetLCt,

o lHE FRE EE2 AM8SI0| PVCE o H|ADO[A0 SRE & JUELICH OE EH
CtSdF 2&LICH trident .netapp.io/shareToNamespace:
namespace?, namespace3, namespace4.

() - =A80 22 YAAmol A0 BRY 4 YALICH+. S SV, k2T ZaLc
trident.netapp.io/shareToNamespace: *

° PVCE YO[O|ESIH E matet & JUSLICH shareToNamespace LM EX| FME =71
= ASLICL

F2| Kb CHA LU AT O] A AQXHOf|A| CHA HIUAHO| AN TridentVolumeReference CRS A%t &
20is17| @8 MAESH RBACT} QU =X| EQI8HM| Q.

3. *CHAN LU AHO]A AQKE: * AA HJATO|AS & ZESHE CHA YA DO| AN AN E2|HVolumeReference

o
CRE THSLC} pvcl.

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4. e HIYAHO|A AR/ XL * PVCE BHELICH (pve2)E tie UIJAHO| 20 M ARILITH (namespace2)E
A RILICE shareFromPVC H& PVCE K| Hot= A,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() & pvcel 371 A4 pycELt R7iLt Zotok gLict,

Zot
Trident= CHA PVCE| =M E 9111 shareFromPvC CHA PVE 2A PVE 7t2|7|10 &A PV AEE|X| E|AAE

TR AN AERIX| 2l AAT} Gl 519l 2EOR T4 PVE MABILICH CHA PVCS} PVIH HAIOR EAIELIC

Ok

7 =25S AT

o2 YIUAHO| AN ZLE|= 222 AMH|EH A& USLICEH Trident= AA L|QAAHO|AOA 20| CHSH HMHAZ

A
pya=)
HAstD 282 3Rots CHE HIAATHO|A0 CHet HMAE FX|SLICH EES HXSH= ZE HIQJADO|ATL

HA=H Tridentoll M SiE 2ES AHELICH

ME tridentctl get ot¢l 2E2 FH2ILICt

£ M8&LICHtridentctl FEE|E], & HHE = USLICt get 5t EES 71H2= BHYLICL XpAMSH LIES
CtE 23 E &XSHAIL.. /triment-reference/tridentctl.html[tridentctl HHE S SM].

Usage:
tridentctl get [option]

2 3:

MK

* *-h, --help: =80 Cigt =S YLICE.
* —-parentOfSubordinate string: ot%| 2 SEQE 2|E H|gtetL|Ct.

* ——subordinateOf string: =28 £otZ 2| X[t
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Mgt Abet

* Trident= CHA H|JAHO|A T SR %%ml M
ALESI 37 =& HI0|EE HO{MX| 2= E 30

=
[

A
Of

::

* E X715t ¥ &2 PvCo chist °—"|W|ﬁE F g £ UELICH shareToNamespace &
XM= A

£ UTIE 4+ YIBUICH THY T3 £ VI Z2AAE
SH
I:I

shareFromNamespace £ L= AH| TridentVolumeReference UELICH °HA1|ﬁ oS F|A5HH

5t2| PVCE AbH|sHof gL .

* o5tel 2BUIME 2”4 22 D2 E A8 E =+ SlELICH

HIJAHO|A ZH ZF AMA0 THSE XEM|SE LIE 2 CHE 2 HZoHHAI2.

* HI2E ARHEAZ| "NetAppTVE & ESHIA| Q HFRIL|CE,

HYAHO|A HA0 2L S2 =5

TridentE AL25HH STt Kubernetes 35'-1 Ef Qtof] Y= CHE LA DO|AS 7|&E =&

L= 2F2HNES AE0IH M 25 48T + ASLICL
T4 24 Q2
252 22 =Hoh| Mol 24 Y o4 HASo| Q0| St AE2|X| 22HAT} S

@ HJAHO|A ZH EX|= TS0 Tl M2F X ZEILIC. ontap-san J2|1
C2folH. 7| BE =H22 X=X &L Ct.

Lo T

2 A%t

i)

HAZ AXH 28 SHE 2HEY = UASLICH

n 222 2YSIEE AA PVCE JAMBIL|C}

-

x| EoILICY

[ =

ontap-nas 2EZ|X|

A4 HYAHO|A ARAHE &4 PVCE| OB B AT 4= U= DS ROFLIC

e CHet LIFAHO|A0M CRE TS & U= HEHE ROHYLICH

= =
S{AH 2 Xt= A YK AT 0| A9l ALXI0f|A| EE|VolumeReference CRS A

FojgfLct.

e CHAF WL AT 0| A0 A E2|HVolumeReference £ MM stL|C}

Mot 4 e A

"
rakely

rr
o

CHAN HIAATO|A Sl AQXH= AA PVCE £X617] 2[8ll E2|VolumeReference CRS MM stL|LCL.
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° thet HigAmoj20f 22 PVCE Hd=LC
CHel WY ATO[A9 2R XHE PVCE Mddte] 44 HIYAHO|A0AM PVCE SHELICE

a4 Sy HIYAm 0| A S gLt

HotsS BESHT| ol HYAHO|A HAM 2ES 22 SHISHH 24 HJADO[A ARXL SS{AH 242|X} 8
CHet HIYAm0| A 2RX 0| Yt 2H0] RRBILICH AFEXF A2 2t HAO| M XIFE LTt

1. * AA HUAAHO 1 AaA HYAHO[AN pvec MM (‘namespacel)(namespace2. CHA

|2 AR/ KL * (pve
HLAHO|ARL SR £+ = HotE 20eh) M2 AEYLICH cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident2 PVet BHAIE AE2|X| S5 MAMTL|CE.

c HEE FEE FIES M PVCE 02| HIJAH0|AN ZRE = ASLICH
‘trident.netapp.io/cloneToNamespace: namespace2,namespace3,namespace4 0| £
=0,

@ ° 2 AFE%t0 2= HIYATO|A SRY = « AFLICE oS =3, St ZELCH

trident.netapp.io/cloneToNamespace: *

o FMZ ISISIEE PVCE YUO|O|EY & cloneToNamespace JU&SLICH
AE 22|Xh CHA WA AT 0| A ARXFO| A CHAF U AT O| A0 A TridentVolumeReference CRS A8t
A= HotE 2o517| 8 ATt RBACI U=X| &RUSHYA L (namespace? ).

—_

2. 23
AO

3. * LA LU AT O|A ARKE: * AA HYAHO|AS FHZEst= CHAN QU AHO|AN AN E2|HIVolumeReference
CRE THSLC} pvcl.
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. CfA HUAAHO|A ARXKE: * (pve2 CHA HJAHO|ANAM pvc MM (“namespace2) £
cloneFromSnapshot, cloneFromNamespace FA& AF&310] cloneFrompve &4 PVCE K| & gfL|C

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

Mgt Abet

o

* ONTAP-NAS-0|Z 0] E2IO[HHE ArE3t0 ZZH|XM'JdE PVCe E2 47| W& SE2 A[EEIX| &Lt

SnapMirrorE A2 =E2 SHIL|Ct

Trident2 Al S10f| CHH[SH CI|O|E E S5t I8 Tt S22 Al AA SF4t T[o{2 &
SHAEHC EZI & 7t 012 A E KIYELICE Trident Mirror
Relationship(TMR)O|2t11 &t= U AH|O|ATE X[ El AME X} X[H 2|AA HO[(CRD)E

AP 01 CHS Sf 432t 4 YssLiCt,

Zt 0|2 2tA HM(PVvC)
Zt 0|2 ZHAIE HA gL Ct
A E o HlEL|Ct

* M3l SEH(EHIZLH) B0l 24t =& 4
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* AlElE 2R = 0po|2z|o]d Bof| 2HAEM SHAEZ S 27| 0[42
=M A 27 Ar
AIZfst7] Hof| Ch3ah 22 AP 27 AFZ0| SFE=X| 2RISHAL.

ONTAP 22{AH

* * Trident *: Trident HHZ 22.10 0| At0] ONTAPE tHAIEZ & 238= A A 9l LA Kubernetes 22{AE Z 50
Qlo{oF ghL|Ct.

o *2IO|MIA *: AA SICHA ONTAP 22{AE 250X 0| ES HEE AL 5= ONTAP SnapMirror H| S 7|
2tO| MIA S 2t S}aloF BHL|Ct XEM|SH LI 2 2 "ONTAPS| SnapMirror 2t0[4lA 7 Q" ARSI AL,

ONTAP 9.10.12E 2E 20| A= O 7|52 A2

_——

MZELICEH XtMISt LHE 2 2 "ONTAP Oned| EE*E.J 2o M A" ’é.*}_ﬁféMlQ.

@ SnapMirror H|&S7| 2= 8k X| & EL|C,

Ijof
* * 22{2AE 3 SVM *: ONTAP AE2|X| HAES m|O{>BHOF GLIC XMt LIS & "22{AF 8L SVM I|0fE
Q" HESHIAIL.

() = ONTAP Z2{AE 7to =] B0 AFBElS SVM 0|S0] ISR SHolgct.

* *Trident % SVM *: I|{ZI =l #H SVMS EtZl 22{AEQ| Trident| A AFE T 4 U0{OF BfLICE.
x|SiE|= EatolH

NetApp Trident= CHS E2I0|H 7t X[st= AEE|X| 22AE AFHESI0] NetApp SnapMirror 7|&2 S% 28

|_ =5
EX|E X|¥ELIC} ontap-nas : NFS ontap-san :iSCS| ontap-san:FC ontap-san: NVMe/TCP(%[&
ONTAP H{H 9.15.1 ZR)

@ SnalerrorE A8t 28 SHl= ASA r2 A AR = K| E|X| 2ESLICH ASA r2 A|AHI0] CHot
XAt LI CI2S H XML, "ASA R2 AEZ|X| A|AEI0f| L8] LotEAAR"

[}

Ct2 HAIE +=Ast CRD KX E A3t 2F =280 B =& 742l 0|3 24| Mg elLict.

EHA|
1. 2 Kubernetes 22{AE0|A CHS THAIE &BHL|CH

a. {7 HEE AHE38H0 StorageClass JHMIE trident.netapp.io/replication: true PHELICH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. O|X0j| MM =l StorageClassE AF238I0 PVCE MAstL|Ct

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. 24 MEZ MirrorRelationship CRS MM gtL|LCt.

of

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident= SE2| LHF DHEeI =F2| °ixl O|0|8 E=(DP) 4EiE 7t 2 Lt MirrorRelationship2| &FEl
HEE ®3LC

d. TridentMirrorRelationship CR2 7X2t PVCe| LiE 0|51t SVME Y &LICE
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kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. % Kubernetes 22{AE0 M LIS THAHIE efL|C},

ABH
T od
a. trident.netapp.io/replication: true 07} HE AFE5I0| StorageClass £ THSL|CH

o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
trident.netapp.io/replication: true

b. CHAM & AA MHE AF3SI0 MirrorRelationship CRS A EHL|Ct.
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas
spec:

state: established

volumeMappings:

- localPVCName: csi-nas

remoteVolumeHandle:

"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

TridentOl| A LM El 2tA| HM 0| F(EE= ONTAPS| B2 7|22hHS AHESHK SnapMirror 2HA1E M4-ds5tn
x7|atefL|ct.

C. O|Fof M A3t StorageClass= AF25t0] PVCE AMAM8t0] H 7% (SnapMirror CHAN) SH&ts ghL|Ct.

of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Trident= TridentMirrorRelationship CRDE 15t #tA|7t gl= 32 EES MASHK| ZELICE o] 2HA|7}
AUO M Trident2 MZ2 FlexVol volumeS MirrorRelationshipdl 2|l €12 svMmzt I|o{ 2l SVMO|
HiXISH= S E &L CE.

Trident Mirror Relationship(TMR)2 PVC 7t SH| £tA|9| ot% E& LIEtL= CRDRILICE. CHa TMRO|= #dh=
AENE Trident0ll Y2{F= AEf7t USLICH CHA TMRS| AEi= CHE 2t Z&LICEH

* *HE *: ZZ PVCe= D8] 2A9f te 280|H, O|H2 MEZ2 ZtA LT
* *STE 22 PVCe ¥ R= 0|2] 2|7t 8l= ReadWrite 3 O E 7HsELICE

* *TEE *: 2Z PVCE 0|2 2A9| thiy =&0IH O|Fof siE 0l=] 2tAI0f AASLICE.
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© iy BEO| HA 28 LHBS HOIMDE T4 250 A4 BT BV UL F2 CHA HHE HEfS
AbSHOF BHLICE,

° 2EO| AAL O|F0f 2HAT} gl B MATE MEfTE MOiSL|CH
H| A2 HYUQH Z0| 2X PVCE &£ZstL|Ct
HZE Kubernetes 22{AE{0| A CHS THAIE S SfLICH
* TridentMirrorRelationship2| _spec.state_fieldE £ “promoted ¢H|0| EELILCE.
AZlE HURH 0| EX PVCE &£ shL|Ct

Al=lEl Foli =X|(oFo]azo] ) Bof| Ch2 HAIE +dsto] 2= PVCE SAYLILE

CHA|
1. 29 Kubernetes 22{AE0|A PVCO| AMAFS MMt AHAFO| MM E wi7tX| 7|CHEILICEH
2. 24 Kubernetes 22{AE{0| A Snapshotinfo CRS MAM38I0] LIS M8 MEE 7t SL|Ct.
o

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. B X Kubernetes 22{AE{0| A TridentMirrorRelationship_CR 2| _spec.state_fieldS _promitted %!
spec.promotedSnapshotHandle S 2 YUL|0|ESHO] AHAFS| LHE 0|20 Z HH|0|ERILILCY.

4. EX Kubernetes 22{AEMM S5ZAE TridentMirrorRelationship2| AfElf(status.state Z=)E 2tQIEtL|Ct.

gl

HYLH = 0|2 2AE ST
Ol2] A E =75t7| ol M 1K AO|ER S ZHE MEfglL|Ct.

|

1. HZX Kubernetes 22{AE 0| A TridentMirrorRelationship2| _spec.remoteVolumeHandle_field 2£0|
AHO| EE|}=X| =helgfL|Ct.

N

. BX Kubernetes 221 AE0f| A TridentMirrorRelationship2| _spec.mirror_fieldE 2
‘reestablished ¥H|0| E&FL|C}.

7} 2]

Trident= 1At 281 24t E80|IM CHZ 2 S X[ ELICt.
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1Xt PVCE MZR 2%} PVCE SH|ELICt

o[O| 1kt PVCet 2Xt PVCIt JLEX| ISt AL,

cHA|

1. A™E HZX(CHAH) 22 AE0|M PersistentVolumeClaim % TridentMirrorRelationship CRDE AHA|EfL|CL.
2. RIH(22) E2{AH|A TridentMirrorRelationship CRDE | &L|Ct.

3. d-sta = M 2XKCHAN) PVCOll CHeH 1XHAA) 22{AE 0| Af TridentMirrorRelationship CRDE & gfL|Ct.

CHA! 2 AL, 1K} EE= 2% PVCS| 37|12 ZAEELICH

PVC= HALHZ 37|18 Y + A2H, CI0|E| 20| ¢dxff 27|E xutet 22 ONTAPE XIS2 = e flevxolsE

PVCOIM =HIE HMAHELICH
EHNE MASHAH 2xf Ex S F0f| Cisl| CH2 = J SILIE AL
2X} PVCOf|A| MirrorRelationship= ArA|gHLICt O|ZA| StH S&| 2tA |7t ZO{EL|CE.
* L= spec.state ZEE  promessed = YH|0|ETILICE,
PVC At|(0|Fof O2{2 &)

Trident= SX|El PVCE &2t =& AHE Al5H7| To| SH| 2HAI1S siAELICt.

TMRS AtH|stL|Ct

Ol E 2A 12| ot Zoll M TMRE ATA[SHH Tridentol| A AH|E 2t=5H7] Hoj| LIHX| TMRO| _PROJED_STATEZ
HMSIEIL|CH ALR|SHE 2 MEfst TMRO| 0|0 PROJED_STATEOH| Q= Z< 7|= 0|2{ A7t ¢l TMRO|

X7 &2 Trident’t 22 PVCE ReadWrite 2 SZ42fL|Ct O A| AX|SIH ONTAPS| 2Z =&0f| Cist
SnapMirror HIEFH|O|E{Z} SHA[EIL|Ct. O] 2F0| er= O|2] ZtA0| ALSE 22 A 0|2 2HAIE Mg uf
_establed_volume S| &4Ef2| { TMRE At&3HOF L|C.

ONTAPZ| 22tol HEj mf 0|2 2HAH|E T o[ ERLIC

O 2Al= 48E = AMEX LOHO|EY £+ JASLICH E= HEE MESI0] A E HO[O|EY =+ state:
promoted state: reestablished UELICH CHY EES YUYt ReadWrite 2EE2E 54 |
_promotedSnapshotHandle_2 At&5t0{ ?ixff 2852 S+ £ AHAS X|FE = JUSLICH

ONTAPO| 22tQled mf O2{ 2A|E |0 ERfLICt

TridentO] ONTAP S AE{0]| 2™ HZAL|X| %42 MEH0|A CRDE AF23I0{ SnapMirror RC|0|ES 435t 4
UELICE CF2 TridentActionMirrorUpdate Of| K| SAIS AIXSHMA|L.
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apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRD2| MEHE HtHBIL|Ct. O] g2 SUCCEEDED,In Progress
= Failed_OllM 7tX 2 = U} SLICH

CSI EEZX|E MEFLICE

Trident2 £ AE3I0{ Kubernetes S2{AE0| U= 20| 252 MEHCOZ Y5t HEAY
= JUASLICL"CSI EEEX| 7[5"

He

CSI EEZX| 7|52 ME38tH XY 8l 7t8d SHof| wfat Eoil Chet M AT L EO| 69 TR = Mo &
UAELILH 59 22IRE SFX= Kubernetes 22|X}7F < 7| i':E ddg = ASLIT.

L= oY X9 ofe] 7tEE S| /KIS = USLICE Trident= CHS B OHIE“HOHA'I H3ZE

LHHSHA T2 4= AEE CSI EEZXE AL

CSI EE2X| 7|50 Cish Xpujs] Lot AR "0{7"

Kubernetes= & 7tX| 1/%t 28 HIQIY REE HZ2tL|CH

* VolumeBindingMode ' B “Immediate MANSIH TridenttAM EEZX|E QAIGHK| g1 EE2 MdefL|Ct
ZE HIRlE ¥ S T2H|XJ2 PVCIt A E wf M2|ELICH o] M2 7|2240|H VolumeBindingMode
EZZX| H|<F _’F_?_"; HESX| gf= SAH0| MegetL|ct 37 282 28 Pod2| 0f|2F AN SLEX]|
of o JHMEL|CE

* VolumeBindingModeE WaitForFirstConsumerZ &&5tH PVCE AtE35t= PODZ} of[2f 5! MM & m7hx|
PVCO| gt S+ 282 M4 X HIQIYO| X|HELICE O|HA otH EEZEX| Q7 Ao [t M8&l= UH
Hetg sF517| 2l 20| MY ELICE

@ WaitForFirstConsumer2) Hf0| o DCol= EEZX| #0|20| LYK &LALICH 0] 7|52 CS|
EEZX 7|5 SEEHOR AT 4 UAELILH.

Zast A

CSI EEZX|E A28l2{H CI20| LQBtL|LC,

i
=
OOI‘

St= Kubernetes 22{AH "X &= Kubernetes H7F"
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* Z2{AHS LEof= EEEX| 1A 8l topology.kubernetes.io/zone 8 HESH= 2i|0[=0] JA0{0F
(‘topology.kubernetes.io/region &t LICt. EZEX|E Q1 A5t ™ TridentE A X|5t7| Fof| 22{AE Q| LLE0]
o|2{¢t 2|0] £ * 0| RUO{OF Trident &LIC}.

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-

eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

1C0HA|: EEEX| Q1A sHoll= 4o

Trident AE2|X| HAIEE= 718 BYS 7|ECE 252 MHNOE TEH|NJSIEE HAY £ ASLICH &
Sl =0l = X| OJEL_ g9 S Y 5E2 LiEHl = MEXN S20| ZeHE + supportedTopologies ASLILCH
O|2{¢t HHAIEE A8 3StH= StorageClasses?| 32 X E= SH/SH0|A of|2El of Z2[AH[0| Mol M @B SH=

A20]ar 250| YAHELC

o =

_—

Ch=
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Holol of JLCt.



YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:
- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl

topology.kubernetes.io/zone: us-eastl-b

JSONS EZESHMAIR

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",
"svm": "iscsi svm",
"username": "admin",
"password": "password",
"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"

supportedTopologies HAEH X U FH =EZ H|Zst= O ALSELICE o|2{et FY A
(i) =92 StorageClass Il M HZE 4 2l 318 753 gto] B2 LIERLICE HA= oA A
e 9l Aol 6te| &eto| I etEl StorageClasses?| A2 Trident= HAZ0 =ES *HMOH_IEf

AEE|X| E2¥Z 'SupportedTopologies' € Ho|gh & QUEL|Ct CFS o2 &ESHUAIL.



version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

0| 0of|0ll A= "reGion" & "zone" &|0|£0] *EEIXI E9| 2|X|E LtEPHL|CE. "topology.Kubernetes.io/region" &
"topology.Kubernetes.io/zone"2 AEZ|X| 22 ALY £ U= IXIE X|™EL|Ct

2CHA|: EEZX|E QlASH= StorageClasses= H2|gtL|Ct
Se{AHS LE0| M3&l= EEZX| 0|22 7|8tO 2 StorageClassesE Mo|st0] EEZX| HEE Zotet 4~

2
UAELICH OZEA| 3tH PVC 270 thiet =2 AL S St= 2AE2|X| 22 Tridentdl M MS3dt= 282 A = U=
LEOf 59 MEZE ZFELITE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

/0l M= E StorageClass ™20l A volumeBindingMode & £ WaitForFirstConsumer A™ELI|CH, O]
StorageClassO| NE pvce popOM HZE WX EHSSHK| ASLICH. X =
‘allowedTopologies AFEE Y 8l YHZ MSYLICH netapp-san-us-eastl StorageClasse= 20
Ho|El WA= pvcE “san-backend-us-eastl MAL|CE

3EA: PVC dd L AHE

StorageClass?t ‘44 &[0 BHAI=0]| IHE =™ PVCE dHY = JSLICEH

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

O BiL|HAEE AFESI PVCE TEH CHEat 22 20t L et
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Tridentoll M 2&2 443t PVCO| HIRIE3I2{H PODOIM PVCE A ELICEH CIZ O|E HESHAIL.
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

0| podSpec2 us-east1 X|H0i| EXSt= 0| A pPodE 0f|2F5t1 us-east1-a L= us-east1-b HO| U= L=
SOl M MENSHE = XA LT

Ct

dlo

5212 HFGHYAIL.
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE
pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Zotet Al E S A0 ERLIC} supportedTopologies

7|Z ol = = 'tridentctl backend update’S AF25H0] 'upportedTopologies' 222 &St 2 A0/ EE
UFLICL O|= o|0] Z2H| M E HHo| S22 FX| 2 =& PVCO|TH AFEEL|CH

"HE|O|LA 0] it 2| A2 S 2| RLCH

° “EI:E HEﬁHjlu

ARAF ZHY

I SE(PVS)2Q| Kubernetes 28 AHA2 SEL| AE SAM2E X[HELICH TridentE
A8t W E 252 ARAS M5 Trldent QUM HHE AHLS JIMRD, T|E
ARHAOM M 2 ES M5k, ALl 22 CI0|E|S 2RE 4 LT

=5 A2 OHSOM X2 ELICH ontap-nas , ontap-nas-flexgroup , ontap-san, ontap-san-
economy , solidfire-san, azure-netapp-files, J12|1 google-cloud-netapp-volumes XX},

A|Zst7| o
AHARS ALEStE{H Q[ AHAF HE 2212t CRD(AFEX} HO| 2|4 A HO|)7t A0{OF BL|Ct Kubernetes
Orchestrator2| A IL|CHOY|: Kubeadm, GKE, OpenShift).

Kubernetes I A| AHAF ZHE ZE2] 5l CRD7| ZEHE[X| f2 AR E AXSIUAQ =8 AU HAEERE
HY ZLSEL|CF,

@ GKE 280l 2R A 28 AHME MdY 32 24 ZIEEEE HHSHX| DHYAIL. GKE=
LHEE sHT AR HEERE AFEELICH
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2LICt VolumeSnapshotClass. AHM|gt L2 & EESHYA|R "VolumeSnapshotClass".
° 7t driver Trident CSI E210|HE 7t2|ZL|C}.

° deletionPolicy U2 & UELICE Delete £ Retain. E 2 At AR Retain, 2AE2[X]
S AHQ 7|2 S2[H AHAR2 7 U= BR0|E FX[ELICH volumeSnapshot K| 7F AMK| =[RS L T

H A

o

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. 7|= PVCO| ALHAES MAISH |C},

A ocood
o
° O] ofloll M= 7|&E PVCel AHAS HdtL|Ct

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

° O] ool M= 2f= PVCH| CHel 28 ARAF 24ME YERLIC pvel 2-ME 0|F0| 2 ZFE0] JASLICH

pvcl-snap. VolumeSnapshot2 PVC2t FASHH 2F 2t20| JEL|CH volumeSnapshotContent &X|
ARARS LIEHH = AL T
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s
o B AMHY £ QIELICH volumeSnapshotContent 2| 7HM| pvel-snap VolumeSnapshot2 AE LTt
£ Z=I2LICt snapshot Content Name O] ARMAFE K| SSH= VolumeSnapshotContent ZHKIE
AMEBILICH E 22ELIC Ready To Use 7 Hp= AHAS AHESI0] M PVCE HHE = UASS

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

E8 AHM0IM PVCE MHELIC

2 MY £ UELICH datasSource 0|50 Q1 VolumeSnapshot2 A5t PVCE MM BILICt <pve-name>
ClOJE AA 2 AMEELICH PVCTZ MAEl = PODO| £26104 CHE PVCe} OFEZEX[ 2 AFEE £ JAELICE

@ PVCE 24 251 S A= 0of| A MMHEILICH S &ZTSHMAIL "KB: Trident PVC A AR A
PVCE MMdst= 22 CHAl| BHAIEO| M M & gisL|Ch,
CtS ool M= £ A5t PVCE 2 TLIC pvcl-snap £ OIO|Ef 2AZ AF2EIL|CE.

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

28 AWAS IS

Trident= S AH ZHE|XIH M E MEStD Trident 2/ £ M WHE

2l A
VolumeSnapshotContent £ "Kubernetes AFH T2 H| X' El AHAF

HAE I 2 = ATE 57| 2l8l
o=z A1|A"I| HefLct,
AZSE2| Fof|
TridentOl| M ARAFO| M2 2 S MASHAHLE 7b 2tof BL|CE.
CHA|
1. * 22{AE 2|X}: * VolumeSnapshotContent HMAIE AMHARS Atxot= M E MAMdetL|Ct O2{H

Trident| A AHAF QI ZE LT A|ZHEILICE

° Of| A Bl E ARHAFO| O| 2 X[HELICH annotations XY
trident.netapp.io/internalSnapshotName: <"backend-snapshot-name">.

° <name-of-parent-volume-in-trident>/<volume-snapshot-content-name> " 0f|A]
‘snapshotHandle X HYLICt. O] BE= S20A 2 AHLRO0| Tridentd| XM3st= FLS
‘ListSnapshots MEILICE

= =g
= = "1
(:) o|E1}

Of

I'|--||:|' <volumeSnapshotContentName> CR HH X|otOZ Ql6f U= ALHA

e X & QLELICH

OWE

o

CHS WIAMIIM = 2 BHELICE volumeSnapshotContent HAIE AMARS A TXSH= HA|RILICH snap-01.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:

name: import-snap-content

annotations:

trident.netapp.io/internalSnapshotName: "snap-01" # This is the

name of the snapshot on the backend
spec:

deletionPolicy: Retain

driver: csi.trident.netapp.io

source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-

snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. * 2 AH #2|X};: * E MEYLICH volumeSnapshot 2 HZESH= CR VolumeSnapshotContent LEHE.

ocood

J2H E MEY £ U= BMATFEQBIL|C volumeSnapshot X|™E L[ AH O] AA.
ol

CHE WAI0AM = 2 BHELICE volumeSnapshot CR O|& import-snap 2 HZgL|CH
VolumeSnapshotContent 0| X|H import-snap-content.

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

* AL XM ME MM E S volumeSnapshotContent QIAISHD

HA 1O

3. LB HE|(=X U ) * o
StE MEBLICE TridentZt £ "TridentSnapshot A1 A tL|C},

ListSnapshots &

o QI AL XMT|7F E AEBLICH volumeSnapshotContent & ME{RILICH readyToUse W
VolumeSnapshot & ME{SIL|C} true.
° Trident7t SOIYAELICE readyToUse=true.

4. *DE MNEXL* E MY °|=|"|-—||:|' PersistentVolumeClaim § =21 Ml & H#X2LICI volumeSnapshot, #lX|
spec.dataSource (E= spec.dataSourceRef) name £ L|Cl VvolumeSnapshot O|E.
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o
CHS olof[A = & & =xSt= PVCE M ELICH volumeSnapshot 0| XIE import-snap.

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

ARAES AFBOH 28 HI0IHE SELICt

AHAFCIMER|= E MM Z2H| X dE 259
ontap-nas ¥ ontap-nas-economy =20[H.
B

o @2 2td S XIEsH7| 28 7122 AN ASLICH
SHHtLICE . snapshot 2HAQ2RE X HI0|EHE

B A"MF 57 ONTAP CLIE AtE5I 258 01T A”0l| 7|2 HEi= STt

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

() U =ies susie iz 28 240] SOILORILIC AU 2AE0l 4YE % 28 HOlEl
thet §1 Ak AMELICH

Trident= (TASR) CRZ ArE35t0] AL HMIXF2[0A MESHH S EE SHE = UES
TridentActionSnapshotRestore ELICt O] CR2 B Kubernetes ZX|2 2&5HH 20| 2t2E 20|
S =X gF&LICE

Trident AHAF S22 X[FEILICE ontap-san , ontap-san-economy , ontap-nas , ontap-nas-

flexgroup , azure-netapp-files, google-cloud-netapp-volumes , 12|11 solidfire-san HA}L

AlZtst7| o
o]

HiRIFE PVC 3 A8 7t 28 A 40| QL0{0F SLCt.
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* PVC &Ei7} BoundQIX| ZtQIStC}.
kubectl get pvc
- 25 AUYANS AR FH|7} SRR StolBiLict

kubectl get vs

CHA|
1. TASR CR2 MMeEiL|Ct. O] oo M= PVC U 28 A A CHSE CRE pvel “pvcl-snapshot MM BfL|Ct,

(D) TASRCR2 PVC & VSt U= LR Amlo] 20 2lofof BiLIct,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot
2. CR2 X E5I0] A4k SRELICE 0] ol= AHAAM “pvet FAELIC

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

21

Trident= AR 4F0| M ClIO|E{E SRISLICH AMAF 71 EY

i
Jlot

foleh &~ ASLICY.

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

* R 22| LR Tridents Zoff 2 Al 2HE AIS2 2 MA|T5HX| GA5LIC 2 S CHA| =ABH0

@ gL,
« 22| Xt Hoto| 2= Kubernetes AHEXAH= OHE2[H|0|M | ADO|ANA TASR CR2 MAde
Ue 2| Xte| HotS Hiotof g 4~ UEL|CH

HZE AHARO| Rl= PVE AMHIELICEH
HAEl AHARO| Q= 1 252 AH|SHH SHE Trident 280| "AMK| AE|"Z QCO|EEIL|CH 28 AHAS
X735t Trident 252 AtM[EHL|C.

=25 AU HEER S HiEZeL|C
Kubernetes HIZE A| AHAF ZIEE2{Qt CRD7t X HE[X| Qf2 AL CtSot 20| g &~ QUEL|Ct
CHA|

1. 28 AHYAF CRDE MMt

cat snapshot-setup.sh

;
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ st R £ YLICt deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml X YO|O|E namespace HIYAHO|AZ,

]
i
oM
|U

=

= HA T
g7 25 (PV)Q Kubernetes 28 & AHAF NetApp Trident= 02 282 AHMEE
AHAOE)E Y = A 7SS MSYLICL Ol 28 08 AHM2 S A W4
o2 2&2| A= S LEFELICH

@ VolumeGroupSnapshot2 H|Et APIE ZtZ&E S HU|E|A Q| H|E} 7| 5 RILICE.
VolumeGroupSnapshotZ AtEdt2H FHU|E[A 1.32 0| EREfL|CE

226


https://docs.netapp.com/ko-kr/trident/trident-concepts/snapshots.html
https://docs.netapp.com/ko-kr/trident/trident-concepts/snapshots.html
https://docs.netapp.com/ko-kr/trident/trident-concepts/snapshots.html
https://docs.netapp.com/ko-kr/trident/trident-concepts/snapshots.html
https://docs.netapp.com/ko-kr/trident/trident-concepts/snapshots.html
https://docs.netapp.com/ko-kr/trident/trident-reference/objects.html

Mkt
o
[
[
|>

WiAE M4

a

ML

o
iz
I>

A2 Chg AE2[X| =20 A X[# EL|CE

* “ontap-san’E2l0|H - iSCSI & FC Z2EZ 0|t MEE|H NVMe/TCP Z2E 0= M EE[X| gt5LICH
* ontap-san-economy - iSCSI ZE2 EZ0{| 2t s{{=HElL|C}.
* 'ONTAP-NAS'

(D NetAppASA2 Ei AFX AE2IX| AAHOME 28 18 Auso0| XS] oL,

AIEFSE2| Hof|
* Kubernetes HHT 0| K8s 1.32 O|AMQIX| ZHOISIN| 2.
o ALHARS AI2SI2{H Q8 AHAF HAEZ2{Q CRD(AFEAF HO| 2|AA HO|)7t QL0{0F EHLICH. Kubernetes
Orchestrator2| QIIL|CHO|: Kubeadm, GKE, OpenShift).

Kubernetes H L IH0]| 2|2 ALHAF HEE2] 3! CRD7F ZEE|0] QUX| U2 AR LIS HXSHMR. E5 AL
ZHEEE HZEBL|C}.

AL ZIEERE M Y5HX| DM K.

@ GKE &Z0M =2H
GKE= UWEE AT

o AHAFHE ZE2 YAMLOIA CHS2 M- SLICE cSIVolumeGroupSnapshot 28 I8 AHA| ML EE
7|5 AHIO|EE 'true’=2 AHTILICE

c 28 05 AHMS MME| Mof| 2ottt 28 I8 AHM SeAE ML Tt
* VolumeGroupSnapshot2 4Asl2{H HE PVC/E280| ST SVMO|| JA=X| SQISHN

o

* VolumeGroupSnapshot2 445t7| F0f| VolumeGroupSnapshotClassS MAMstNQ. AtAEH LIE2 S "E8
5 AHAF SeA RIS AIR.

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

* 7|1E MEH SAE AT st 20| Y= PVCE THE7HLL, O|2{¢t 2HE 7[& PVCO| =7tgfL|Ct.
CHS WAMIIM = CHS 2 AFRSI PVCE MM EILICH pvcl-group-snap HIO|E &A Sl 20|22

consistentGroupSnapshot: groupA .27 AP0 L2} 2{|0|2 7|2t gt2 ™o|etL|Ct.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: pvcl-group-snap

labels:

consistentGroupSnapshot:

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
100M1i
storageClassName:

storage:
scl-1
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apiVersion:
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"
namespace: trident

spec:

volumeGroupSnapshotClassName:

source:
selector:
matchLabels:

consistentGroupSnapshot:

clusterl:
vol3 snap_ archive
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groupsnapshot.storage.k8s.io/vlbetal

csi-group-snap-class
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IHSLIC} (consistentGroupSnapshot:
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:*> volume snapshot restore -vserver vsO -volume vol3 -snapshot
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml
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kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ Zoot AR E @LICt deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml ¥ YO|O|E namespace HYAHO|AE,
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