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kubectl delete tbc <tbc—-name> -n trident
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kubectl get tbc -n trident
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kubectl apply -f <updated-secret-file.yaml> -n trident
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kubectl apply -f <updated-backend-file.yaml>
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kubectl edit tbc <tbc-name> -n trident

* oAl HO|o[ =0 AulstH MAEE= DFX|Bfe 2 2T LG22 A& FX|ELILE. kubtl get

tbe<tbc-name>-o YAML-n trident' EE= 'kubtl tAH3l tbc<tbc-name>-n trident
® 25 27 8918 oI 4 UL

A
e
© 78 OO ZHE eldt £t = update BF S ChA| A = ASLICH.

tridentcti2 AFSOHO WIS 21| KIS 4ot WO Tl LOIZAAIL.
HOI= S A BILICH
S e 3 olE 1 Il M Ch2 BE S ALt

tridentctl create backend -f <backend-file> -n trident
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tridentctl logs -n trident
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tridentctl delete backend <backend-name> -n trident
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tridentctl get backend -n trident
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tridentctl get backend -o json -n trident
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tridentctl logs -n trident
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tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’
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tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json



"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created
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cat backend-tbc-ontap-nas.yaml



apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|X| YA == 'tbc-ONTAP-nas-backend' EZ|HAETZM K| E ALESHH 2HHSHA| 22| LI},
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

EHO|A oliet Z0t7F EAEILICE TridentBackendConfig 8&3HOZ MMHE|FUOH A0 HIQIEE
[EHAl=9] YUID &HEh.

1CHA: &9l deletionPolicy 7t 2 AH™E|0] J}ESLIC retain
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7tX|Z deletionPolicy HHEZESLICL O] 8H2 E retain MH™sHOF TILICE. O|HA SHH crO|
MHE|{E “TridentBackendConfig HAE HO|Jt AL EXYSIH 2 2|2 4 tridentctl JASFLICL

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

o fom e

o - tomm - fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fom Fom e
- fom—————— fom - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

o fom
et it T e e fomm - e it +

QEHMET MH|E[M TridentBackendConfig Trident2 HHAIE XHHIE AN 2 AX|SIA| gt 7|& QENEES
thed| ®MAELICE

11



4=

M =2

Copyright © 2026 NetApp, Inc. All Rights Reserved. O|=30|A Q12 E 2 EA2| oot HEE HEH ARXL
A MH 521 glo|= of et HAO|Lt EHFAL =2, =% EE= MX AM A|AH0| K& SH= AS H|ZEet 22T,

XA = 7| AN e o2 SXE o~ glELCh

NetAppO| MZH#E S 7HE Xt=0f| A= 2ZELY0{0f|i= of2HQ] 20| M AL nX|Ateto] X ZEL|C}.

=5, Ho|E &4, 0] &4, Y St Ze5t0](010f I X| §4F), Of ALEH 0O A= QIol| L Md}=

I
2= A o 71 A8, QU Sof, UM Ao, ZHE AdHo| Lo chotod 1 2 0|9, ME, Ao}
O, {23t Mol S Bel(hAl i JX| %2 F2)2t 2210] Ofm{Et MUT X|X| oD, 0jeh 22 Ao
24y JHs 0| SX|EIUCH SHEHE ORI pRILIc

NetApp2 & A0 2 E MZFS ANMEX o2 glo] HEY S EFELICE NetApp2 NetApp2| HA|E Q!
MEH So|E &2 ZRE Meste & 2M0| 2 E HFS A5t 2dst= ofiet ZH|ol| = MRS X|X| 5LICt.
= HZQ A = F0i2 B2 NetAppOliA= Ot ESH, S HH = 7|6 X I LHH0| HEE|= 2to| AT
HSotX| gdELItt.

= 2dEAM0| 2FE HMFZ2 oLt o|¢2| 0= 59, ot 9] L= £ T2l 5512 2 UL

Mgtd M| Al HE0| o$t AF2, EX| = S7H0ll= DFARS 252.227-7013(2014'F 28) 8! FAR 52.227-
19(2007'4 12&)2| 7|= H|O|E-H| &4 HA S=0i et #2|(Rights in Technical Data -Noncommercial ltems)
o 5t =g (b)(3)oll dHE HMptAtEto] MEEL|Ct.

of7|off Z&E HO|E= AU ME W/EE 4YUE AH|A(FAR 2.1010 H2|)ofl sH=HSHH NetApp, Inc.2| 5H
RHAtIL|CE & A2t 2l HS &= 25 NetApp 7|2 CIO|E X ZEEH AZEY s 2EMOZ MAHE0|H 710l
HI20O 2 JNUE|JELICEH O0|= 2= OB 7t M3 E 0|2 Alefat 2 sto] sHEh Al2kS XSt o2t HI0|E ol
CHot M MAXMOE HISHEHO0| I e 4 ol THAHR0| E7t56HH F|& S7Hst 2to| A E HgtMo=
ZHELICE of7]0f] IS E BRE M5t NetApp, Inc.2| AP MH S01 ¢l0|= O] HIO|HE AME, 37H, M4t +=H,
28 e FA|E £ QI&LICE 0|2 2UHR0)| Cist M5 20| MlA = DFARS 8t 252.227-7015(b)(2014 2€)0i|
HA|El Ao 2 F|SHEIL|CH

AE H-

NETAPP, NETAPP 211 5! http://www.netapp.com/TM0| LI El Ot3= NetApp, Inc.2| HEL|CtH 7|EF S|AF S

HE OIE2 oiE 27X dEHY = ASLIC.

12


http://www.netapp.com/TM

	백엔드 관리 : Trident
	목차
	백엔드 관리
	kubeck을 사용하여 백엔드 관리 수행
	백엔드를 삭제합니다
	기존 백엔드를 봅니다
	백엔드를 업데이트합니다

	tridentctl을 사용하여 백엔드 관리를 수행합니다
	백엔드를 생성합니다
	백엔드를 삭제합니다
	기존 백엔드를 봅니다
	백엔드를 업데이트합니다
	백엔드를 사용하는 스토리지 클래스를 식별합니다

	백엔드 관리 옵션 간 이동
	백엔드 관리 옵션
	관리 tridentctl 을 사용하여 백엔드를 만듭니다 TridentBackendConfig
	관리 TridentBackendConfig 을 사용하여 백엔드를 만듭니다 tridentctl



