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apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
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export CP="Azure"
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%91le5713aa
clientSecret: SECRET
location: eastus
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HHANIE M2 MEFEIL|CE subscriptionID, tenantID, clientID, ¥ “clientSecret’ 22|=|= IDE
g% A9 M AielLch

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet



AKSE 22t2E ID

O| HHllE 1M S MEFEIL|C} tenantID, clientID, U “clientSecret 22t E IDE A2
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
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O Al M2 Azurel| 2 = X0 Ultra 282 eastus HHX[ELICE Trident2 sHE 2IX[0IA Azure

NetApp FilesOfl /&l 2= MEUHS XSS 2 HAMSI0| o2 M| EFS HIXIRLIC.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"

LS E0F10 25 =28 Z2H|XNd 7|24t +FEL
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O] il M2 ChY Mo o2 AEE[X| E22 HogfL|Ct CHFet MH|A £=EFS X|@5H= o2 8 E0|
|11 O| E LIEILH = Kubernetes| AE2|X| A E MMSt2 = 200 FELICE 7ty £ 20|22 AHE5IH
o 2l 22 FEMESLICE performance.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelLevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2
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Trident2 X< Y 7t8 FHE 7|ZECE /IZE0]| Lot 282 &84
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB =F0f| CHt Felof of

AHE nasType, node-stage-secret-name, ¥ node-stage-secret-namespace, SMB 2&
E 2%t Active Directory Xtd ZHE M3 = JASLICL
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEZE A= ME

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ nasType: smb SMB =&& X|¥dt= E0I| CHet 2E{RLICE nasType: nfs EEE= nasType:
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tridentctl create backend -f <backend-file>
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O|A| Google Cloud NetApp =& 2 Trident2| BiAIEZ L MEH 5~ JUEL|Ct Google Cloud
NetApp 25 HAIEE AI2SI0] NFS X SMB 252 &% £ Q&L|Ch

Google Cloud NetApp =& =2I0|H MH[F HEQL|CH
TridentE google-cloud-netapp-volumes SHAE S} SAE £ Q= E2H0|HE MISELICH XY &= HMHA

HE = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWrite OncePod
(RWOP)IL|LC,

E2t0[H OZ2ES =8 2 MNA BETJX|YELICH K== I AAH
google-cloud- NFS & o A|AEI RWO, ROX, rwx, RWOP  nfs, smb
netapp-volumes EZSHMAIR
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22t2C IDE AF25HH Kubernetes PoddI A EAIE Google Cloud XtZ ZES M3oHX| 41 32 ID2
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Google CloudOf|A] 22t2E IDE &-&83%t2{H C}30| ZLBfL|C}.

* GKEEZ AM25t0{ =&l Kubernetes 22{AF
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Trident 23Xt
Trident HLXIE AHESH0] TridentE BXIS5H{™H tridentorchestrator cr.yaml £
cloudProvider 2 "GCP" AHSt1 E £ cloudIdentity iam.gke.io/gcp-service-

account: cloudvolumes-admin-sal@mygcpproject.iam.gserviceaccount.com
AgghLct.

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'
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AHE3I0] * 22tRE SZXHCP) * & * 22tRE ID(CI) * 2219 ¢S -t

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com'"

CHS olloflA = &t E HaE AL8SH0] TridentS A XISt £ GCPE scp MHE6t1 cloudProvider &2
HAE AF28H0] SANNOTATION S cloudIdentity ’é@ 283

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>tridentcti</code>

Lt 2t8 HaE A80He * 22t SgAt 8 * 22t ID * S22 S HAEELICH

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

CHS olof[A = TridentE AX[6t2 E2f3E scp, ¥ cloud-identity 2 BERLICE cloud-
provider. SANNOTATION



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident
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Google Cloud NetApp =& MU =S Fd5H7| TOi| Ch2 AFZ0| JAEX] & RASHAIL.
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storageDriverName
"google-cloud-netapp-
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auth uri. token uri

auth provider x509 cert url,, H
client x509 cert url.
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westo6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prodlmy-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
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auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEZ 22I2E ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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Trident2 X9} U 7h8 YS 7|ZOR YAZCO st 2HS A4 TZHHYS 4 YTE XLt
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version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9£f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

Ch2 B
HAlE 1Y IS Wt = T2 S ddYLIC

H

HA=TH SSHOZ WY =A=A| =elsta{H oHg = PLICt

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1f£f9-b234-477e-88£d-713913294£65

Bound Success

oIS A4 0] ATfste HoIS 20| A7} s HRILICH WS ALZSI0 HAIS S ML 215 Solsio
IS HHS WSt A2 &ole &~ JELICH kubect]l get tridentbackendconfig <backend-name> .
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tridentctl logs
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"

* LICE AME% ™| 0f| parameter.selector:*
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

AE2|X] S A0 TS RMEE LHER2 S "AER[X] S A S WHLICHEZSHMAIL.

SMB =F0f| CHt Felof of

‘node-stage-secret-name,
namespace’ SMB =&=
UASLICE. AHE EeH0| JAAHL Sl=

AMEY &= UASLICEH.

X ™St

% E AME8I ‘nasType' ‘node-stage-secret-
LRt Active Directory A4 ZHEZ M3 #

T Active Directory AIEXH/¥ZE TE THA HIZO|
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

HJAHO|AER LHE &2 AHE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

EEEZE A= ME

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D nasType: smb SMB =&& X|¥dt= E0I| CHet 2E{RLICE nasType: nfs EEE= nasType:
null NFS Z0i CHet TE{L|Ct

PVC EH2 of

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVC7t HIRIEE|0] Q=X 2flste{H CHg FHES LAPLIC

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
gecnv-nfs-pvec Bound pvc-b00f2414-e229-40e6-9b16-ee03eb79a213 100Gi

RWX gcnv-nfs-sc 1m

NetApp HCI £ = SolidFire HAIEE LM 3HL|C}

Trident EX|0[A] Element HAl=S U435t 0 AHEot= SO CHo Lot LCt.

K4 EE0|H MR HH

Trident= solidfire-san SE{AHQ EMY £ J= AEZ|X| E210|HE HMSELICH XJ}E= AHNA REE
ReadWriteOnce(RWO), ReadOnIyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod(RWOP) 2! L|C}.

‘solidfire-san AER2|X| E2I0|HH{E FILE AND BLOCK VOLUME EEE X[RYLICt. EE

BE9l FR ‘Filesystem® Trident= =Z2FE ol O AAHS WHSLICh. o AL
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LimitVolumeSize QEE £ 37|71 o] YO E R "(ZIRHCE MEEX| ¥3)
82 grehof] AojgiL|ct

debugTraceFlagsS MEHEtL|C} ZH sHZE Al AFBE ClH O nullL|ct

S LICE ofl: {"api":false,
"method":true}

(D =76z % xpuist 23 HEH BRs P9t OLIB debugTraceFlagsS AHBSHR DHIAIL.
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LAItLC O3 COh= "OPS" AE2|X| S2HA 07 HE ALY 2t AEE|X| S2HAE AMEY AEE[X|
SUAE oY 7t540| EELICE

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
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0ff 2: off Cpt eHl= Bl AE2[X| Z22iA M solidfire-san 71 E0| = E2I0|H

=
I
1o
i
2
HA
i
[l

O] Gl = 7HA E1t 0| £ CHA| £ X8H= StorageClasses@t SHH| A =l HHAll= Fo

Trident= 8 & Al AE L

#HEX= 7 E S OF SEEE 80|22 Bo|ZEE Folg &+ JASLICL
o O= 1T-— o— = =0 I_HA:EEO-L: = = = 5 =oHu ype =

o|-a|-| EAlEI A I HHO|| = x-|o| ]I|-°'01|A-| E X 7|E7I-O = J\-IJ:-I0|.L oE AEElxl JI()" EHOH A-II-IEI|_||:|- t Al

7HA E2 of| MO|E|0] UELICE storage MME ATSHMUA|IR. O] Mol L8 AEZ|X| EO| XIN| fHE

=

2Fstn 25 22 <o

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: "4"
zone: us-east-la
type: Gold
- labels:
performance: silver
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cost: "3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: "2"
zone: us-east-1c
type: Bronze
- labels:
performance: silver
cost: "1"

zone: us-east-1d

arameters.selector ZEOM 2t
FLICH MEdst 7HA Z0f| 20| ™o =

CtS StorageClass &2

StorageClass= 2&2
QI&L|ChH

K]

X HM StorageClass(solidfire-gold-four)Zt A HIY 7tA 0| O EILICE O] X2 ZM AFE

Iﬂ:'-ﬁf'_ QAUSH £HERIL|CE Volume Type QoS Last StorageClass(solidfire-silver)s 2M M58
H3ote ZE AER|X| 22 T EYLICL Trident= O 7H4 F0| MEE|R=X| 2ESt D AER[X] @+ A0

EFE| =X =gt

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
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provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2

fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=1

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4

XtAet LiE

ujo
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ONTAP SAN E=2}0|H

ONTAP SAN =2}0|H 712

ONTAP 2! Cloud Volumes ONTAP SAN EZ{0|HE AtE3t0{ ONTAP HHAIEE L M5H=
HHEHOf| CHoH LOEMA|L.

ONTAP SAN EZ2t0[H M|F FHEJLICt
Trident= ONTAP 22{AE{Qt S4E 4= JATF CHS0t Z2 SAN 2E2|X| E20|HE MS LT X[HE[= AM A

2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWrite OncePod
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E2to|t D2EEZ EERE AMA ZEJLXQELCH  RKVElE TR A|AH
'ONTAP-SAN' FCE ESt £=2 RWO, ROX, rwx, RWOP 12l A|AE0| Gi&LC}.
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSONE HZSHIAIR

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

. OO0 L- T
O|E/2 S = Base64 = QAL E|0] Kubernetes 2 2 MEEIL|CH BAlE o] MM e = AM|0|E= XHH SHO| CHst

X|Alo] 2ot FUot THAIYLICE W2t Kubernetes/AE2|X| 22|17t Y 4= U= 22| M8 2 L(ct.

o= T M TH4d

oI Holl X2 S| Yt IAER HEE|= QUS 9Ix2ts Hol RUSHIAIR. HAS I MHE 5 ALB}
.|

At 8 7| E HAE = QIZME ALESI0] ONTAP A= 2t SAIE 4 JUEL|CH MAE FHO|ol|= M| ZEX| OH7H M=t
ZQ
=

* clientCertificate: Base64= Q13

* clientPrivateKey: Base64 - HZAEl 712l 7|2| Q1A El ZrLICE.
A
T

* TrustedCACertificate: A1 2|&t 2l
Z< o] o7 HE HSSHoF gfL|Ct, AMzlgt

XM9| Base64 Q12 ZIULICE A2e = A= CAE ALEdt=
=T = _I?_

=
o =
4 I CAZE AHSEIX QOB 0] Xl

etEel IS 20 = TS BHAZF ZEELIC

1. 22I0|HE QIZM 8l 7|15 WL 4 Al CN(ZEH 0| 5)2 ONTAP ALEXIE HHSH0] ABSHHAIL.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"
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2. ME|E £ A= CAASBSME ONTAP S A0 FIHfLICE 0l AER|X| 22|Xt7} o|o] M2|eh Y 5
UAELICH EHAEE CAZL AFE|X| o™ SAISLICE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>
ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP S AE{0| 22I0|AE AFM & 7|(1EHA)S ZXIFLICH

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

5 MME| OIZSME ALY QIZE HIAESIL|CE. ONTAP 22| LIF> % <SVM 0|E>8 22| LIF IP & SVM
0|20Z H}EL|C},

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"7?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

CARABME 2Lt

rr

6. Base64Z Q1S A, 7| ol AMZ|E 4 Q!

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. 0| Ao M A2 S AHESI0] HAIES M- BtL|Ct,



cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema==

o1 UES YH|O|ESIAHLL XA SES 2| HFLIC

CHE °._|o YHE AE0H/ALE XHE TS 2 HoIE=E 7|Z WA=E & E1|0|E$E = AL IEf O[ZA| 5t AHEX} Ol F
IRZE ALEdtE HAI=E S ME ALESIES E1I0| g An el HEMR e == ALEXL 0| S/2f=
7It.ﬁ9§ fololEgt # UASLICH O 5t 7| ZE 2T WS 1|710f_’ M QIS B S 1ok gufct O

CtS Zest 0f7 HaT EeHEl AO|0|EEl backend.json IS AHESH0 'tridentctl backend update’S A gtL|Ct.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

e

o|He m AE2|X| Z2[XH= HA ONTAPO|IM ArEXte| =S AC|O|Esf{ofF ghifct. 2
= Hll= HH[O|ET} ASLICE ASME 2 HE mf o2 ASME ALEXIA 71 =

O3 ChS HAET AH[O|EE[0f M ASME ASRILICEH 21 ONTAP 22 AE{0M
SME AMME &= AFLICH

©
$0 oo

o

r=d o> 0o ot
oL =21
N 2

-

HACE UHO|ESHE O|0] M & = A4 E
AELICH WoAlE AO|0|E0]| MZ35HH Trident?t ONTAP A=t SAISH &% =
LIEFE LT,

Trident0l| CHSH AF2 X} X| X ONTAP S&HS MMshL|Ct

PrivilegesOi| A 22 slgh [ ONTAP 22|Xt S S AH8Y ZRIt YEE £[A Trident= ONTAP 2&{AH
n

o
dS Y 5 ASLILE Trident WA= 0| AtEXL O|FS EESHH Trident2 ALEXLZL -t ONTAP
S2{AH LS A0 2 S +-RLICH

Trident AR} XI% S8t A0 THet KtAIst LIS S "Trident AE X} XIF 2t 47| HESHIAL.
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ONTAP CLI AtE
1. Ch2 EE 2 ALEsto] Af lehS WLt

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AFEX}0f| CHSE AHE O|E DHEY]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role

<role name\> -application ontapi -application console -authmethod
<password\>

System Manager A2

ONTAP System Manager0| A CtS EHAIE +SHIA| 2.

To* AR X H Ay

a. S{AH EAM AEX XH S W5t H * S2{AH > 4F * S dEgLCH

=

SVM 2ol A AFEXt X|H dAgtsS MMSIHH * AEZ[X| > AEE|X| VM >> AH > ALEXF & g+
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default

snapshotReserve: '10'

C2l0|HE ARSI MMEl D= 289| AL ontap-san Trident= LUN H|EIH|O|E{E £838}7|
2|8 FlexVolofl 10%2| 822 ZIJISILICE LUNE AF2XI7 PVCOIN QA= MEtst 37|12

@ T 2H| NI ELICE Trident= FlexVololl 10%E F7H2ILICHONTAPO|A A2 7Hsot 37|2 BEAIE).
O|XM| AF2XI7t QETH 718 222 AS 4= USL|CE £ 0| HAO R QI8 AtE 7Hs st Z7t0| 2HH 5|
2| X| gH= $FLUNO| 87| ME0| E|l= ZS WX[E £ JAELICH. ONTAP-SAN-AX|0fl= HEL|X|

LS — —

45 LICE
2 HOo|St= WA= AL snapshotReserve Tridente= CHE 1t 20| 28 37|E AAFetL|CH
Total volume size = [ (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

Trident FlexVol 0l £715t= 10%RILICt. snapshotReserve = 5%, PVC 248 =5GiB2 22 &£ =8 37|=
5.79GiBO|11 A2 7ts¢ 37|= 5.5GIBYLIC . volume show HHES MAMSHH CH2 0f|2t H|st 2
HA|ELICE

Aggregate State Size Available

_pvc_89f1cl56_3801_4ded4_979d_034d54c39574

online RW 18GB
_pvc_ed42ecbfe_3baa_4af6_996d_134adbbbB8ebd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.
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ONTAP SANZ2| of

Ciet DNS 0|52 X[EY AS FSLIC

1

storageDriverName:

version:

ontap-san

managementLIF: 10.0.0.1
svm: svm _iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin
password: <password>
MetroCluster 0|
Mgt gl Mot Fof M= HolE 5O = H|0|EY
=,
ATt AQIX| R Y ALIK|HO| FL

svm 0| E S L33t 25Ut

1

storageDriverName:

version:
ontap-san
192.168.1.66

vsadmin

managementLIF:
username:

password: password
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

ASAM 7|8 152l of

Ol 712 7+ O4|0f|A| clientCertificate, clientPrivateKey, ¥ trustedCACertificate (AEIE
& A= CAE MESH= 22 ME Agh = off Y ELICH backend. json O2|11 2t2F 22I0|HE QIS A, 712!
7| & ME|E £ Q= CAQIBS A base64Z QAT E ZHS AP THLILCE

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz



QrdtsE CHAP O

O] il M= & AHESHH MAEES MLt usecuar & 2 BHELICH true.

ONTAP SAN CHAPZS]| o

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SAN 0|2 =0] CHAPZ2| 0f

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP 0f

ONTAP HAIE0|A NVMeZE 7LHEl SVMO| QL0{0F BFL|CE. NVMe/TCPO| CHot 7| & Bl = 1 IL|C},

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

FCP(SCSI over FC) 0|

ONTAP HA =0 M FCZ SVME F+ddtiof RfLICt. FCOf| CHet 7|2 #All= g LIt

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true



nameTemplateO| ZaHEl HHollE 714 of

version: 1

storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>

svm: svmO

username: <admin>

password: <password>

defaults:
nameTemplate:

"{{.volume.Name}}

lume.RequestName} } "

labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}}

ONTAP-SAN-O|Z.-0] =E2}0|H 0| et SM of

version: 1
storageDriverName:
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:

formatOptions: -E nodiscard

7t 22| Hll= of
of2{ct uHll = Fo| md MEM= &t Z2 ZE AE

S, spaceAllocation HAY A2, &

Trident= "Comments" ’1":01| OIZH|NY gojl22 HHe
2 AEE|X| SECE EX[EL|CH HolE

Al 7hg 20 e 2E B0l=

=522 oSS Elo|28= ’ggl%* = ASLIC.
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{{.labels.cluster}}

ontap-san-economy

2|X| 20| chisf £EF 7|2
encryption A4

{{.volume.Namespace}}

_{{.vo\

{{.volume.RequestName}}"

20| MHEILICt spaceReserve

2. 7t E22 AEE|X] MMof| FoEL|Ct
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L|C}. FlexVol volume Trident0l| A10| M= 22
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O| Oflofl M= LB AER|X| E0| AHHHOZ MHELICI spaceReserve, spaceAllocation, % encryption

PE E2 7|2US HYAGLIC.
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SAN ZH| o

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP 0

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

#oll = £ StorageClassesOil DHZ LI}

CtS StorageClass o= S XS A|R JHAr Zof W= 0. & A-BELICE parameters.selector HEON
Z} StorageClass= 282 @AHS= O ALY &= U= 7t 22 = EEL|C MEiS 714 20 280 Hol=o
91%'4 Ct,
. EELQ!EH—“J protectlon gold StorageClass= 2| & x| 7H4 Z0f| OHEELIC ontap-san MAE, SE
Y 2 7|58 M3ots fYct SLICH
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* £ Z=/eLICt protection-not-gold StorageClass= 2| & HMY S | HI| 7tA =

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

=B =0f| OHE ElL|C} ontap-
HAE. Z 0|29 Bz &S MSdt= Rt SYLIC

san il

« £ 22I8LICt app-mysqldb StorageClass= 2| M| Hm| 7+
mysq|ld ot 2
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

F 20| OHE E/L|C} ontap-san-economy BHAIE.
L OO0 ol

=
b 7& Yol chet AE2(X| E 7S MSsts KL FYLICE

= "1

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

£ Z2&/8LICt protection-silver-creditpoints-20k StorageClasst= 2| & HM| 7tA Z0f| Oj T EL|CH

ontap-san A= MH 2|# H3 5l 20,000Z2E MES K 3st= st SLILCL.



apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

o

rir

* £ Z=/SLIC} creditpoints-5k StorageClass= 2| M| HIY 7HAF Z0f| BN ELICH ontap-san O
oIl = S | Il 7kAF ERILICH ontap-san-economy #AE, 5000 22X EQIEE HRe st E

=
Me| ALt

T

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* £ 2Lt my-test-app-sc StorageClass 7} 0| WY EILIC} testapp 2| 7t ZRLICt ontap-san £
AMESIH 2HELICE sanType: nvme. 0| A2 KT E NMIHJULICH testapp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident= O 7HA Z0| MEHE|=X] ZFSt0 AEE|X| @F AFY0| ZFE|=X| &elgct.

ONTAP NAS E=2}0|H

ONTAP NAS =210|H 72
ONTAP % Cloud Volumes ONTAP NAS EZ0|HHE A2t ONTAP HHAIEE 1M St

rr
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Trident= ONTAP 22 AEQI EAE £ QIZ 2 [}

22 NAS AEZ|X| E2I0|HE MISELICH X|HEl= HM|A

2 E = ReadWriteOnce(RWO), ReadOnlyMany(ROX), ReadWriteMany(rwx), ReadWriteOncePod
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Trident WA= MO A= A|AEIO| AFXELD X ¥ 'R?f AELICtH MEHE I ontap-nas 2A]
storageDriverName Trident AFX A|ARIZ XSO 2 ZEX|EL|CT.

QT Atet
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TZH|NY S Qs ZH| &XSHUAIL.

ONTAP HAlEES QIZtL|Ct

Trident= ONTAP HAIEE Q5 st= & 7HX| ZEE N ZEL|C.

Hot 219l
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version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSONS E XA

"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

—
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A7 8 7|E WIS AFME ALBSI0] ONTAP M= of SAIEH 4 LTt el = Folol= Al 7HX] oh7h 47t
2

* clientCertificate: Base642 QI3
* clientPrivateKey: Base64 - HZEZl 70!
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1. 220|HE QM & 7|15 WLt 4 Al CN(ZEH 0| 5)2 ONTAP ALEXIE HHSH0] QAFBSIHAIL.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0O=NetApp/CN=vsadmin"

2. M2|g & A= CAUAEME ONTAP 2 AE{0]| F=IHEHLICE Ol= AE2[X| 22|X}7} 00| M2|sh A %=
UAELICH EHAEE CAZ} AFEE|X| QoM SAIRILCE

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP S2{AE{0]| 22I0|AE ASM X 7|(1EHA)E XIFLICH

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

rio

SteX| ehelgfLct.

4. ONTAP H9t 27191 %{80] AIZ A ¢!

0l

HFEH
od

o

N

security login create -user-or—-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. MYE QIBZME AFBSI0] @15 S E|AERL|CH ONTAP 22| LIF> % <SVM 0|§>2 22| LIF IP % SVM
0|29 Z HFEL|C} LIFS| MH|A H*H0| 'default-data-management’ 2 ™ E| Q=X| 2Ql8lof hL|Ct,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64Z QIE A, 7| L A=Y & A= CAASME TG HLICE



base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. O CHAIO|M R 2 S ArE5He] MM ES WLt

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident
S it Fommmmememeememe= Fommmmmmroorrrrrrrrre e me s e e
Pommmmm== P +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
Fommmmmmemm== e o csseseses s s s s e
Fommmmm== o= +
| NasBackend | ontap-nas | 98el9b74-aecT-4a3d-8dcf-128e5033b214 |
online | 9 |
Fommmmmmmomme Fommemememeoomom= Fommmmmmemoososorrenesmemememeoememmm o
tomm - e

oI5 LY S YH|0|EStAHLE 1A SFS | ™MLt

CIO|EE & AELICE o[ A S5 ALEX} 0|2

= 215 SYUS AESHAHL X2 SEE 2Tt E 7|&E HAES =
I%=E Af%&t HACE ASME AMESIEE HHO|ES 4= AL IS ME AE3H= MAE= AR 0| B/

1
mw

7H9to = OOl EY 4= USLICEH O[HA St2{H 7| & 21T WHE MAHSH M 21F WS F=Itsiof gfL|ct O
of T4 07 Ha7F ZobEl AH|0|EE backend.json THY S ALERILICH tridentctl update
backend.

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas"
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +
| NAME | STORAGE DRIVER | UUID
STATE | VOLUMES |
e ittt e ittt b o
T e i+
| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |
R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

AT E oM o AE2|X| PE| K= HA ONTAPOIM AH8XIS| &= S 4T|0| EdHof BiLiCt. O

(D) EviE s gHOI=T s LTk B NS s uf ofel IBNE NE ol 371 2
UBLICE 121 kS A=} AC|0|EE(0f Af @IFME ASTLIC 12/B ONTAP S2{AE{0) A
O QISME MHE 4 UBLIC.

- O =2 T M-+

HHAIEE OO0 EsH e 00| MM E S50 Chet AMAT STHE|AHLE O|F0f| MMEl =& AZ &S 0/X|X|
USLICH A UHO[EO| HB5IH Trident’t ONTAP A=t SHGIH 2 2& HAUS M2 = AS2S

LIEFE LT,

PrivilegesOll M 2 S 2SI ONTAP Z2|A} S22 AEY LRIt YEE %A Trident2 ONTAP 22 AH
o2 MM & QIELICE Trident BHAI= M0 AF2X} 0|52 E8SHH Trident2 A X7 A A5 ONTAP
%E1¢E1 ‘E'.%*c’ A8t RS et

H= T od

Trident AFSX} X7 et o] Chst XEMISt LI82 & "Trident AFE X} X[ S MHT7["HZSHYAIL.
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ONTAP CLI AtE

1. Ct2 HES A3 M Fg S ddgLct.

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident AFEX}0f| CHSE AHE O|E DHEY]:

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3. AYS AHEXtolA| oHE:

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager AtS

ONTAP System Manager0| A CtS EHAIE +SHIA| 2.
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LHELHZ| #&lof| 2X[3h= S=0] §IOH MM AT AR ELICE.

of

F 7R 8 S92 AEHOF FLICH ChZ2 W= Folo| o YLCt.

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

0| 7|52 ALBE Th= SVMO| RE DA LS CIDR 220l 7|2 AALE HM)S 585t
() oA2zme A s o|xo MHE AATLE FMO| QK| EHleHoF BLICH Trident HE SVME

AFE3I2{H T4 NetApp HE 2 A2 S MEHAL.
Ch22 f12 HIE ALE3HH 0] 7|50] 2tS3sh= YAl cist @ LICt.

* autoExportPolicy 7t 2 MHEE[N true JYESLICE O|= TridentO] SYMO]| CH3H O] BHAIEE T = H|X ' El 2}
=S50 ot AAZIE HMZ sym1 WMt FA SFS AESHH #& F71 9 MAXE autoexportCIDRs
Me|gL|Ct SE0| 2o HAE mW7tX| 2 &2 74! gl0| ¢l AAZE MMZ ARSI SEOf st JX| gt=
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° 0| =9 L3 25U Ch
* BHRIE YUID 403b5326-8482-40dB-96d0-d83fb3f4daec

* autoExportPolicy 2 MEBILICt true

AE2|X] HEAMRULICE trident

= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159¢c1c

O|£0| Trident_PVC_a79bcf5f 7b6d_4a40 9876 e2551f159¢c1cQ! FlexVol gtreelf| CHet AATLE
A 0|20]| QI gtreed| CH$t trident-403b5326-8482-40db96d0-d83fb3f4daec WALE
I-IxH

trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc SVMO| EHE Hl AAX
trident empty A4AMBIL|C} FlexVol AARE MM HI2 gtree AALE HHHof| ZTte @
ArQ| ZIto] ElLICh. Bl LIELY7| ML HZAL|X| ofe DE 2F0A ChA| AFRELIC

2
10 nijo

X
%

rin |m

—_ 11—
LICH HOE|X| §42 ELR Trident= XX 20| U= BE HY HRQ |RLIFHAE FAE AA S &
Itk

. autoExportCIDRs T SE SES EASLICL o] HEE= MEY AtZO|H 7|[2X O 2 ['0.0.0.0/0", ":/0"]

Ol Oflofl A= 192.168.0.0/24 2 37t0| H|SELICE O]= HHS0| Y= 0] FA t“$|01I 6%'— Kubernetes .= E
IP7} TridentOf| Al MM St= AATE HHMOf| FItEICHE S LIEFHALICE Tridents AEHE CESEY M =9
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ZO{X|X| ¥ % Zolsfjof BtL|Ct. BHA=0f| CHH 'autoExportPolicy’' S AF26HX| Y= “"* ot 30 = YHE
I-HELH7| ’éﬂ’ﬂ.*gi =0tz £ QUELICEH O A ot2{™ sl = 40| A 'exportPolicy’ IJH7H HE MAEGOF gLt
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

LEIFMAEE Tridents ZE AATE HMS 2iQISH0 L =0f s SH= MM A 7FEIS HAHELICE Trident=
e 2= MAE O] LIELT| HMO|M O] L= IPS MAHSHH S2{AES| M =20|M 0] IPE TAFESHK| 8= ot 2%
Or2EE YX|RLC).

L HAEE = HUH|O|ESHH tridentctl update backend TridentOf|A| AATE HMS
tso = 2eElg = UASLICE o[ A 5tH HRtt 22 WAlE9| UUID A gtree O|E2 HA HHEE T 7H| M
MAELICEH 20| U= EE2 OH2E SHMRUCHIt CHA| OFR2ESHH M2 MME AATE MMS

AtERiLCE.

AHotH SHO=Z MEE 27| YHMO| AK|EL|Ct.

() & Belsls sl w0l g ol
= H2|E|of A A2 ZE Hrjo| MAEL|CH

OIS 7 ChA| A4A |31 =7} Af 2o

2t0|E L E9| |P AT} YOIO|EE|H - 20i| M Trident PodE CHA| A|ZFSHOF ©FL|C 13 CHE Trident:= O] IP $HE
AMeE HHEoEE 2a|ots MAl=of CHet LHELHY| XS Yoo ERLICE.

— - 1 L——

2t SH £ A23t0{ SMB 282 Z2H|MdY = AELIC ontap-nas S2H0[H.

ONTAP 2Z2|0|A 2HAHE 9|2t SMB 2&S 4-d5t2{H SVMO|IA NFS 3! SMB/CIFS
DZ2EZEZ 5 7 M0 ontap-nas-economy SLICE O £ T2EE F SILIE LMK YoM

@ SMB £& Mdofl ZmgfLict.

autoExportPolicy SMB 2&0l= 7t X| &= X| t&LICE.
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SMB 2= Z2H|Xd5I2{H HA LHZ &=0| A0{0F LT},

* Linux ZIEZ2{ E % Windows Server 20222 Al&i5l= Windows ZX}
Trident= Windows = E0| AT M3l E|= Pod0]| OFREE SMB 2&2 II%QLl Ef.

* Active Directory Xt ZHO| ZL&HEl Trident S 7t StLt O] & UESLICH H|Y MHSHT| smbereds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windows MH|AZ FHEl CSI ZEA| E FHELICH “csi-proxy’ & EESHYAIR "GitHub:CSI ZEA|" EE&
"GitHub: Windows& CSI ZZA|" WindowsOl|A| A& E|= Kubernetes ==2| Z2:

|
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. MF SAa0| FAHE FIfetct

FIISICE trident .netapp.io/smbShareAdUser H9t SMBE 23 QI0| AEE &~ JUTE AEZ[X|
SeA0| FM S FIFLICEH FAM0f| X[™-E AFEX} 2f trident .netapp.io/smbShareAdUser AFEX}

O|E0] X|HE A1t SLHOF BLICE smbcreds HHRYLICE CHS & StLEE MEfS &~ USLICH
CC =

smbShareAdUserPermission: full control, change, === read. full control.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret—-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PvCE 4dgct

CHE OflMI0l M= PVCE M etLCt.
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"
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Trident 0| ™2|&fL|Ct. snapshotReserve TA| 2E0I| et HESE LIEFH ZXIULICE 0|2 MEE[X|
%ELICE ontap-nas-economy . & YA S AotEHH CHS O E & XSHM( K.

2 mjo

Ok ORI Mjo ot

FO 1% 52 M

o
—
o
[
o

% I

rlo

CtZa Z&Lct.

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

OlA 283t 5GIBRLICE volume show BES AESIH CHS 0|} H|=ot A0}t EA|ELICE
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qurpgaxP

Vserver

Volume

_B9f1cl56_ 3831 4ded4 9f9d
online

eB372153_9ad9_474a_951a
online

—_pvc

_pvC_

2 entries were displayed.

&34d54L3951J

Rw 18GB
_BBael5elc@ba

RW

O|™ dx|Q 7| & HHoll= E Trident 2 32{|0|= A] 2I0|A HHSHCHE EES TEH|XJELICt F20|= Hoj|
MMot 280 22, HE A S XMEsl2{H 28 37|12 ZFdlof gLICE ol £0{, 2GiB PVCe| &2
snapshotReserve=50 o|Xofl= 1GiBS] M7| Its 372 MBsts 280| MM JSLICL OE E0 28 IVIE
3GIBE XX3stH 0l Z2[7|0| M2 6GiB 2F0|A 3GiBS| 47| 7t5 222 iFEoHI gLt
A& 7ol of
CHS oo M= CHE 22| 07 Ha4E 7|20 R T 7|2 A4 2 20 FELICH 0|= WA =S Holst= 71 4|2
BFEHQIL|CE

Trident?} = NetApp ONTAPO||Al Amazon FSxE AtE3dt= AL IP =4 A LIFO| cigt DNS

0|2 XIFst= Zo| ESLICH.

ONTAP NAS ZH| = of

1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm nfs

version:

svm:
username: vsadmin

password: password

ONTAP NAS FlexGroup

1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm nfs

version:

svm:
username: vsadmin

password: password
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MetroCluster 0|

U e S0 HAll= YOI +F22 YUHO|EY ERIL YR MAEE FHY = ASLILE "SVM =5 &l

[
n

JrrA

- ot

ST AQX|QH Gl AQX|EHO| AR E AIE8I0 SVMS X|HBILICt managementLIF S AM2ketL|Ct
dataLIF % svm O47H H~ 0|2 EH OS2t Z&L|CH

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB =E&2| o L|Ct

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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ASAM 7|8 152l of

Ol %A dlE MOl |RQULICH clientCertificate, clientPrivateKey, %
trustedCACertificate (ME[E 4 U= CAE MESH= B2 ME AtEh = off M ELICE backend. json
2|1 24ZF 2210|HE QS A, 742l 7| 8l ME|E 4 Q= CA Q1B A Q| base64Z QDL = 42 AL SILICH

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXR0ZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

1S AAZE HHo| of

I O:HO‘”A'II_ Trldent()"A-l Ex‘| OﬂJKEE Iﬁng Al-ﬂ'é‘l-():' OﬂJKEE IﬁtHO Xl-EOE AHA‘| |:|x| ‘_';}E|°|' E '6|-E
S B0 ELICE 9 ontap-nas-flexgroup E2I0[HO|E SYSHA ontap-nas-economy &S gL|CH.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv6 =4 O

Ol ool A= E B ELICt managementLIF IPv6 2 ALE.

version: 1
storageDriverName: ontap-nas

backendName: nas ipv6 backend

managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipvé6

svm: nas_1ipv6 svm

username: vsadmin

password: password

SMB 228 A25l= ONTAPE Amazon FSx2| 0f

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

= 22/&LIL} smbShare SMB £E&S A3 ONTAPE FSxOf| OH7H H=7F HRelL|Cf.
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nameTemplateO| ZaHEl HHollE 714 of

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Of2 EA|E MZ uHoll= Mol mUof|M oF 22 BE AEZ|X| E0f et EX 72740 MHEIL|C} spaceReserve
918, spaceAllocation HAY B2, U encryption AXNY mf. 74 E2 AEZ|X| MMof| Ho|ElLICE.

Trident= "Comments" ZE0f| ZZH|X'Y 20|22 E™ELICH AH2 9 FlexVol ontap-nas E& 9
FlexGroupOll ontap-nas- flexgroup HHYEILICE Trident= ZEH|X'Y Al 714 E0| )l 2ZE 20|22
AEE[X| SEO| SXMLICH MO E @of AEE|X| HE|Xt= 7t E 2 O SEEE 20|22 20|28 E Holgd +
olAL|C}

M- .

Ol o= YR AEE|X| EO| AHAMOE MM EILICI spaceReserve, spaceAllocation, ™ encryption

PE E2 7|2US MHYAR LI
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ONTAP NASZ2| of

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin
password: <passwo
nfsMountOptions:
defaults:

: ontap—-nas
.0.0.1

rd>
nfsvers=4

spaceReserve: none

encryption: "false"

gosPolicy: standard

labels:

store: nas store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:

app: msoffice

cost: "100"

zone: us_east la

defaults:

spaceReserve: volume

encryption:

"true"

unixPermissions: "0755"

adaptiveQosPolicy: adaptive-premium

- labels:
app: slack
cost: "75"

zone: us_east 1b

defaults:

spaceReserve . none

encryption:

"true"

unixPermissions: "0755"

- labels:
department:

legal

creditpoints: "5000"
zone: us_east 1b

defaults:

spaceReserve: none

encryption:

"true"

unixPermissions: "0755"

- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup?| of

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

100



ONTAP NAS ZH = of

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"
unixPermissions: "0775"

#oll = £ StorageClassesOil DHZ tL|C}

=

CIS StorageClass M2l = 2 ISR 7HAF Z0| HHll= o, E MEBYLICI parameters.selector EEOA
2t StorageClass= 2852 @ARSH= Ol AFBY = U= 7t E2 = ZLLICEH MENSH 7t Z0| 2&0] ™ol= o

ALt

rr

* £ =gt protection-gold StorageClass= 2| & HI| 3l &= Hul 71 Z0f| 0 ELICH ontap-nas-
L

o
flexgroup HAE, SE 2H B 7|52 M3t /st 2

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=gold"

fsType: "ext4d"

* E Z=/gLICt protection-not-gold StorageClass= 2| M| #Hf 5! 4| Huf 7tA Z0f| B ZELIC ontap-

o
2| o
nas-flexgroup HAE. 2 0[29 B +F& N S5t= Rt S|LICH

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

2l8tL|C} app-mysqldb StorageClass= 2| Ul HuY 7t Z0f| HHELICt ontap-nas WA E. mysqldb
mo|

Hofl thet 2E2|X] E S MSsts fEc SLIL

0 M
02t
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* E 5 E8LICt protection-silver-creditpoints-20k StorageClass=

Of M|
ontap-nas-flexgroup WA=, AH 2{|# 2% 5! 20,000E 2 E MEE HIdt= L

7tet Zof oLt
Ol'é'

o
FEYLICE

apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata:
name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

A=, 5000 2|H ZRIES HRot RS E A1H|*° L

£ 2&/8LIC}t creditpoints-5k StorageClasse= 2| M| #HIf 7tA E0f| O ELICH ontap-nas 2| HAIE 5l
& i 7t EQJLICH ontap-nas-economy WA=, C}.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io

parameters:
selector: "creditpoints=5000"

fsType: "ext4d"
Trident= O 7hal E0| MEE|RI=X] 2Fst AEE|X| @7 AFY0| EFE|=X| gelgLct.
YUOIO|E dataLIiF 7| 248 =

X7 74 013 BES HAHSHO Af #AlE JSON IHUol| HO|O|EE HIO|E| LIFE HMBE 4= YELICE

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>
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(D PVC7} StLt 2= 0f2] 71| Podofl AZE 32, MZ2 C|0[E LIF7t HEE[2H dligst= ZE Pod
= LhS CHAl 25120k gLt

HOt SMB 0| Al

ontap-nas S2L0|HS ALR%H Hol= 71

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas-economy E2I0|HE ALE3t #HollE 1M

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas E2I0|HE AtEot AEE[X] S2HA Of|A|

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

(D FIMERX| 2QISHMR annotations 29t SMBE &MstetL|Ct EHQF SMBE Hiol=
e

AN
SFE T4 2AG0| =4 glol= HSdHX| g5LILt.

ontap-nas-economy E2t0|HHE A% AEZ|X| E2iA OfH

CC

4

= PVCO|
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

£t AD AFEZIL L= PVC O

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

C2{ AD AFEXt7t U= PVC O
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

NetApp ONTAPE Amazon FSx

Trident= Amazon FSx for NetApp ONTAP2t &7 A28 EAA|L

"NetApp ONTAPE Amazon FSx" NetApp ONTAP AE2|X| 2 N|H|7t H3st= o
MAE-IIQ Al'c'sH-5|.—| AIz‘sH'c'iI- 2= QI = 2ftH 0|-7'|| _Tl_|-E|E| = AWS A—||:||¢OI|__||:|._ ONTAPE FSX=

_/ L= "1

AFSI21 S5 3 NetApp 715, 445 9 2| 7|52 T=ets SAlol, AWSO Clo|EIS
RZSH O M2 e s, DIE, ot SES B8 4 YALICH ONTAPS FSXE
r

—_ L I_
ONTAP It A|AH |'_ e I"}E| APIE X|&gL|C
Amazon FSx for NetApp ONTAP It A|AEIS Trident2l £85I Amazon EKS(Elastic Kubernetes
Service)dl|A] AHE[= Kubernetes 22{AE{7F ONTAPOIAN X|st= 28 A OtY JF EES T2H|XMLE &
ULE & 5 JYSLICH

o A|AELE2 Amazon FSxQ| £ 2[2A0|H, Ol AL ONTAP 22{AE 9t QARIL|CE 2F SVM L0 A T

A AEI oY EHE XESH= C|0|Ef ZH|0|LAQl StLt o[ Mol 2EES MMe & JELICH Amazon FSx for
NetApp ONTAPS Z2IRE0A 22|y MY A|ARIOZ XS EILICH MZ2 T A|AH S * NetApp ONTAP *
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2ta gLt

TridentE Amazon FSx for NetApp ONTAP2t 2HH| A& SHH Amazon EKS(Elastic Kubernetes Service)Of| A
HYE| = Kubernetes 22{AE 7} ONTAPO|M X5tz £ Y It J4 SES Z2H[NIYE = JASLICL

27 At
"Trident @ AFEH"FSx for ONTAPZ Trident?t E¢tst2{H C20| Ze$hL|C}

* kubbtlO| AX|E 7|= Amazon EKS 22{AH E= XH4| 22| Kubernetes 22{AH

=
=
* SHAEQ| ZAX LEOf| M HET 4

A 2 Q= NetApp ONTAP IHY A|ARIE 7|ZE Amazon FSx 2 SVM(Storage
Virtual Machine).

* of| i F=H|=l ZAX} L EQILICH 'NFS EE= iSCSI".

@ Amazon Linux % Ubuntu0l| 223t .. = F=H| HHAIE m2tof 2HLICt "Amazon Machine
Images(OtOHE A1 O|0[X])" (AMI) EKS AMI &0 w2t CHEL|Ct.

3 Abgt
* SMB EE&:

° SMB 282 E M85t XA ELICt ontap-nas E2t0[H T SHE

o

° Trident EKS OHE20{| M= SMB £&0| X|¥=|X| &LICH
° Trident= Windows = E0{M2H ALl = Pod0i| OF2EE SMB 282 XIJLICL XiAet LI82 2 "SMB
Z& Z2H|NI S flet ZH|" XYM,

* Trident 24.02 O|F0f|= XI5 20| EASHEl Amazon FSx IH A|AEINA MMEl 222 TridentOl| A AbH|E
o UAAJESLICE Trident 24.02 0| &0l A O 2HE LX[SI{H fsxFilesystemID AWS FSx for ONTAPL]

sHAll = 1M IO, AWS, apikey AWS apiRegion % AWSE secretKey K| ™ EL|CT

= 8%, apiKey U secretkey HEE HA|IMOZ Tridentd|

u ]
o
X|E5HA| 850t ElL|Ct apiRegion. RSt LIE2 & "ONTAP 74 =4 5L Of|H|E

TridentOf| IAM S&2 X|Hst= EL

FSX'ERSHIA2.

Trident SAN/iSCSI 2! EBS-CSI E20|H] SA| AF2

AWS(EKS, ROSA, EC2 £ &= 7|Ef QIAEIA)O|| A ontap-san E20[H(0]l: iISCSI)E AtEdt2{e AR 50| 2Rt
Ct= AZ 40| Amazon Elastic Block Store(EBS) CSI E20|Het =8 4~ Q&LICH SYUsH =20 = EBS
CIASE Weliohx| 1 HE[IA 7|58 E&6H{ T HE|IHA HHo|AM EBSE M 2ldioF gLICE. o] oo M= CHE22

HOELICH multipath.conf EBS CIAIE CHE HZ0|A XMQISHHA T2 Trident ™2 T ots= oHY:
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defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

ol
—

Ol

Trident= & 7tX| @15 2EE MSELICH

* XA B 71gH(HE): &

|
—
THE ALEAIE MEE

BEE AWS Secrets Manager0ll 2t SHA| M EELICEH DY A|AR E= SVYMO|
ol A
=

UESLICE fsxadmin vsadmin .

TridentS SVM AF2XIE Meistr{Lt SUet Hetg J17l CH2 0|29| AFRXIE AdlsHo}

@ vsadmin BL|Ct Amazon FSx for NetApp ONTAPOll= £sxadmin ONTAP SZAE ALXHE
HBHE O R LHIBHE ALSXEZH admin UALICE Trident®t 8| S AH8BHS vsadmin ZO|
ZE5L|C

* QS 7|8k Trident2 SVMOI| 2X[E ASME AHESHH FSx It A| AR SVM2t SLIRL(CE
OIS g-gotol CHet XtMIS LHE2 E2t0[H R0l tiet Q1S5S E=otHAl2.

* "ONTAP NAS 213"

* "ONTAP SAN 213"
EH|AEE otopE M4l o[o|X|(AMI)

EKS 2 AHE CHYot 28 HIME XIZSHRIZE AWSE ZE|0| % EKSO| CHs £ AMI(Amazon Machine
Images)E £| MU ELICE CHS AMIE NetApp Trident 25.020{| Al H|AEE|A&L|Ct.

otoj NAS NAS - Z2H¥ iSCSI iSCSI Z2H|
AL2023 x86 64 ST o ol o o
ANDARDE

A ZSHUAIR

AL2 x86 645 of oll off * off *
RSN R

BOTTLEROCKET x of* of sk ole st ole
86 642

KRS

AL2023 ARM 64 S o o o o
TANDARDE

HESHIAR
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AL2_ARM_645 oo o off * off *
HZoIHAIR
BOTTLEROCKET_A of**

RM_642
ERSHIAR

=2
=t
o
£Q
ojo
=
on
£
Olo

« % LEE TYA|RSIX] 1= PVE AK|E

* ** Trident ¥ 25.020{| A= NFSv3e} =t

@ 8= AMIZE Of7|0]| LIEE|X| o2 AR K| E|X| =LCt= o|0|= OFL|CE thad| HIAEE HX|X|
ootS 2 QINJEILICY. 0| 222 AMIZ} XHS o Sl T3t 7jo|= ejere ct

* L2 MBS0 3T HIAE:

* EKS H%: 1.32

* AKX &H: Helm 25.06 % AWS =7} 7|5 25.06

* NASQ| AL NFSv32t NFSv4.10| 25 E|AEE|AELICE

* SAN M & iSCSl= HAEEROMH NVMe-oF = HIAEE|X| UtELICE
* SHEEHAE >

* MM XE ZEA, PVC, POD

* AH|: Pod, PVC(Y L gtree/LUN — ZX|A, NAS2H AWS HHi 1)

KEMISE LIS 2RlStH AR

—

* "NetApp ONTAP-E Amazon FSx 2A{"
* "NetApp ONTAPZ Amazon FSx 221 HA|2"
IAM =gt 5l AWS SecretS MM EHL|C

AWS X}Z ZHE HA|HOZ N|26t= LA AWS IAM E&tZ 21Z535L0 Kubernetes Pod2
TS AWS 2| AA0]| HMATE 4= QUELICE

(D AWSIAM =22 AFZ3H0] Q15 012{B EKSE ALB310] Kuberetes 22{AE|S F&sH0F BLICH,

AWS Secrets Manager 2= S M ALt

Trident= AFEXLE QIS AEZ|X| 22| E I8 FSx 7H&t MHO|| CHsl APIE %@OFDE O|E {lsh X154 B3HO|
TLICE o|2{st XtH ZHS M= otXot BHH 2 AWS Secrets Manager & MROPE ZRALICE 2t
O}Z] A|&H0| = AL vsadmin A& Q| XtH =HHo| TEHElI AWS Secrets Manager MeljoF grL(Ct.

0| 0|0l M= Trident CSI Xt

ih)
0I>1
rulo
Rin}
ozt
o
i

2I$t AWS Secrets Manager &= S MM SHL|CE.
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html
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https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/
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https://www.netapp.com/blog/amazon-fsx-for-netapp-ontap/

aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAM B2 MaBtLCt

TridentS SHI=H| 2&5t2{H AWS ot LI} [MEtM Tridentol] 2R AHE TS F0{5t= S
2H=0{0F BfL(Ct.

Lt ool M= AWS CLIE AHE3H0] IAM XS H-detLCt,
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy

-document file://policy.json

—-—description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

* Z™ JSON of *:

1M



"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

MH|A AE HZ(IRSA)S 22t Pod ID = 1AM HE 4
Kubernetes AMH|A A 0| EKS Pod IdentityS AtE3t= AWS Identity and Access Management(IAM) &gt EE=

MH|A 7S S1Z(IRSA)S D3t IAM HES BES T3 & UALICH AH|A AHS AFBOHEE 24E 2E Pods
szt oizoll AL BH0] QU= BE AWS MH|20) HNAZ 2 gLC
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L= Ofo|HIE|E|

Amazon EKS Pod Identity @22 Amazon EC2 QIAEIA TZEO0| Amazon EC2 QIAE A0 X1H SEHS
HZshs LAlnt SALSHA o Z2|AH|0| M| Xt ZHE 22|5h= 7|52 M3ELICH

EKS 22{AE0| Pod Identity & X|:

AWS

rHI

e
=

o

Soll tE= CH2 AWS CLI HZE S AL2310] Pod IDE Mde 5= ASLICH

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

iMlst 22 L2 HZHMIR. "Amazon EKS Pod Identity Agent 273" .
trust-relationship.jsonS A stL|C}:

EKS MH|A X7t Pod IdentityOl| CHS O] &S 3eh &~ QU trust-relationship.json IHY S MA5HM| 2.
Al

a2 O O MR FHE ALEOte JEs

aws ilam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json It :

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"
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https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html
https://docs.aws.amazon.com/eks/latest/userguide/pod-id-agent-setup.html

aws iam attach-role-policy \
—--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy

-—-role-name fsxn-csi-role

TC D HZ MAM:

IAM SE 3t Trident AH|A 7| M (trident-controller) 2t Pod ID HZ S A A gL |Ct

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

MH|A AH AZ(IRSA)S 28t IAM SE
AWS CLI AHE:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json It: *

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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MAONM CFS 42 trust-relationship.json YHI0|ERIL|CY,

* * <account_id>* - AWS A& ID

* * <oidc_provider> * - EKS 22{AE{2| OIDC. LS8 23t oidc_providerE 7tHE = JASLILCL

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\

-—output text | sed -e "s/“https:\/\///"

* 1AM HMof| IAM g AE *:

HH0| WHEH CHS BHS A0 YH(9 THA0M THE FH)S ol AZ Lt

—_

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

* OICD BTt HZEIAUER 2ol *

OIDC S&XI7t S2{AE{2t HEE0| JA=X| 2ALL|CL CHS HES ArEsHe 2ele = ASLIC
aws iam list-open-id-connect-providers | grep $Soidc id | cut -d "/" -f4
E=30| H|0] Y= 2R CHS HHES AH83H0] IAM OIDCE S AE{0f| HZ LT

eksctl utils associate-iam-oidc-provider --cluster Scluster name
-—approve

eksctlS AHE3H= 42 L3 Ol AL83H0 EKSQ| MH|A AH|IHof| ChHet IAM HE S HdstM K.

=

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

TridentS M X|gfL|C}

Trident2 KubernetesOl|A] Amazon FSx for NetApp ONTAP AE2|X| &2|E ZtA 351K
JHE Xt 22| Xt7t O Z2[AO|M f50f| HEY & JAEE K| gL|Ch

2 Ul F SILIE ALE5HY TridentE &% 4= JUELICH
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AR 7| SE AMEOIE CSI AR AHE
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LICH FZSHYAI2.

HelmS £l TridentS A X|gfL|C}

EH HERS

PS|
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https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html

L= Ofo|HIE|E|

1. Trident Helm XZ&tA 27}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. C}2 Ol E AFE3HY] TridentE MXISHM|R.

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

-

HHZ A6 0|8, HIYAHO|A KtE, ME, A HHE U X HSQ 22 MX| JE HEHE HES
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

AH|A AH HZE(IRSA)

1. Trident Helm X &4 =7}

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 22RE SIS U 22 E ID*of| Chet ZtE AE et

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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HHZ ARSI O|F, HIYAHO|A XtE, MElf, A HHE 3 3 Hot 22 MX| N7 HEHE HES
helm list USLICE

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

iISCSIE AtE3t2{H 2210|HE HAI0|A iSCSIZH 2ASHE|0] UY=X| 2QIstM| 2. AL2023 Worker
E OSE A3H= Z2, helm &X| Al node prep D7 4E 27}3510] iSCSI 2210|AHE MX|E
Itsate 2 UELICE

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-

set nodePrep={iscsi}

EKS OlE22 £} TridentS A X|gtL|C}

Trident EKS OHE20]|= £ A1 ot TX| 3! O X 0| L etE|0] YO AWSO| A Amazon EKSS2t &7H AHEE
QUCH= Z40| ABE|USLICE EKS OHEL2EZ AF23SIH Amazon EKS 22{AE Q| Hotnt ot M S K& o2 HENSH T
OHERS MX|, 2M 5 HHO|ESt= O st XdzFs 2 4~ Ql&L|C}

ne
k>

27242
s

EKSE& Trident HER2S F457| HOf| CtZ AFet0] U=X] SFABHYAIL.

z

* OHE2 70| U= Amazon EKS SE{AE A™EYLIC

* AWS OpZIE2|0] A0 Ciet AWS # e
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 848: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 Arm (AL2_ARM_64)
* LC 2%: AMD = ARM
* 7|= Amazon FSx for NetApp ONTAP It A|AH

AWSO] CH3h Trident OH==2S 24 stetL|Ct
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=
- F7t 7|58 MESIEH CHE ¢
a. AWS Marketplace &7} 7|5 MM7X| Of2 = A ZESH0] M MXtof| *'Trident™E = gL|Ct.
b. Trident by NetApp AXte| QLEZ Alttof| Qs 2fQlZtE MEISINIR.
c. Ct3 * & MEfgiL|CE

6. Mefst 27} 7|5 4 * HF HOIX| 0N CHSS S¥BILICH
@ Pod Identity %122 AL23HE 2 0f B ZL{ELICH,
g Heyyy
b. IRSA 2152 AIZSt= 29 MEfX 4 MToIM AFS THs Bt T4 2tS MEsoF LIt

* FIt 7l M AF|0pE W21 *7 Y gt MMl configurationValues O{7HEH - 0T THA|0f| A
TLE role-arn2 2 A™SLICHZN2 CHE A A]0[00F &),

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

t 9| ™S Amazon EKS O E
25X Lo_' 7|X HAH S56t= 2 20| AojgiL|Ct, el'f
o

— = T M- -O|I=l|_ = Ss=2YtT o1
QF HAIXIE A3 5= Z2HE sHEY & ASLICL o] S8 S MEHSHY| Tl Amazon EKS 7} 7|50|
XiA| 2H2[30F Sh= HE S 2HE|5HK| =X 2elotd A2,

—

7. Tg * 8 MEEiLIC

8. AE 8l FI1* HO|X|of|l M * BHET| * £ MEBiLICE

FIt 715 EX7F &A= EH EX[E 7t 7|S0| EAIELICH

AWS CLIS Z XA

* 1. dHSICt add-on. json THU*;

Pod Identity2| Z2 LIS HAIS ALESHM(R:
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https://console.aws.amazon.com/eks/home#/clusters

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA 252 2 L2 HAS A8stMa:

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v25.6.0-eksbuild.l1",

"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

(D) <role ARN>"O EFZ0fA] 4443t o2re| ARNOE HIELICY.

* 2. Trident EKS OHE2E HA[SIMIR.*
aws eks create-addon --cli-input-json file://add-on.json

eksctIIL|Ct

CtS & ool M= Trident EKS 27} 7|52 AX[EL|Ct.
eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Trident EKS 37} 7|52 HIO|ERLICH
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o

e
i
I
k>
[}
fikal
12l

t £[0f ASFLIC

HEE[0 A
1. Amazon EKS 2£2 https://console.aws.amazon.com/eks/home#/clusters & L|C}.

2. A EMM KoM * S2{AE ¥ & MERIL|CE
3. NetApp Trident CSI OHERE C|0|EY S AEQ| 0|52 MEHEL|CE.
4. Add-ons * 2 MEHEHL|CE,
5. Trident by NetApp * S MEHS C}S * ME| * S MEHSIL|C}
6. Trident by NetApp * 714 H[O|X|0f| M CtS S S BtL|Ct,
a. Ar8g * BT * 2 MENStL|Ct

b. MEHX™ 1M MF * 2 &&stu 2o w2t ~FetL|cth

c. HE L MT * S MEigL(Ct

AWS CLIE EZSHAIL
CHS WM = EKS 71 7|52 O[Ol ERtLICt

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role—-arn: <role ARN>'\"}"

eksctIQL|Ct

—

* FSxN Trident CSI 7} 7| 52| oixf HAME =olgtL|Ct 22{AF 0|E 22 WH|YL|CE my-cluster.

eksctl get addon --name netapp trident-operator --cluster my-cluster
- &0 -
NAME VERSTION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* O|F HAIS| ZH0M ALEE += U= HCO|E of2fioff HHetE T = =7t 7|53 YO0l ERLICE.

—

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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https://console.aws.amazon.com/eks/home#/clusters

ZMHZ2 MAHSD Amazon EKS F7t 7| AH0| 7|& dHut Z56t= B2 --force Amazon EKS F7t 7|5
OO EZL Amistn H= EXME sl Zdt= Ol =30 &= 23 HAX|ZF BEA|ELICE o] M2 X|Hst7| M|
Amazon EKS 0HE20]| 2t2|8lj0f ot= M™ S Zt2|5HX| =X| SIS A|2. 0|23t M H2 0| SMO =
SHO{MX|7| W2AL|Ct O] MFO| CIE ZMOf| CHSH XtM|SH LI 2 EXSHMA|IR "F7t 7|5". Amazon EKS

Kubernetes ZE 2t2|0f| CHot XtA|SH LHE 2 E T ESHM AL "Kubernetes S1% 22|,

Trident EKS &7} 7|52 HM7/MIHELICH
Amazon EKS OHE22 H|Hst= F 71X SM0| JSLICE

* * E2HAHO| OHER2 ATEQ0 |X| * - 0| FH2 ZE X9 Amazon EKS #2|E H[A{gL|Ct. ESt
YOO EE AIESt = Amazon EKSOl|A HHO|EE 2|1 Amazon EKS OHERE XSO E AUH|0|ESH=
7|5 = MAHELICE 8FX|3t 22{AE{0f| HER AT EY 07} EEEILICE 0] SME AF2SIH Amazon EKS
Of==20]| OFl Xp7t 2t2[d MX|7t ElLICE o] S AtEstH o ==20] Ciet CHREFRIO| SIELICE "

preserve’ S| S RAISIH 7t 7|5S FAIHLIC

o * 2E{AHO|A OHER AT EQ0] 2tMS| M7 * — NetApp= S2{AE N S&E 2[AAT) gl= B0 Tt
SHAEO|AM Amazon EKS OHE22 HHY WS HESILICH --preserve Tt 7|52 MAHsHH
HHOAM ZHE “delete HHSHUAIR.

(D) oH=2ol 1AM AZol #izElof A 1AM AHo| HHEIX| eiLc
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https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
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- NetApp Trident CSI 7t 7|58 HAHY S2AES| 0|2 MEHSIL|CE
He = Trident by NetApp *. * & MEHBILICH

2
3
4. £} 75 * WS MeBtCS *
5 HAH * =S MENstL|C},
6. Remove netapp_trident-operator confirmation * L3}t A X0 M CH2E 3Tt C}.
a. Amazon EKS7} OHE20]| CHot M 2A2|E XSS ot2{H * 2 AE|A |X| * & ME{RL|C
FIt7lse HE MBS AT A2 = JALE SHAEO| FIH ATEQNE |X[5tH = E2 0
S AL
b. netapp_trident-operator * £ !2istL|LC}.
C. M7 * & MEfBILICE
AWS CLIE EZsHA2

22 AEH 0|EQZ U0 my-cluster CHS BHS AdigiL|C}.

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve

eksctIIL|Ct

CHe HES AASHH Trident EKS 37t 7|50] ®MAHELICEH

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

AEE|X| HAIES I BILICE

ONTAP SAN 2! NAS E2}0|H] E8t

AER|X] MAES MHSHAH JSON = YAML GAI0 = g TS BHS0{0F BfLICh ThUol|M JHot= AE2|X]|
FH(NAS EE= SAN), It A|AHL SVME 7t et @15 % S LICt. CHS OflFl= NAS 7|8t AEE[X|E
Holstn AWS Y= E A3 A3t = SVMO| Xf XEsts YES EHELICH

JH
0I>i
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1

storageDriverName: ontap-nas

backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSONZ EESHMAIL

"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "tbc-ontap-nas",

"svm": "svm-name",

": {
"fsxFilesystemID":
by

"managementLIF":

"aws

"fS-XXXXXXXXXX"

null,
"credentials": {
"name" :
name",

"type": "awsarn"
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:secret:secret-

:secret-



CtE HHES A Trident TBC(MAE F4)E dd5t2 ASELICh

dlo

* YAML I}H0{|A TBC(Trident HAIE )E st L3 HHS ™eL|CH

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident HAE 2 H(TBC)O| H3Ho = WHEJ=X| =22l
Kubectl get tbc -n trident
NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-

b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP E2I0|H M|&E HE
CtS S20|HE AF238H0] TridentS Amazon FSx for NetApp ONTAPS} E8tet 4= Ql&L|Ct

* ontap-san: ZZ2H|XYEl 2t PVE XA Amazon FSx for NetApp ONTAP 2& Q| LUNYILICH E2
AE2|X|0ff HEEL|C

* ontap-nas: ZZH|NYEl 2} PvE MA| Amazon FSx for NetApp ONTAP =& ILICt. NFS & SMBO||
HEELICE

* 'ONTAP-SAN-O|Z 0] ZZH|XJE[= 2t PVE NetApp ONTAP =50 CHdll Amazon FSx& A 7ts8t
LUN £=& 7} LUNQIL|C}.

* 'ONTAP-NAS-EZN| &l 2t pV I 2H|X'Jd2 gtree0|H, NetApp ONTAP =E0| LS Amazon FSxE gtreeE
TAg 4 USLICH

* 'ONTAP-NAS-flexgroup": Z2H|XJE|= 2F PV= NetApp ONTAP FlexGroup &0 CH A Amazon
FSx®ILICH.

C2fo|Hof| gt XiM[eh LHE2 S HZSHUAIR "NAS E=2f0[H" B "SAN =2t0[H",

T4 Irelo| MAEIR kS S MHto] EKS Lol T4 TS MBI

kubectl create -f configuration file
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kubectl get tbc -n trident

NAME BACKEND NAME

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas
f2f4c87fa629 Bound Success

Oi7H H2 =k
vLHII_-lv

'torageDriverName’ &I L|C} AEE[X| E2t0|H2| o|S|L|Ct

ol= 0|5 AFBRE X 0|2 &

=

L= ANE
o =

E2[X|

OfLHAIERLIF SHAEH = SVM 2| LIFS] IP
T "o*%lsafEl el OIE(FQDN)%
X8 = JAELICE IPv6 I‘EH

A8 Trident7t MX|El 22 IPv6
TAE AIRSIEE METHA

°'*L|Ef IPv6 =24 = EH%iE

S O10F LICHOI:
[28e8:d9fb:a825:b7bf:69a8:d02f:.9e
7b:3555]). aws " SHZEOM 2
H3ote 8%
‘fsxFilesystemID, TridentO|
AWSO|A SVM HEHE HMG}Y|
HZol £ M BRI AELICH
managementLIF.
managementLIF [I2tA] SVMO|A|
ArEX}0]| Chet Xt=H SE(ol:
vsadmin)2 | Ssl{0f StH

AFEZ X0l A S2to] QUOjof ghL|Ct.

vsadmin
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BACKEND UUID

7a551921-997c-4c37-aldl-

o
FAF 1

o

00t

ontap-nas, ontap-nas-
economy, ontap-nas-
flexgroup, ontap-san, ontap-
san-economy

E2I0|H O|& +"_" + dataLIF

"10.0.0.1","
[2001:1234:ABCD::fefe]"



OH7H 4 29 o

CHEFLIF TZEZ LIFQ IP TAYLICE *
ONTAP NAS =2t0|H *: NetApp=
dataLIFE X[¥ & S AHEELICE
MBEX| = E 2 Tridents
SVMO|M H[O|E] LIFE 7k &L|C}.
NFS O E 20| A2
FQDN(H3IE T2l 0|5)2
X|™g £ A&LICt o] stH
2t ZHI DNSE MAMsto] of2
HO|E LIFS 2E MM S ST &
USLICH x7| 4 =0of HEL &
USLICE 2 TSI AIL. * ONTAP
SAN E2t0|H *; iSCSI0f| CHaH
X|™SHX| O A2, Trident= ONTAP
MEI™ L UN B2 A2SI0 CHE E2
NME MHst= ol ZR3tiSCILIFE
ZAMSHL|CEH IOJE LIF7F HAIXHCOZ
Hol|x|of o™ ATt MM EL|Ct
IPv6 22i2E AL Trident?}
MX|El AL IPv6 TAE A2

M £ QELICL IPv6 TA=

2 =2 FO{OF SL|CHO:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]).

-

XS 27| ZH S AAZE Y MY S HH0|E  AALIC
[Boolean] &42t Trident= A
autoExportCIDRs =42
M85 autoExportPolicy
AATE YHMS NSO 2T 4
AeLich.

s LHELHZ| 0| MH=l A0 CHdl Kubernetes ~ "['0.0.0.0/0",":/0"]"
LC |IPE ZEZ5I= CIDR
autoExportPolicy SELICH
Trident= % autoExportCIDRs
SME A8
autoExportPolicy HAZLE
HuME XSCE el = JASLICH

e SE0| g olo| JSONFHA ™
2floj2 ME LTt
"IHBSHA Baseb4 - 22}0|ME Q1= A9
o

QARG E ZYLICE ASBAM 7|
2150 A+EE LIt

‘clientPrivateKey' IL|Ct Base64 - 2210[HE 712!l 7|2
QAT E ZALICE QIS M 7|8t
1B 0f| AFSE LTt

LERISMCE Base64 - AM2|g 4= Q= CA
B Mol QI AL E ZLRALICH MEH
Arg. QIZM 78t Q1B 0f| AFSEIL|C
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oH7H i

'ALEXt OB

IIODI-§II

VM LTt

'"EEagePrefix'

MGt MENALE

LimitVolumeSize
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HL|C}

e

22{AH E= SVMO| HZE AFEXL
O|ZYLICt. XtH BF 7|t 5o

-1 ©O O

AMEEILICE off: vsadmin.

So{AE = SVMO| AZ5= 2=
x4 58 7|H* 2150 AHEE LT

MEZ AEE|X| 7h HAYLICE

SVMOIM M 282 T2H|X g of
AEE|E HEAL MM Fole 23
2 AELICEH O] i HEE
ACO|EstE{™H Af A= S M Msljo}
grLCt.

* NetApp ONTAP * £ O}0}= FSxof
CHSH A= X SHK| I:||'M)k|9 HzE A
vsadmin HlE fsxadmin
OHZ|H|O|E AtEEFE HMst
TridentE AH23}H0] H|otst= |
E'R‘PJ HoH0| LS| O] UK|

& L|CE

QHEE 2E 37|71 o] UL 2 ER
ET 20l AmPfLICt =3 gtree
% LUNOIM 2t2|3t= =252 2|
37|12 Hetsta,
qtreesPerFlexvol M2 &9

A=

FlexVol volumeg Z|CH gtree =5
AR K- 4 USLICH

=I=

FlexVol volumeg Z[CH LUNS [50,
200] HL/0| A0{OF BFL|CtH SANEH
S

ZH siZ Al AHE CIH
EafaLICt. off: {"api"false,
"method":true}

AHESHA| DA
debugTraceFlags =X siZ& A
XiMlet 20 ot Hest ZRE
A5t

of

SVM 22| LIF7} X el &

opdELct.

trident

AHESHR| OFHAIL.

""(7'%&!9%

lll1 Oolll

nullIL|C}

oT



oH7H i

nfsMountOptionsS ME4TtL|C}

nasType

"HEZAHEHAZE"

smbShare

'useREST'

aws

29 o

2 HZ AEEI NFS OIRE M
2 29lL|C}. Kubernetes E1 259
OIRE SN2 gutdoz AEZ|X|
A0 X™HE o JKX[TH, AER|X]
A0 OIRE SM0| X|HE|X| 42
Z R Trident= AEZ|X| i = 9|
T oof XIHE OLRE SMS
MESIEE ZetL|Ct AEE|X|
SefA = 8 ool OFRE

=S MO| XM= X| %2 EL Tridents
HZE=l J7 E50| OIRE SNS
AHSIX| t&L|CE

NFS EE= SMB 28 MMS nfs

T CH S8 QLICH nfs,
smb EE null®LICt, » & 2
MAdlor gttt smb SMB 259
E2. " nul2 2F5IH 7|2HO=
NFS =&0| ™ EL|Ct.

FlexVol volume'™ £[CH gtree, B¢ "200"

[50, 300] LHoi| RLO{oF &t

Microsoft Zt2] 2& L= ONTAP smb-share

CLIE A5t ddE SMB 372
0|2 =& Tridentd| A SMB 285
MMSIEZE 5|25t= 0|52 XN &
UAELICE o] o7 ~= ONTAP
gHoll = 0f| CHet Amazon FSxO|
LeotL|Ct,

ONTAP REST APIE AI83t= B2 HAY

07 HQALICH 2 true AX™SHH
Trident0| ] ONTAP REST APIE
AHESHY] Bl = EABILICE, Of
7152 AME35t2{H ONTAP 9.11.1
O|A0| ZRBIL|C} ESHAIRE|=
ONTAP 21901 d5tof|=

OHZ 2[00 CHot MM A HBHO|
UHOF ontap LICE O]= 0|2
Hol=l Agtnt Agtof| o|H
EZZEILICH vsadmin cluster—
admin

AWS FSx for ONTAP2| 714

ool M CH2E K™ = JASLIC

- fsxFilesystemID: AWS FSx

oty A|AEIS IDE X|™gL|Ct.

- apiRegion: AWS API X[ m
O| S QILICE. "
- apikey: AWS API 7| L|C}. "
- secretKey: AWS H|Z 7|L|C}.
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oH7H i

credentials

oflM ol2{et M
74 olME F=5H

PR

T A 2
7

"gosPolicy"

X34 QosPolicy

'plitOnClone’S MEHE!
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L|C}

IT2HMES Mo

29

AWS Secrets Manager0f| X%t
FSx SVM X4 ZEE K| HELILCY. -
name: SVMQ| AtH ZHO| L&
H| 29| ARN(Amazon Resource
Name). type-: 2

‘awsarn’ A ELICE XpM|TH LIS
2 "AWS Secrets Manager 3£
MATHL|Ch BERSHMAL.

=

BHAI =0l A qosPolicy =
adapativeQosPolicy & 0H—f§
MEHBHL|CE. TridentOll A QoS XY
OES AHE5t2™ ONTAP 9 .8
|”0| HRSL|CH H[ZR] QoS HX
OIS M85t M OF0] Z -_r“S
8_+_01| HEHOZE HEE X offof
2LICH S/ QoS M OERL ZE
HIZE9 T N2[Zol| ciet detS
HELICt
MAME 220 gote 23 Qo
M aZlL|Ct. AEEIII =g
HHO.ilEOHkI qosPolicy &=
adapativeQosPolicy & OH-f%
MEHSILICE ONTAPOIA X| & | X|
43 - NAS - 0|2 0]

HAF "0 0l| Chol ol kel = &2l

S

A

22
=2==

of

U&ELICH defaults MME EX

snapshotPolicy none’

‘else’

AAYLICt

SHHAI2. Ol

=04, ot2H

UCHH


https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/create_secret.html

Oi7H A= 243 =4
X|ol
(=]

ot 5} M 2F0M NetApp 25 A
ASIHNVE)E g Matstn, 7|1242
Z MA™TILICE false O]l SN2
Ar23l2{H NVE 2to| M AT}
S AEH|AM ZHSHE|0] U0{0F
E“—Ilif gHOll = 0| | NAEZ} ZH sl
L TridentOl| | Z2H| XY= 2=

%%E NAEZt A EILICE XEAM[E

L2 Ct2 S "TridentZt NVE 2

NAER} 2 S6t= B "E TSI AL,

luksEncryption LUKS =35 ALBRILICE 2
xRS AL "LUKS(Linux Unified
Key Setup) AFE". SANEZH SHE.

"H St YA MEY A S3 B none
FL A E £ MEfSIL|CE * SMB =& 2| "
I:|| ¥ SLICt. *
"MENA AEIYE HZSHUAIR MZ2 =50 cHgt ot *El'o' NFS 7|22t2 YLICt unix. SMB
NFSE X|&ELIC mixed & unix 7|22 YLICt ntfs.

HOt AEF SMB X|¥ mixed ¥
ntfs HOF AEFY.
SMB =& N3

CI22 AF235I0] SMB 252 TZ2H|MIE 4= JELICL ontap-nas ™AL 2t238E7| FOfl ONTAP SAN 2! NAS
C2l0|H E8 OIS tHAIE 2ARSIMR. "SMB 28 ZZH|N S Q|st "HI".

H

M&EA 2A A PVCE gL ct

Kubernetes StorageClass 7HN|E &5t AEZ|X| 22|AE MHSIH Tridentdl| 2&
T2H|NY 9HS X|A|EL|Ct M El Kubernetes StorageClass& A2t PVO| CHst
HMAE REBH= PersistentVolumeClaim(PVC)S AAEtL|Ct. 02 Ot PVE Z 20|
Abet = JUSLICL

AEEX] SAE YEELIL

Kubernetes StorageClass 7HA|E 7L AEL|C}

0= "Kubernetes StorageClass Z4H|" K= Trident s S AN AFE &= T2H|X U2 A/HStD Trident
Z2E82 Z=H|XN 5= WHE XIASLICE NFSE AH85I0d 2&01| Cigt StorageclassE A& st2{H 0 O|NMIE
ALESHH2(TH £ FE2 of22] Trident £ MM S TESHA|R).

1O T
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https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

iISCSIE A2t 250l Ci$t StorageclassE A& st2{™ CI2 O AF2SHAMIR.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"
AWS BottlerocketO| A| NFSv3 22 Z2H|XJ{H LRt £ mountOoptions 2E2|X| Fa2iA0| F=71atL|C,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

TridentO M| 282 Z2H|X 5= YHE Mofst= Ol AEEl= 3L 07 Haot AE2[X] S ATt 2 HESH=

=58 = — od=
HIEHO| CHSE XIMI$ PersistentVolumeClaim LHEE S "Kubernetes 2 Trident 2 EHE AR SHMA|L.
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AEE|X| SHAS HIFLICH

CHA|
1. Kubernetes LEHMEOQ|EZ £ A AL kubectl KubernetesHl A 24 Adsljof gfL|LCt.

kubectl create -f storage-class-ontapnas.yaml

2. O|H| Kubernetes®} Trident Z50i|A| * BASIC-CSI * AEZ|X| 22{A 7} EA|E| D Trident= Bl =

ZAHsHoF gfL|Ct.

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

A "PersistentVolumeClaim"(PVC)= Z&{AE2| PersistentVolumedi| CHEE HM[A @ AL|CE,

PVCE 5% 7| i N|A ZE0| HES QMR TN £ YALICH IAAE Belxts A
S

- 1o

oA

E
StorageClassE AH250 PersistentVolume 37| 5! HMA RE(O: B5 E= AH|A £F)E MO
PVCE MM3 & I 252 A 4+ JASLICE

ME OLHAE

L

AL
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PersistentVolumeClaim M Z OjL|HAE
olz{st ol 7|2X2l pvC M M2 H{FLICE.

RWX 2 M[A PVC
0| of[ofl M= 0| Z0] 2! StorageClass2t HEE rwx AMA HHO| U= 7|12 PVCE EH “basic-csi &L L.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSIE AE3t PVC O A|

0| olofl M= RWO HM|ATL Q= iSCSIZ 7|2 PVCE EXELICE 0] PVCE= StorageClass2t HZE|0f
UELICE protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC 44
THA

1. PVCE EdefLCt,

kubectl create -f pvc.yaml
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2. PVC HEHE golgt|ct.

-

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

TridentOll | 288 Z2H|X'Jst= WHE H0{5H= O AF == U {7 Ha2t AEE|X| AT} Mz &E5H=
gHHOf| CHSE XEM|SE PersistentVolumeClaim LHEE 2 "Kubernetes 5! Trident L EHE "R ZTSIMA|L.

Trident EA

of2{et D7 M= X|YE fHEe 2ES Z=H|X 5= Ol ALE3H{O0F 3= Trident 22| AE2|X| 22 2FELICL

£4 4 a M3t QESHIAL of| 2fsH
X A&t
ojC|of ! ax HDD, sto|=2|=, Zojl= o] &9 X/ME ojcjoj  ONTAP-NAS,
SSD OlCjof7t ZatE|of fEeLICH ONTAP-NAS-
2o, o= =0,
slolHE|lEE = ONTAP-NAS-
REE o|OjgtL|Ct Flexgroup,
ONTAP-SAN,
solidfire-SAN
DZHME fd  EXE &fn EAsULE E=20| T2H|X'E Yol Thick: All
ODZH|NY 2 XA ELICE ONTAP; Thin: All
X|sk|ct ONTAP &
solidfire-SAN
uols 2 2Xt ontap-nas, Zo| o] #olle ol 2E catolH
ontap-nas- SEo| setc  KFEASLIC
economy, ontap-
nas-flexgroup,
ontap-san,
solidfire-san,
azure-netapp-
files, ontap-san-
economy
AL SYLICt & AA Z2 20| AHAEO| EdotEl RELIA, 2EM
A= EES 28 £2|=IH0[ 0 M|
XL
= St & AN E2 2 222 220/ FMotEl  =2ELA, 28,
Xl gt 8 £2|=I0| 0 M|
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QEBHAIAIR

2ot =YLt H, 73 E2 gzotE oot stz
=ES AHYLIC EEYLIC
IOPS L2 o YLt E2 0 "HololM =& 2 ol2fst

IOPSE E&T & IOPSE
AEL|Ct e C

" ONTAP Select A|ARIO|A| X| & =|X| Q&L|Ct

P
o
HESH| elet B 3 789 of|7f Liet ASLICE.

1. 288 Pod0i| OF2EFLICY,
kubectl create -f pv-pod.yaml
CtE Ol= PVCE Z 20| £4f517| #let 7|2 &2 EQFLICE * 7|12 g

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container

image: nginx

ports:
- containerPort: 80
name: "http-server"
volumeMounts:

- mountPath: "/my/mount/path"

name: pv-storage
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XLt
ONTAP-NAS,
ONTAP-NAS-
O|Z 0|,
ONTAP-NAS-
Flexgroups,
ONTAP-SAN

solidfire-SAN

VCIH M E|B PVE EEOf FAE 4 UALICE 0] MMoll= PVE Podof



() = sslol 18 482 DUEYE 4 YSLIC kubect] get pod --watch.
=
=

2. 280| 0| OF2EE[0] A=K 2RAIFLICt /my/mount /path.

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

O|H| PodE A = UASLICE Pod S8 Z2IU2 O 0]y EXNSHK| g4X|2 2&E2 RXAIELICL

Jo

kubectl delete pod pv-pod

EKS 22{AE{0|A Trident EKS O{E 22 FASHL|C}

NetApp Trident2 KubernetesO|A] Amazon FSx for NetApp ONTAP AEZ|X| &Z|E
FA el (0 7H”e*xf9f 22| Xt7L O E 2| A0l M =0l HFL = U F X[AELICE NetApp

Trident EKS OHE I" Z| & 2ot miX] 8l 1 0| Z£etk|0f A2H AWSO| A Amazon
EKS2t 2H| MR"E* ALCt= 0] HBEIJUSLICE EKS O =2S AFESHH Amazon EKS
S| AEQ] Eotnt oFgd S I*’“OE HES oHE2S &4, 718 5 Yolo|Edt= o

T A
JIIRo} II-O-IF'_F% %OEI _JIK_ I% ||:|-

AWS EKSE Trident OHE 22 AI517| Hof| CHS AFSH0| QU=X| BHOI8HIA|L.
s X1 7|58 AE £ Q= HTH0| Q= Amazon EKS 22 AE AEQLICt € "Amazon EKS 0H{EE
"EZSIMAIL.

* AWS OpZIZ2[0] A0 CHet AWS # o
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI 84&: Amazon Linux 2 (AL2_x86_64) E== Amazon Linux 2 Arm (AL2_ARM_64)
* L5 R%:AMD = ARM
* 7|2 Amazon FSx for NetApp ONTAP I} A|AH

tHA|

1. EKS PodOll | AWS 2IAA0) HHAZ & QIEE |AM 22 % AWS YSE HHHIAIR. THHE LSS 2 "IAM

oi2t 5l AWS Seoret2 MAELICHETSHAIAIR.

137
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2. EKS Kubernetes 22{AE{0f|A * Add-ons * O Z 0| SEL|Ct.

tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more

information, see the pricing page [,

Upgrade now J

¥ Cluster info info

Status.

@ Active

Cluster health issues

@0

Kubernetes version  info
1.30

Upgrade insights

20

Support period Provider
@ standard support until July 28, 2025 EKS

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags
( () New versions are available for 1 add-on.
Add-ons (3) e " view detaits ) ( edit ) ( Remove )

[ Q Find add-on

] [Any categ... ¥ ] [ Any status ¥ ] 3 matches

3. AWS Marketplace 0HE2 * O 2 0|58t0{ STORAGE_CATEGORYZS MEHSILLCE.

4. NetApp Trident * £ 0} Trident OfE29| &t0I2t2

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc, X

M1 NetApp

NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

5. i3t %7} 7|5 B{HE Meiy

138

L|Ct.

d storage workflows. Product details [?

Supported versions
1.31, 1.30, 1.29, 1.28,
1.27,1.26, 1.25, 1.24,
1.23

Pricing starting at
View pricing details [

Cancel




Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

(D You're subscribed to this software X ‘

You ean view the terms and pricing details for this product or choose another offer if one is available.

Version
Select the version for this add-on.

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous

6. BRstFIt 7|5 BFS LI

or

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on J 1
Add-on name & Type v Status
netapp_trident-operator storage @ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name 'Y 1AM role [# v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

7. IRSA(MHIA AFl| CHEH IAM HEhE AI8SH= 32 7t 74 TS BXSHMR."07]".

8. Create * & MEHTIL|LCE,
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9. OH=29| AEfTL_Active_QIX| =HolgtL|Ct.
Add-ons (1) View details Edit Remove i E‘mlﬂm
| Q. netapp X \| \ Any categ... ¥ \ | Any status ¥ 1 match 1
i O
fNetapp NetApp Trident
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [4
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)
Not set
Listed by
NetApp, Inc. [3
(=] = S = |_ slo|s
10. OtE HHS HAHSIH Trident?} 2 AE 0| SHIZH| HX|=|0f UA=X] gletL|ct.
kubectl get pods -n trident
= HASETT Cc= 5 S o o = S o
. AX|E ALStD AER[X| HAC S AHSLICH XMEH LHE2 S "AE2[X] MAES FHSLCHERSHYAIR
CLIE AFE3l0f Trident EKS =28 A X|/H|HgL|Ct

CLIZE Ar23}10{ NetApp Trident EKS 37

CtS Of|Xl HH S Trident EKS F7t 7|52 MX|gtL|Ct,
eksctl create addon --cluster clusterName --name
--version v25.6.0-eksbuild.l (M2 HH Zgt

7152 SXIgLct

Ho{o

CtS lA| HE2 Trident EKS OHER HH 25.6.12 MX|gfL|Ct:
eksctl create addon --cluster clusterName --name
--version v25.6.1-eksbuild.l (M HF Egh

H2{o

O oL

CHS oAl Trident EKS OHE2 KT 25.6.28 MX[gfL|C}:
eksctl create addon --cluster clusterName --name
--version v25.6.2-eksbuild.l (H& HH™ X3

CLIE A2510{ NetApp Trident EKS OlE22
CIS HA S MH#SIH Trident EKS 27t 7|50| M7 ElL|Ct.

M.

eksctl delete addon --cluster K8s—-arm —--name

=
=]

kubectl2 HHAIEZ otSL|C}
Trident2 MX|3
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netapp trident-operator

netapp trident-operator

netapp trident-operator

netapp trident-operator

A== Tr |dent9f AEE| K| A[AH] Zho| EHAIE FOlRfLIT). Trident= S AE2|X| A[AE D
SL5H= S TridentZt AE2|X] A|2RON 2&S Z2H|X'dot= BHE LASLICEH

I S C}S CHA|= HHOlC = M A= ZHolL|C}
TridentBackendConfig CRD (AFE2XAI XA Z|aA HO[)E AtE

St™H Kubernetes



QIEHO|AE &3 Trident HMAEE XFH MMStD pE|gd &= USLICH. 0 ZHP2
EE= Kubernetes HIZEO| diYst= cL &2 A8 e & JSLICH
“kubectl.
TridentBackendConfig
TridentBackendConfig(tbc tbconfig tbackendconfig, ,)= = AHE5I0 Trident HAIEE 22 + Q=
IHE A= 0|F 7|8 CRD "kubect! &IL|Ct. O|H| Kubernetes 3! AE2|X| #2|Xt= M8 BHE FEEIE| 8l0]|
Kubernetes CLIZE Edlf 2| WAIEE TtE 10 2|2 2 (‘tridentctl’ Y S LICE.
'ER[HAS M KT M EH CHSa 22 odato] et

o BHAlE = AP X7 M35 Ao et Tridentol] 2J5H XtS2 =2 MM EL|CE O] 22 LHRXCRE a

TridentBackend (tbe, tridentbackend) CRE HEA|EL|C}.

* = TridentBackendConfig TridentO|A] TS Of] D RSHA| HIQIY EILICE TridentBackend

242t0| B2 AL Ea|Hsl = (E 2| HHEIS)E Sof Urk LS SXILLICH HAHE HASS 87 &

aHof|
T45t7] flol AEXHA MBS El= QU HO0|A0|H, £Xt= Trident?t &K WAl = 24K S LIEHLH = %%‘:1 L|C}.

@ TridentBackend CRS&= Trident01| °|+|'| tsoz WMELICH +8e 4~ ELICH HAEE
AHH|O|EStHH KN E A6t 0] 2tAZ TridentBackendConfig +lELICE

Ec|lHAl= 4" CRE A2 L2 o

i

HESHNAIL.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

9| 0| & M= = UASLICH "Trident - 2 71" #dts AE2|X| ZAHF/MH[2] HE FHE
Cl =2 LTt

e

SEIYLICt spec MAE 2HH Y Oi7f H-E AERLICE O] M= HAZ0M E MERLICH ontap-san
S 74 i HeZ ALE0t0] AE2|X| EEO|HE L2 ZERIL|L). #lotks AE2[X] =20[Hof Tt
E2 2 ’é.*}jfélklﬁ "*EEIXI C2o|tof| chet HHll = 74 FE LTt

O|H Al7|0l= E2|HE A =EConfig CRO| MZE = El XtAH ZSH1} delitionPolicy BE7t ZotE|0f UELICE

141


https://github.com/NetApp/trident/tree/stable/v21.07/trident-installer/sample-input/backends-samples
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* "credentials": O] D7 = T LEO|H AEZ|X| A|AR/MH|AES QFSHE O] AFRE= AHE SHS
TZoHStL|Ct AFEXL MM Kubernetes SecretQ £ MHEILICH X1 SHS L HIAEZ HMES £ QIOH QF7}

LARILICH

+ "AE FA" o] A== E2|FBackendConfigZt AtHIE U 2dst= SEHS HlYLIL TS & 7HK| 2t & StLE

o—ld

° AMH|(Delete): 0| 22 E2[AHHAEConfig CRIf 2t BHAI=IF B AKX ELICE Of 20| 7|22t ILICE
° [Tain]: E2|HIEConfig CRO| AK|=|H WA S HO|T} Al EXHSEL tridentctl2 2H2|E 5 UCH AP HH
"HZEOR MAYSIH ALEXt= 0| 22[A(21.04 O|H)Z CH2 20| =5t MM El WAEE QX[E

A
= T
USLILE. o] HEQ| gt2 'Ec[AMA=740] HdE =0 HH0|EY + ASLICH

fjo

Al 0|2 'pec.backendName’S A5 A EILICH X|GoHX| g™ HHll= 0| F0|
@ 'ER|AUA =Y ZHK|(metadata.name K| FBIL|CE. 'pec.backendName’'S AESt0] BHAIE O|E2
HAMoZ MPSH= A0| E5LICH

Z 0LE A= tridentctl HZE TridentBackendConfig ZHA|7t §1&LICH CRE RHS0]

TridentBackendConfig O|2{3t HHAIEE 2|5 E MEHS 2 kubectl JYSLICH SLTH 7Y

O§7H i4~( spec.storagePrefix,, spec.storageDriverName )8 X HY W Fo|E
71200} spec.backendName ZLIC} Trident= MZE MME E 7| HAEQt XSO 2
HIRIYSL|CE TridentBackendConfig

CHA IR
kubbeck2 AtE5t0{ M HAIEE MMSIHH CHSS Al of gfL|Ct.

1. & "FHUIE|A B2 dHefL|ch H|ZOollE Trident7t AE2[X| 22 AE/MH|ASL SMSH= O] 2T Xt ZHO|

=
=
ZHE|0] ASLIC.

—

2. 'E2|HHAE A MK E FHELICH AER|X| 22{AE/AH| 200 CHet KPS LIS 2t 0| HHA0IM MHSt =S

1ZHA|: Kubernetes Secret AiAd

= A0

A 0f Chet HMA XtH SHO| ZetEl Ao S MLt ol 2 AE2|X| MH|A/ZHE0ICE CHELICE ol E S
o
=

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
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apiVersion: vl
kind:

metadata:

Secret

name:

type:
stringData:

Opaque

username:

password: password

Of #oil= 2t AEE|X| ESHES| H

backend-tbc-ontap-san-secret

cluster—-admin

off Zet=|0fof 8= BETF Q9= 0]

AEZ|X| EHE Y= e 2FYLICH H|IE

Azure NetApp Files

22 (NetApp HCI/SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Sz1o|E IDYL|C}

AMEX}OIE

oo
tot

clientPrivateKey=S ME{StL|C}

ME AFEXLOIE

ME{A|EA| I

chapTargetUsername £ MEefst

ol
A

L|CF

SLIC}.

112}
[n

M
o

o

L|C}

=
M SE0AM E2I0|HE ID

o

HHE XtH 3HO| /= SolidFire
S AEQ| MVIPYIL|CH

S AE/SVMO| HEE AHEXt
O|SRILICE XtH B 7|t 2150
A ELICt

S AE/SVMO| HZSH= 2f= A4
S8 7|8t B0l ArEELICH

Base64 - 220|AHE 742l 7|9
OIFZIEl ZHRILICEH QIZAM 7|t
Q1= 0| Ar2ElL|Ct

QIHF2E AFEX} O|SQILICE
useCHAP = TRUES! ZQ
TQIL|CH. ONTAP-SANzH
ONTAP-SAN ZH|L|C}

CHAP O[L|AJ0f|O]Ef 2= L|Ct.
useCHAP = TRUES! AR
ZI4QlL|Ct. ONTAP-SANZ}
ONTAP-SAN ZH|L|C}

CHAF AFE X} O| ERQILICE. useCHAP =
TRUEQ! 22 E4+LICH ONTAP-
SANZI ONTAP-SAN ZH[lL|C}

143



AEEX| SHE Yz = AHYLID HIF EERolE e,

ONTAP ME{ELZIO|LIEA|2E] CHAP EtZll O|L|A|0{|O]Ef
ot QIL|C}H useCHAP = TRUE?!
AL TAL|CH ONTAP-SANZ}
ONTAP-SAN ZH|L|C}

Of EtAINM 2HE L= = ChZ TA0IA 2HE EE[HMAIEConfig 7HA2] 'S M B=0f FZ=E LT

20HA|: 2 EHMSLICE TridentBackendConfig U&LICH

O|x| 'EE|H L4 CRE THS ZH|7} |} SLICE O 0|0 A 'ONTAP-SAN' E2[0|H E At&3tH= BRI E = Of2Hof|
LtQt Q= ' TridentBackendConfig ' 4| S AF25t0] A AT

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

3CHA|: o MEHE =RIStL|Ct TridentBackendConfig U&LICH

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success
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* Bound: TridentBackendConfig CR2 HAE0| HAEN JCH i A =0]= 7t S0 JYSLICEH
configRef 2 AHEEL|Ct TridentBackendConfig Cr'uid(CR'uid)

'Unbound": "2 E# &l E2|HEAI=Config Z{A| 7} BHAl=0f| HIQIG E|X| QE&LICH MZ THE E2|HIEHll = Config

CRSE 7[2X o= 0| tHAof| ASLICH THAIE HAE 20i|= ChA| HIQIT R X| 242 MEZE E|ZSE & HSLICH

Deleting' TridentBackendConfig CR2| deletionPolicy O|(7}) MHE=E HHE[J}ESLICL E
ELICt TridentBackendConfig CRO| AFK|E|0 AbR|| AtE{Z M SHEIL[CE

o HHollEof HH =& 22 (PVC)O| 2l= 82 2 TridentBackendConfig &MA|SHH TridentO| Bl E2F
TridentBackendConfig CRZ ArN|gfL|Ct.

* SISO PVCT} SHLE 0|4 Qe B AK| ME|Z FEHEILICE 0|3 E2|HHAIEConfig CRE AR B2
AQBICh TE PVCTH A El Soflgh o= 3l Ea|FIsol= 70| ARIELICH
&4 E2/HUQI=Config CR3} BRIl WIS} U2 S NIKOR Ax|5I%tn, E2/HURI=Coni
CROMli= ALHIE| SOl S0f| Tt &7t Oi%16] YALICH Of ZROIT $2 & Zhojl ZAIG{0] ‘S| =7
CRS AtRlg 4 QALICt,

* Unknown: Trident?} CRI} HZ =l A= O MEf EE= EXHE <hQlY & TridentBackendConfig SA&LICE.
OlE =0, API A7} SEHSIX| 2Lt CRD7t 2l B2 tridentbackends.trident.netapp.io O]

Z2 Mol 2eY & AFLICE

Of EtAN M= AT §SHo 2 WHEHLICH LSt 22 H 7HX| HYS F7IZ Me|g 4 JASL Tl =
YOI E S Bl = AFH|".

(ME AFS) 4THA|: XiMet LEES 2Helsti A2

Ch2 BES HAsto] MAl=of THEE XMer YEE S = ASLIT

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

ot E|llE 49 YAML/JSON EEE ¢S =k &L

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRO| CHSE SEOE MM EI BHAIE Q| TridentBackendConfig ¥ 7t backenduuID EEHE|
backendName X &LICt O] 1astOperationStatus EE= CRE| OFX|2h 2 MEfE LIEFHL|CE O] MEi=
TridentBackendConfig AFEXI7t EB|HSIAHLEO: AFEXI7 HATH LHE) Trident0l| 2/s E2|HE £ JELICE
(Oll: spec Trident ZHA[ZH B). 3 E&= A Y = JASLICH phase CRI} HAE 71| 2tA| MEHE
TridentBackendConfig LIEFHLICEH 22| 0|0 A O] = phase 240 HIQIH =0 /}EL|CL &, CRO| EHAIEL}
HEE|O] JAS2 TridentBackendConfig 2|0|EfLICE,

"kubbctl -n trident tbc <tbc-cr-name>" BHEZS MASI0| O[HIE 29| M HEE ol 4 UEL|CH

@ tridentctl§ A8t HAE 'TrientBackendConfig' Z4A| 7t Z gzl Bl
2 &LICE tridentctlat E2|HBackendConfig?| F 2t tHA|E 0

HHOf

—

e

2|
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kubeckS AI236}0] EHl= ntz| 43l

kubbtlS AFE0H0] HAIE 22| XS sot= Y| Choll ZOtEMA|L.

£ MA|SIH TridentBackendConfig Trident7t HHAIE S AMH|/QX|SHEE X|A|EILICHI|ZE deletionPolicy).
HAEE AMH|SH2™H 7t deletionPolicy DELETEZ MEE|0] JQ=X| 2QlEtL|Ct, Tt AlX|sta ™

Tride ntBackendConflg 7t QK| 2 M™E|0] Y=X| deletionPolicy EQISILICE 0|2 A| 1H BHAIS T} A&
St 2 AFESHH] #E2le &+ tridentctl USLICH

B[y

kubectl delete tbc <tbc-name> -n trident

Trident2 0| A AFE B¢l Kubernetes H|2 2 AH|SHA| TridentBackendConfig #&LICH Kubernetes AFEXH=
7|4 Folfof LICH H|Y MEE A mi= Fo[oof LICE L= WA SN AKX b= Z0TH ALX|sHOF

- 1L—— LS 1=
gLt

CESH 'tridentctl get backend-n trident' &&= 'trldentctl get backend-o YAML-n trldent% HASIH EMSH= 22

HA=E HHO|ERILICE
HAC S AHHO|ESHOF 3= 0| R= KR 7kXI7F AS 5= ASFLICH

* AEE|X| A|AHIOf CHot XtE ZHO| HAR[JUSLICEH XHE ZSHE 00| ESHH A0 M A &= Kubernetes
A4S E TridentBackendConfig RH|O|ESHOF BILICH Trident= MBS El 2[4 XHH ZHOZ #AEE
AtSC = UOO|ERLICE CFS BH S MASHH Kubernetes SecretE RIH|0|ESHYA| 2.

kubectl apply -f <updated-secret-file.yaml> -n trident

* OH7H tH=a=(ofl: AL

oro

2l ONTAP SVMZ2| 0|&)E ¥ O|0| Esliof ghL|Ct.

=
SLICH TridentBackendConfig CHE BHE ALE6I0] KubernetesE Sdll ZIH

m 4
30
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rir
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mjo
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1
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kubectl edit tbc <tbc-name> -n trident

* SolE MO =0 HofStH A= OiX|2e = LT FHL = A& FXAIELICE 'kubtl get

tbc<tbc-name>-o YAML-n trident' EE= 'kubtl tAAH3l tbc<tbc-name>-n trident' S A& 5H0d

©) 2= 87 202 stolst & AL

PN
© 78 OO EHIE eQlstl £ = update S ChA| e = ASLICH

tridentctl= AFE5H0] Hiall

M
H
r

tridentctlS ArE0H0] A= 22| PSS +HS= SO T ZOIE AL,

tridentctl create backend -f <backend-file> -n trident

$0 1E
o> rR

L

4 ol ZH|

i
fot
o

Ot
=

4>

0z

Ot

ot

2

rr

2EHS| ‘create’ S ChA| S 4 QIBLICH
HOI= S AR|BHLCH
Tridentoll Al #AI =S AR|ste{® Tt +8tLCt,

1. HQIE 0|2 24

tridentctl get backend -n trident
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tridentctl delete backend <backend-name> -n trident
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tridentctl get backend -n trident

* DE MR ZYEE 228 02 BYS AAYLICH

tridentctl get backend -o json -n trident
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tridentctl logs -n trident
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tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’
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* tridentctiS AESH0] BHE A= EZ|AMAET LS ALESIO] HE[T = ASLII?

AN H
* E2|BIctiS AHE5I0] EE|AIC|ConfigE AFE3I0] THE MAEZS 2[e = ASLIN?

22| tridentctl 2 AFESI0] HHAIES

|-E|
]
r
n
H
=
'_J
0.
I0)
=]
=t
w
)
Q
b
10)
=}
Q.
Q
o)
5
h
'_J
Q

O MM M= "Tridentctl' ZHX|E TS0 Kubernetes IE{HO|AE Edl| 2| MM El HHAIEE 242|5t= Of| 2Rt
THA|Of| CHol MEBtLC,

O g2 LHS AlLt2|20f MEE LT,

1Tod

* 7t ele Yl

rr
TP

SHAC Tt JELICH TridentBackendConfig 2 AME6H0 MME|UT| IERJLICH tridentctl.

* tridentctl2 2tE A A=t CHE E2|HMBackendConfig ZHM|7F A& LICH.

T *ILFEIQ L0 M Tridente] 2& 0ol 3 2F 7|51t i AT AL EAIELIC 22|Xt= Ch2 & 7HK] &M
EH
MEH

StLHE MEfe 4~ ASLIC.

* tridentctlS AHESH0] 2HE HMAEE 22|5t2{H A& AL LT
=
=

* tridentctlS AF2SH] THE HHOl=
OtL|2t RHEZ 2t2|=IC

M Ez2|HIBackendConfig 7HA[0]] HFRIGRILICE. O] Sdl =2 EE[HE0|

FIF
>IH
o
n

kubbeckES ArE3H0{ 7|Z& Ui

SIS S 2| 51219 7] SIS of HielSlE s SRl =142 M Aeof BTt
S0 het HRE ChS T ZELt

o
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tridentctl get backend ontap-nas-backend -n trident

fressmmmmemes s === frosssssasm=msae=s
fessms=s=sssssesessososessssssssssssoss fremmm==== Fossm===== +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e fos=sss=========

e et fomm - fomm - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3beb5ab5d7 | online | 25 |

fmm Fomm e

frecsmssmee e me s s e e e e e i 1
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cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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1CHA|: Kubernetes Secret A4

Of offofl EAIE! ZAXE Al =0f| CHet Xt SFO| XetE A= S Myttt

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

2CHA|: AE ZMBIL|CH TridentBackendConfig JYSLICH

CHS THAl= 71Z ONTAP-NAS-HHAIE0f| XS 2 2 HIQIGE|= "E2|HHMAl =14 CRS H-ddt= AYLICHO:). CHS
T A0| SFE|=X] eelgtL|Lt.
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* TN O Ha plel SAlEet SUBLCH
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0| 22 E|HMAET Y2 Ct32 2SIt

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

3CHA|: of MEHE EQIBLIC TridentBackendConfig U&LICE



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

O|X| Bl == 'tbc-ONTAP-nas-backend' E2|HA =T H UK E AR50 2bHSHA 22| ElL|Ct.

22| TridentBackendConfig & AHE%I0] HAEE THSL|C} tridentctl
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

ZH0|M ST Zot7F BAIELICE TridentBackendConfig M3 = WL WAl =0f HiQIEE|UASLIC

[EHAl =9 YUID &HEh.

1CHA|: 20l deletionPolicy 7t 2 MEE|M] UYESLICt retain

O| 7tX|£ deletionPolicy MHEZSLICL Ol 8H2 2 retain MHSHOF ELICH. O|HA StH crO|
MHE{E “TridentBackendConfig SMAUE HO|Jt A& EXHSIH 2 22[E 4 tridentctl J}SLICE

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ach5£f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san retain
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kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

o o

e t——————— o — +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

o o

oo e e +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-bo06-

0ab5315ac5f82 | online | 33 |

Fom - fomm e

Rt bt F————— o +
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