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T 9o
oY
0z

3

(=1

o
£

oN

o
x
.E'.

C

ey

KiMIEE LHE2 LSS HZSHIAIR. "gAF 8l 2ot 215 zhe|giL|Ct.
* BRI AEZ|X| A|AH: xCP ZAE AEXbE 17| 3 47] UM A AEHO| AO{OF BHL|CE,
o AA AEE|X| A|AH!:

o MEXI7F AA AEE|X| A|AEIO| "Backup Operators OF0f &3t
HS5H= Mol 2A|gl0] Hot FAIZ 23|5HHA o2 ¢

A
o AF2XI7F AA A|AEIO| A "Backup Operators" 150 £51X| g2

@ xCP &M '-preserve-atime’S X|5t2{H AA AEZ|X| A|AEIO| M7| Hsto| ZQBtL|C,

Windows Zz}0|HEE L MetL|Ct
° CHAF AEE|X| ARt AA AER|X| MXIE SAE IO Z=718tL|Ct

a. '(C:\Windows\System32\drivers\etc\hosts)' /x| 2 0|5 &fL|Ct

b. [}Z WA OZ MU0 CIF SAE Y52 HeiLCt.

'<Source data vserver data interface ip><Source CIFS server name><Destination data vserver data
interface ip><Destination cifs server name>'

.0:”*
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# Copyright (c) 1993-2009 Microsoft Corp.
=
# This is a sample HOSTS file used by Microsoft TCP/IP for Windows.
=
# This file contains the mappings of IP addresses to host names. Each
# entry should be kept on an individual line. The IP address should
# be placed in the first column followed by the corresponding host name.
# The IP address and the host name should be separated by at least one
# space.
#
# Additionally, comments (such as these) may be inserted on individual
# lines or following the machine name denoted by a '#' symbol.
#
# For example:
#
= HEXEXXK.KX rhino.acme.com # source server
# HX.XH.XX X.acme.com # x client host
# localhost name resolution is handled within DNS itself.
#* 127.0.0.1 localhost
# 54 | localhost
00906A52DFE247F

HE . .HEX.XHX . XXX

xx.xxx.xxxz.xxx  S2D1BBE1219CE63

* LinuxOflA] Alsll ol mi! 24 AMH

* WindowsOf|A] A3 E[= xCP SMB AH|AQIL|C}

File Analytics BX|= CtSI} 22 Q7 AteS WEL|CH

1E[= 08 & A& QA2 NFS 8 SMB & X|of| CHer Aretat SStL|CE C|O|E{H| 0] A= Linux &Atof|
SIEZ %4 10GB2| R S7H0[ A0{OF BL|L.

File Analytics MHE HX|5H= Linux A|ARE Q1Y EE= yum 2| ZX[E2|0f HZE|0] U0{OF SfL|CH HX|
ASTZEE yum NE AL} CHRSH] PostgreSQL, HTTP 3! g SSL3} Ze T 17| K|S CHeEESHL| O}

File Analytics GUI= Linux A|AEIDF S7H S Lo A|ABIOA AZE[= LinuxE XCP MH[AN AT SAEISH 4~
olAL|C}
M- .

o>ﬁ
4H HO

Z
-

* SMB AH|AE Malist2{H CHS A E SsHHAIRL.
° Windows AX}7} File Analytics A7t &

2ot LIS s 49 ZE 5030 % 54327|' 2 U=X| =RIBiL|C X E 50302 WindowsOl| CHSH REST
SES ote O A2 ELICH X E 5432 TE = PostgreSQL HZO| AF2ELILCE,

Mol 91 Linux A|ARIS ping™ = Q=X EQlgtL|Ct,

o
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XCP File Analytics Mt = &4 Linux A|ARIOAM AHEL|CH SMB File Analytics0il CHSH EE 2|

@ MXIE AFEE £ ELICE Windows AF2XI0| 1 SMBE File Analytics 285 A3t H Linux&
File Analytics2 M X[5t11 Windows AXHE Linux H|O|E{H|O| A0f| HZ {0 EHLICt. xCP File
AnalyticsZt AF238t= 22 NFSE xCP 712215 e Tt gigL|ct

XCP NFSE MX|ghL|C}

O] MH0j A= Linux 22H0|AE0|M XCPE K MX|sHs AR INI THY T 40f chet A2
CHa Apu|S) MLt

R Aretah Zxto

n+

© ANAR QT Abg

o= QT Atet
NES 64H|E Intel -E= AMD AMH{, %|2& 830{ 5! 64GB RAM

AXSHIAIR "IMT" B AZTBHIAIR

QT Atet a4 Lo NFSv3 LHELHZ|of| CHet HIER(2 HZE 5l RE & Hh»
CHE gtd oiE2lA0[d 2 glaLtt

AEEX| xCP HIO|H{2|E 28t 20MB2| C|A3 S7F 3! /opt/NetApp/xFiles/xCP/
W ENEI] x1x+5| 2IE QI XA 50M 9| ClA3 32t

X|QEs TRES HAEQL|CH NFSv3 % NFSv4(POSIX % ACL)

[=]
XY= HEtRA(IHY M0t 8li5h) 2 AXSHIAIR "IMT" XCP File AnalyticsOll X &IE|= 2= HatRK
01| CHEH DHE 2] A QL|CY,

(D) o= A oro|azol 4ol HEEl= P42 820| 3 64GB RAMLIC

EE AI2XIE Q|8 xCP NFSE M X|&hL|C}
C+S Rktol| et 2E AL X0 CHoH xCPE Ax|g 4 U&LICH
cHA)

1. Linux A[AEIO| R2E AFSXHZ 2301611 20| A S CHRZE510] AX[gL|Ct.

[root@scsprl1980872003 ~]1# 1s -1

total 36188

-rw-r--r—-- 1 root root 37043983 Oct 5 09:36 NETAPP XCP <version>.tgz
aVelE e . 1 root root 1994 Sep 4 2019 license

2. 0| 2 FEIHH OIS FHS HHSHIAIR2. xCP
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[root@scsprl980872003 ~]# tar -xvf NETAPP XCP <version>.tgz
[root@scsprl1980872003 ~]1# 1s

NETAPP XCP <version>.tgz license Xcp

[root@scsprl1980872003 ~]# cd xcp/linux/
[root@scsprl1980872003 linux]# 1s

XCp

3. 0| HZF Q| XCPOIA A|AEIO| ‘/opt/netapp/xFiles/xCP' 227t Y =X| ZHQIEtL|C

'lopt/netapp/xFiles/xCP’7t At 7t53t AR 'XCP activate' HH S A28 2t0|MA S 23151 o0 E
ofo| 20| M TIdBtL|Ct.

'lopt/netapp/xFiles/xCP'E A& 4 ¢
E

42 'xCP activate' BES XS AEHSHH A|AH0f A
'lopt/NetApp/xFiles/xCP’0f| xCP A A

—
‘_rlc3| [_lEiIEElE AHA‘IoH_l[_I-

2tO[MIATE EX|=|X| 50t xCP activate BEO| AlmfgtL|Ct,

[root@scsprl1980872003 linux]# ./xXcp activate

(c) yyyy NetApp, Inc.
xcp: Host config file not found. Creating sample at

'/opt/NetApp/xFiles/xcp/xcp.ini'

xcp: ERROR: License file /opt/NetApp/xFiles/xcp/license not found.
Register for a license at https://xcp.netapp.com

4. 2t0|MIAE Y/opt/inetapp/xFiles/xCP/'0fl S AtEtL|Ct,
[root@scsprl1980872003 linux]# cp ~/license /opt/NetApp/xFiles/xcp/
5. 2to|MIA mA0| ‘Yopt/netapp/xFiles/xCP/'Oll 2 ALE|=X| EtQIEtL|Ct.

[root@ scsprl980872003 ~]# 1ls -altr /opt/NetApp/xFiles/xcp/
total 44

drwxr-xr-x 3 root root 17 Oct 1 06:07 ..
-rw-r--r—-—- 1 root root 304 Oct 1 06:07 license
drwxr-xr-x 2 root root 6 Oct 1 10:16 xcpfalogs
drwxr-xr-x 2 root root 21 Oct 1 10:16 xcplogs
-rw-r--r-—- 1 root root 110 Oct 5 00:48 xcp.ini
drwxr-xr-x 4 root root 83 Oct 5 00:48

[root@scsprl1978802001 ~1#

6. xCP g43}:



[root@scsprl1980872003 linux]# ./xcp activate
XCP <version>; (c) yyyy NetApp, Inc.;
XCP activated

FEJt otl ArEXtof thall xCPE ERIZL|C
CtS RAto| w2t RET} Ol AL Xtoll Cheh xCPE MXIE 4 &Lt

|
1. HIRE AIXIE Linux A|AEIO] 23015100 2t0|MAE CHR 2 E5H0 AX|EL|Ct.

[userl@scspr2474004001 ~]$ 1s -1

total 36640

-rwxr-xr-x 1 userl userl 352 Sep 20 01:56 license
-rw-r--r—-— 1 userl userl 37512339 Sep 20 01:56
NETAPP XCP Nightly dev.tgz

[userl@scspr2474004001 ~1$

2.0 &

o
It

S0t H L2 Y S HASIUA2. xCP

[userl@scspr2474004001 ~]$ tar -xvf NETAPP XCP Nightly dev.tar
[userl@scspr2474004001 ~1$ cd xcp/linux/
[userl@scspr2474004001 linux]$ 1s

xXcp

[userl@scspr2474004001 linux]$

3. O™ HTQ| XCPUHIA AJAEIO| Yhome/user1/NetApp/xFiles/xCP' ZZ7t Y=X| &tlgtL]C},

'lhome/user1/netapp/xFiles/xCP' ZZ7} At 7ts¢%t 22 'XCP activate' BE S AFE5I0 20|MAE
ghdststn Mol oto|azf|o| M-S Tl BL(Ct.

'lhome/user1/netapp/xFiles/xCP'E At %*

gl= 82 'XCP activate' BEE XS AASHH A|AHIO|A
'lhome/user1/NetApp/xFiles/xCP’0f| xC ﬁE T

Cl2AEa|S MAMSHL|C}

2tO| MIA T A X|E|X| QtO} xCP activate HEO0| AmigtL|Ct.
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[userl@scspr2474004001 linux]$ /home/userl/xcp/linux/xcp activate

(c) yyyy NetApp, Inc.
xcp: Host config file not found. Creating sample at

' /home/userl/NetApp/xFiles/xcp/xcp.ini'
xcp: ERROR: License file /home/userl/NetApp/xFiles/xcp/license not
found.

Register for a license at https://xcp.netapp.com
[userl@scspr2474004001 linux]$

4. 2t0o|MIAZ Yhome/user1/NetApp/xFiles/xCP/'0f| = AFEtL|C}.

[userl@scspr2474004001 linux]$ cp ~/license
/home/userl/NetApp/xFiles/xcp/
[userl@scspr2474004001 linux]$

S. 2to|MIA 0| Yhome/user1/NetApp/xFiles/xCP/'0| EALE| Y =X| 2HolstL|Ct,

[userl@scspr2474004001 xcpl$ 1ls -1ltr

total 8

drwxrwxr-x 2 userl userl 21 Sep 20 02:04 xcplogs
-rw-rw-r—-—- 1 userl userl 71 Sep 20 02:04 xcp.ini
-rwxr-xr-x 1 userl userl 352 Sep 20 02:10 license
[userl@scspr2474004001 xcp]l$

6. xCP &43t:

[userl@scspr2474004001 linux]$ ./xcp activate
(c) yyyy NetApp, Inc.

XCP activated

[userl@scspr2474004001 linux]$

xCP SMBE &X[gfL|C}
() @asol=a 4 9= 40| giBLIC 7IE HEIS BHBHEE xCPE CHA| MAIBHIAIL.

* AAE 27 A



o= 27 Ate

A AH 64H|E Intel EE= AMD A{H, %2 430 3! 32GB RAM

2d MK U ATEY N Windows 2012 R2 0|A X| 2 &= Microsoft OS M2 £ & XSHAA|IQ
AT 22M I|EERIA £ XCP SAEO0| Visual C++ 2017 XHH|Z 75
ool “iIEI01 91010|r grLiCt.

Ed @+ Al AA AEZ|X| AAEL xCP SAE 5! EFZU ONTAP A|ARI2 ST Active
Directory 0| Ql0f| £3Hof SfL|Ct

AEZ|X| xCP Hio|LHZ|2] A2 20MBQ| C|A3 27t C:\NetApp\xCP C|ZIE2|0f|
NE=l 239 F il* 50MBe| C|A3 7t

XelEl= T2 ES HMQUL|C} DESMBEZZEE HH

XQle|s M (I M0t el 2 EHESHUAIR "IMT" XCP File AnalyticsOl X|2E|l= B E HalRX
HTof| ciot HE = AYLICE

xCP SMB Microsoft VC++ Kb X 715 I{7| x| AX|

VC++ MW 7Hs A X|of CH3l| Ct= EHAISE THELICEH

THA|

1. & S2IYUCE"VC++ 2017 THIE 7hs" & =2 Hd MUS 7|2 CHREE 060 22 =S
2. BXE MNESHH X T2 S £ H Z2ISL|C} ool SISt * Install * S MEHBLICE

3. AX|7t 2 2= Windows S2I0|AES CHA| A|ZFRfL|Ct

xCP SMB %7| &% Hxk}

Ct2 tHAo] 2t xCP SMBe| 7| 4E S s efL|Ct,

THA|

1. Windows Z2t0|AHE|A] 2}0] A 5! xCP SMB HIO|LH2| "NetApp_xCP_<version>.tgz"E CIR2ZESHMAIL.
2. 'NetApp_xCP_<version>.tgz' It 9| ¢t=g FL|Ct.

3

£ SMELIT xcp. exe THEE Windows C: Z210|E0f| MEEILICE 0] HIO[LHZ| = Of| M AFE = AELICE
NETAPP_XCP_<version>\xcp\windows & F&% & tgz IH,

Il

4. A|AHEIO| M O]F HF S| XCPZ 'C:\NetApp\xCP' ZZE A% 4= Ql=X| &QIgtL|Ct. 'C:\NetApp\xCP'S AtEEt
2= Q= AL 'xep.exe activate' EHS AF25H0] xCPE &M 3}st1 Of|0|Ef Of0| 3|0 M S TIiBtL|CL.

'C:\NetApp\XxCP'E AI2E 4= = 22, 'xcp.exe activate' HHS NS AsHstH A|AHIO|A xCP §£E M

ClAE2|E MM35H0] 'C:\NetApp\xCP’0fl & EtL|Ct. xcp.exe activate 0%4 | ATiSt M AFBRHE RHSH=
F HAIX|Z} Mo EL|Ct,

C:\>xcp.exe activate
(c) yyyy NetApp, Inc.

License file C:\NetApp\XCP\license not found.
Register for a license at https://xcp.netapp.com
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https://go.microsoft.com/fwlink/?LinkId=746572
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5. MZ MMEl Z0 'C:\NetApp\xCP:'0{| 20| Ml

C:\>copy license c:\NetApp\XCP

1 file(s

6. xCP &A%}

)

copied.

C:\>xcp.exe activate
XCP SMB; (c) yyyy NetApp, Inc.;

XCP activated

C:\>

AE SAtLCE

File Analytics for NFSE M X[gtL|C}

File Analytics for NFSE M X|5t7Lt & 20| =gfL|Ct,

Of ZfHofl CHaf
NFSOf| CHEE A| AR 7 At

o

fo] X=1
—_

=
=

Xtx

==

SHMAIQ "XCP NFSE A

2 X[,

£ S2I8LICt configure.sh 23R E = RHEL(Red Hat Enterprise Linux) @A E A|AHIO| XCP oY 2M2
X

FLICH &X] ool A3EE

A|Zfot7] FHof
* XCP Zejo] M3 F9I A

* Linux A|AEI2 Yum 2|ZX|E2| AMH EE

* Linux Al280] watsio] 24E(0f Qe A wots] MEg

E L=
—_—

P
EX

o tgres Database, Apache HTTPD A{t{ 3! 7|E} 4 TF|X|E SAE
Linux A|AEI0| X|SLICE X[ El= £ RHEL HZT0f| CHSE XtM|oH LIEE2 & ERSHIAIR "IMT". B R0] w2t = Al
HMOZ HASIH L YO|0|Estn Eot XA S =48 4 UG
ASRE E AMBILIC} . /configure.sh -h & S&2IgLICH

L|C}. off CHal XtM|5| ZOotEMA|R configure. sh

82 NetApp 82 AlZSH| Hol| Y S =0k= 20| ESLICH
e QEulof 2L

50302 XCP MH|AO|AM AHSEL|CE.

THA|

1. File Analytics for NFSE MX|st7Lt ¢ O2f|0o|=gfL|Ct.

oX
Ot
2
H
(m
(@]
o
@
o
njo
[u|0+
w+

Msisor eiLich EE
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o
=
a. 2 O|SELICt xcp EHE MEfSID E MAHMSILICt . /configure.sh 2ATEE.
AX[of| §35HH CHS HIAIX| 7 FA|EL|CE,
You can now access XCP file analytics using

(<username>:<password>)
https://<ip address>/xcp

() ol Akgxt 0|23 252 ALBSHO File Analytics GUIO| 2918 4 YLt

4>
i

o ol
=
a. 2 |%_"§L|E|' xcp %H% MEHSED MAHBILICE . /configure.sh -f.
pay

EZE0M £ YHYLICHy AARS F2|5tD MG

ASEEI SQUEH 7|E FYS X1 AA-S ChA| FEE-LICH

You can now access XCP file analytics using
(<username>:<password>)
https://<ip address>/xcp

2. X[ = EetRX0AN DY M S A[ZFRILICE * https://<ip 2 of Linux > /xCP *

2 FESIMAR "xCP NFSE AX|L|CH X2l = HELR X0 CHet XHM[$H LI 2

SMBE File AnalyticsS A X|&tL|C}
SMB& File AnalyticsE AX|5t7{Lt & 20| =gfL|Ct,

of XpHof CHaf
SMBO| A|AEI Q71 AFSIS 2 AFXSIAIAIQ "xCP SMBE A k|SH|Ch.
A|=tstz| Hof
* XCP SMB MH|AE A3 H Linux A|AEI0|A NFS& xCP File AnalyticsE 4450F gL|Ct.

* Windows A|AEI0|A xCP File AnalyticsE 1A4517| O]l Linux A|AEIO|AN xCP MH[ATZ} AAE| T Q=X
SIS A 2.
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SMBZ2 File AnalyticsE MZ MX|&tL|C}
SMB& File AnalyticsE MZ AX|5t2{H LIS THAIE SASHIA L.

|

1. & SAILIC xcp. exe TFYE Windows0l| MEELICH c: E210[E, O] HIO|L2|= LHRO|M AFBE 5= JUELICE

/xcp/windows 2 ¥HE ?.-_I- 2 tgz It

Ol A xCP 2to|MIA MU S CHREEBILICH 'xCP AO|E",

'C:\\NetApp\xCP' ELE MMt xCP 2t0|MIAE O] 2X|0f| FZAFL|CE.

HE TETEN M CHS BHES AHESI0| xCP 20| MIAE &Ml efL|Ct "xcp.exe activate”
Windows CLI & TEIXE|A 'XCP configure'S A2 gtL|C}.

H|A|X| 7t EEA|=|™ XCP File Analytics M7t 2AHE Linux A|AEIS| 1P FAS =BTt

N o ok~ w0 N

E SASLICE server.key & server.crt O I /opt/NetApp/xFiles/xcp/ (XCP File
AnalyticsZ} 0|0| 714 |0 %!._ Linux &%t A) C: \NetApp\XCP.

st 32 CAUASMIL A= 32 o ASME BHX[ZLICH c: \Netapp\xcP S 0|5 3 &HES
AtERILICE

8. Windows ZAEEZ 0|s5t0] A
MH|AE A& st H 2S B0 FAHAL.

9. X E|l= E2RXA A File Analytics AIZ}: nttps://<ip address of linux>/xcp
2 HESHA|R "xCP SMBE AXA[L|CH X &= B2t ol Chgt XtA[et Li&2

10.

i

MEHSILICE ok CHet &AL HAIE[H

() M=ol ZRILICk Brjol AiEtElof 9l P SRt ROl M BHRIS SAstELIC

1. URLQ| 7Hl ME H5 M3 £2I6tL|C CHS HIA|XIZ7F EAIEILICE SMB agent is ready to use.

Please refresh the analytics page

12. XCP I} 2M GUIE SAEISH=E Yl IO 2 =017 HO|X|E ME 1M Of|0] M E F+E of2{oi| SMB o|0]H

E

HAISLICE

SMBE ¢/t It EAM 1g[o|=

7|Z File Analytics for SMBE & 12{|0|E52{H L3 THAIE 2t=stHA2.

1. File AnalyticsE H25}t7| M0oi| File Analytics7t A% S9! Linux A\ Y20 =10 AH|ATF AW FOIX|
2toIgtL|C.

2. WindowsO| A= HHEE0| CTRL-CE &5t0{ 7|Z& XCP MH|AE SX|ELICEH

3. HX| xcp.exe |41 HIO[LAE].

4. Windows ZEEZ 0|55t0{ AHEILICH xcp listen SMBO| CHE XCP It 2M S P MEILICH MHIAS A&

ddsH HE 20 —'.:-QAIQ.

5. X E|= E2tRX A File Analytics A%} https://<ip address of linux>/xcp

ZHLICH "xcp listen'O|H| SMBE XCP File Analytics7t 1A | R &LICE

E=
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S XML "xCP SMBE ZX[L|CH" X[ &= H2tX 0] et XtAst g2

- et ARt EAIE S - SHol - & MEfBiLIC,
(D) M=ol LTk Bjol AfEtelof QU 29 HEtQX oA BYg Baskic

- URLL| 7HQI ME Ho MMZ fEMotLICtH CHS HIA[X[7F EAIELICEH SMB agent is ready to use.
Please refresh the analytics page

- XCP It 2 GUIE 2 A8I5= 22l IS = S0t7F HO|X|E A2 1M of| 0] E Ft= Of2H{of] SMB O[O HEES

= =

HEA[RLCE



|IO

XCPE__I'I' of | I'

XCP NFSE INI O S ML Ct
XCPO| CHgt INI It S A MSH= THARIL|CE.

@ XCP SMBO|= XCP INI It 0| Z Q38X Qb&L|C}.

FE ALEXtof| CHEE INI IFY S et Ct

CtZ ZXtof [t XCP NFS £E ALEXtof ohigh INI TH 2 e o= ASLIC

|
1.vit HEZ|E M8 ZAE 714 I xCP MH2| FHEZ2T (XIS It

xcp.ini” xCP 7 T Q| MIf HEHE +Hs7| Hof| 712 =2 9|X| S LHELHOF BHL|CE xCP Linux

@ SAEO|M FIE2 T 9IX|(NFSV3)E OIS ES & 9l0{0f 81X|H HIEA| OIS EBfjof 8t 242
opelLict.

[root@localhost /]# vi /opt/NetApp/xFiles/xcp/xcp.ini

£Q

=X| helgfL|ct.

09

2. FHEFZ2 0] CH$t xCP Linux 22I0|HE SAE M I $H=50| A

[rootQ@localhost /]# cat /opt/NetApp/xFiles/xcp/xcp.ini
# Sample xcp config

[xcp]
catalog = 10.61.82.210:/vol/xcpvol/

S E7L Ot ArEX}ol sl INI IHE S - RfLCH

FE ALEX}p7L oftl MRIP— NFS I} AI*E“" Dr°E°* Hoto| uM:sI—ll:l' e MRIF
oleEst q

OIAL_|[:|-_
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(£/10.237.170.53 catalog vol
mounted)as follows.

[userl@scspr2474004001 xcp]$
total 8

drwxrwxr-x 2 userl userl 21
71
-rwxr-xr-x 1 userl userl 352

[userl@scspr2474004001 xcp]l$

-rw-rw-r——- 1 userl userl

— This is the path where catalog volume is

ls -1tr

Sep 20 02:04 xcplogs
Sep 20 02:04 xcp.ini
Sep 20 02:10 license
cat /home/userl/NetApp/xFiles/xcp/xcp.ini

Sample xcp config [xcp]

catalog = file:///t/10.237.170.53 catalog vol
oo Tro
xCP NFS2| 32 'How' & 'Can' S AFE3SI0] O10|22)|0]4 = #|=lotH HIO[HE
o]0 e +~ ASLICE
@ FEJ} Of:l AHEALE H|0[E| Ofo[a2|0[ S +Adt= B2 RE ASAL LIS HAIE #dE &
=
X ™Mol Ms1} ot ME QI8 XCP Linux 22I0|HE S AE 9| 'fetc/sysctl.conf Ol CHS Linux € TCP A5 o7y
HLE AHSH= 20| ZELILE 'sysctl -p' EE= 'reboot’ BHS HASHH HEF AtS HOIELICH
net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.rmem max = 16777216
net.core.wmem default = 1342177
net.core.wmem max = 16777216
net.ipvé.tcp rmem = 4096 1342177 16777216
net.ipvéd.tcp wmem = 4096 1342177 16777216
net.core.netdev max backlog = 300000
net.ipvé4.tcp fin timeout = 10
() =estond Agxiel 39 RE NS MFE Lo} gL
() A
XCP NFS A[AES ofch MEH 2t Ha 1.
()  =Estold MBI C13 HAE AISE 4 AL
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Bl ZZ00} SHH, OF2E Sl NFS CIAEZ|Y 4 QI&L|CE xCP_CONFIG_DIR H4=7t AHE|H SAE 0|21}

Z 4= 'xCP_Config_DIR'2 7|2 2|X| '/opt/NetApp/xFiles/xCP'S A& O|gtL|Ct M™M=l AL 72 0S oY
A
At 0|29 Af C|E2|7} ALK} XM 74 Cl2Ea| A2 Lol AEILICE of IX|ofl A 237 MEHEIL|CH

O > riot

[root@localhost /]# export XCP CONFIG DIR ='/tmp/xcp config dir path'

g

& Ha'xCP_LOG_DIR'2 xCP 215 7 LIMEZ[0 MFst= 7= fIKIE MEAYLICH BYE EL U2 08
e A|AR Z2040f 5t OF2EE NFS DI E2|Y 5= JAELILE xCP_LOG_DIR He7 HHEH S AE 0|51}
U3t 0|29 A ClE2|7F AR Fo| 21 Cl2Ea| Z2 Lol MAEILICE o] {xlof Af 227} KFELCE

(=

[root@localhost /]# export XCP LOG DIR='/tmp/xcp log dir path'’

2td = 'xCP_catalog_path'= xcp.in &S MELICH HHE 22 0| 22 xCP = FAlQl
'server:export[:subdirectory]'0§Of °”—|Ef.

[root@localhost /]# export XCP_CATALOG PATH='10.61.82.210:/vol/xcpvol/"
() =E7topd A8Xte| B2 L A20)M XCP_catalog_path'S POSIX 222 WHBHOF BHLICt,
E .
POSIX AYEE LT}

xCP NFS+= O[X| POSIX HYIE] AHE2E2 XIS H|O|E] Or0|2g|0|ME |
AZE N3t

rot
k>
| >
0
i)
>

AEE=l=21s
POSIX H4E{olli= CtS 7|50| X ELt

* LEe 2 AJ7H AJZH AIZFS KRGS POSIX THY AIAEIS| 32 'CAN' B2 R4 BH(X, Li=X)S 7HieD
‘COPY' ZH2 0] 32 ML

f
- POSIX 7{HIE{.= NFSv3 TCP A4S AFR3H= XCPEL} oHd 3|},
e
POSIX H4E 9l A2 T E 'file://<mounted path on Linux>'&JL|C}.
POSIX HHE E dH™eLICt
POSIX HYEHE SFstHH Ct3 2{Y S +=~sHoF LT

=

[>

AUy =S OIREYLIL

* Ui =0 oK E M= o 2Rt 2SHo] JA=X| helgfL|ct

CHet 84 FHE =20t OHE of|of| OR2 EE LT,
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root@scspr2395903001 ~]# findmnt -t nfs4

TARGET SOURCE FSTYPE OPTIONS

/t/10.237.170.39 src vol 10.237.170.39:/source vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 dest vol 10.237.170.53:/dest vol nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

/t/10.237.170.53 catalog vol 10.237.170.53:/xcp catalog nfs4
rw,relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=t
cp, timeo=600, retrans=2, sec=sys,clien

[root@scspr2395903001 ~]#

POSIX HAYE{= POSIX & 'file://'S At A Sl e S &0 AMALICE 2|2 oM 24 F2=
'file:///t/10.237.170.39_src_vol'0| 11 CHAH A2 = *file:///t/10.237.170.53_dest_vol Y L|C}.

HIRE ALZX7L SRSt XCP 7tHE9 HE 7S 22[sHT XCP ALEAHE
OtEl AFE XS] B2 Linux IF AHEXLZ} 00| 22|0| M S s&5t2H Ch3ah 242 #eto] 2Lt

Ch2 YE 2H0M = demo?t HIFE AFEXO| 2, 7120 2F0| OI2EE|= 2= /mnt/xCP-catalog L Ct.

sudo groupadd -g 7711 xcp users

sudo usermod -G Xcp users -a demo

sudo chown -R :xcp users /mnt/xcp-catalog
sudo chmod -R g+w /mnt/xcp-catalog

xCP 7122 1= HI0|EHE XZSHX| X2 A7 51 SALIHY 0| E, L2 E2| O|F 3! 7|Ef HIEHH|O|E{E M ZE et Ct.
metd 512 AEA7E M E HEHOIEE Bod £ U= 7|52 MSSHEE FtE20 o A|A - Hots 7 45t=
0| E&LICt

A =] .

293 (UID ! GID)

Ut ALEXIE MY E R 72X R POSIX E= NFS3 CHAM| CHE "copy” BEHES AR (UID(AHEXLID) X
GID(2E ID))E HHSIX| pELICH. 2R3 T2 YUMo = AB[XIt F-ELICEH AHEXEAZL AHEXL B IHY S
SAE O AFEAFAE S 2/M0F RLICE O2{LE RE ASXIF IHUS SAIE M= 2FX| gLt RE
AFEX7L YA E FAKE off '-chown' 82 £E 0|2|2] '-chown' @0| UID2 GIDE AH5I2{ 1 A== E A2
HF LI}

Aol 4t AHHE flo ZE =E0iM xCP AFSXtOf| Thsl 2T 72| B2l it HFXE 53 & ASLCH
chA|

1. 'vi Jetc/security/limits.conf HHEES ALEst0] MY S HLICt

2. '<username>-nocfile 999999' I of| Ct

dlo
M
o
It
N
met
-
o
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o off

root - nofile 999999

jo

HZSHAIR "Red Hat 224" B AESHAIL.
S HHE S LT

xCP NFS2| A2 HDFS(Hadoop Distributed File System) 7{4IE{(HDFS://)E E8l xCP=
|:|.Ot'<'5} SIUKOIM HIBoH DE HDFS T1 AIAL0] AL & ASLIT

—

-

XEEE 75
HDFS Y E{0ll= HDFSO|A NFSZ =x| B3 20| XA ELIC}

42 AZ
HDFS H4YEQ| A= 22 "HDFS://[user@host:port])/full-path" L|C}.

@ AEXE ZAE ZEE X|HSIX| M xCP= TAE MEJ} 'default’0| 1 ZETJHCE AHE

= —‘—7:"'

hdfsConnectE = &8 I—| C.

HDFS H4E S MFeIL|Ct
HDFS "copy" @2 Maist2{™ Linux A|ARI0|A HDFS 22t0|HEE X511 Hadoop S M0 et
QIE{HIOM AL 7|'o ot MY 1M S m2tof gLICH & S0, https://docs.datafabric.hpe.com/60/

AdvancedInstallation/SettingUptheClient-redhat.ntml” & AL23t0 MapR 22{AE0| Cigt 22t0|HEE MY
olAL|C}
AN H .

2=t 20= SCHOIUENM FH S 2tZ8HO0F RLILE xCP -1t &1 HDFS 322

HFDS 220|2E d¥3
23 71 Aofor Lot

=
AtEStaH Ot &3

—

* NHDFS_LIBHDFS_path@lL|C}
« NHDFS_LIBJVM_PATH

CHS oo M= CentOSOIA MapR % Java-1.8.0-openjdk-develof| CHgt A& 0| ZhsghL|Ct.

export JAVA HOME=S (dirname $ (dirname $ (readlink S (readlink $

(which javac)))))

export NHDFS LIBJVM PATH='find SJAVA HOME -name "libjvm.so"' export
NHDFS LIBHDFS PATH=/opt/mapr/lib/libMapRClient.so

[demo@mapr0 ~]$ hadoop fs -1s Found 3 items
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 dl
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d2
drwxr-xr-x - demo mapr 0 2021-01-14 00:02 d3
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https://access.redhat.com/solutions/61334^
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https://docs.datafabric.hpe.com/60/AdvancedInstallation/SettingUptheClient-redhat.html`
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OHE L A U0tR 7

xCP NFS2| B2, £ 'copy'(EE 'scCAN-MD5') BES ALE3I0] 0421 Linux A|AEO|LL
S2AE 20N HYUXE HACRM Y 2O §5 SIS S5 £ ASLICL
Rgels 715

CHS L= AF|Y0tR2 THEat 22 AlLIZ| 201 M T A|AEI9| o

or
o
o
Mo
Of
A
52
rlo
Ha
rin
fot
oM
=2
>
=)
ol
ot
T
o

* B2 =0 M HERHIO|E THelo HOIHE SAISHE ol R 20| 2E2l= 3
© S2RLE QEME NFA0 g X|H AlZto] Z20X|= B

* Ch72 HDFS 22{AE| Hol M= 04 B2 £9] 10 B Aot

#z 7e

Cts LE AAY0IRO HAE 22 '- = E worker1, worker2, worker3’ &IL|C}.

OE L& AHY o2 AH
CPU 5! RAM 7180| RAtet 4749 Linux S AEE EX[5hE XS UHYLICE xCPE 2E SAE LLE0|M ZA
A2 THE £ QOO Z || 7| SAEE P& O10|I|0|MOf| AFEE 4 JELICE Ol2{st =EE AF|A0IR
SHAHO| M ALESHEH 471 LE F SHLIE OtAE LEE MHESIL CHE L EE YAt L EZ AEdoF gL|CH ol E
£0], Linux 4 E MX9o| AL E 0|E& "master", "worker1", "worker2" & "worker3"2 X| &3t C}2 OFAE
oo Ad2 Mgt

1. 2 C|AE2|0| xCPE EAtEtLICY.

2. xCP 20| MIAE MX|st -dstetL|Ct,

3. xcp.ini’ IIYS £Hst0 FtEt2 0 A2 E FItetL|ct

4. OtAH L EOA ZHX = EZ SSH(passwornless Secure Shell)& MAgtL|Ct,

a. OfAE LEOo|M 7|5 d-deLnt.
ssh-keygen-b 2048-t rsa-f/root/.ssh/id_rsa-g-N"

b. R= XXt 20 7|1E SAFLIC

ssh-copy-id-i/root/.ssh/id_rsa.pub root@worker1'S & ZXsHAA|I R

XCP OFAE] E= SSHE AHESH0] CHE 20| A 2AXE HATILICE OtAE 20N xCPE AH5H= ALEXI0]|
CHoll 2= @l= SSH WMAE ALESHEE RYXAL L EE Fol{oF LTt o|E S0 OtAH LE0N LE
"worker1"E xCP Xt LEZ AESHEE ALZXLHI2E A5t OtAH 20N 3 ClHER[o BE 2R}
‘- EZ xCP HIO|HZ|E FASHOF 2L|Ct.

H|ch Al=t

0121 XxCP HUKHE SAlol AIZHE 1 QRS XISk TS oIS 20| 2 X} = S0|A 'shd MaxStartup’ BHH
45 52{0f BLIC,

echo "MaxStartups 100" | sudo tee -a /etc/ssh/sshd config
sudo systemctl restart sshd
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"nodes.ini" I+

XCP7} 2B AE L E0|AM RIAXIE AlSHSIH ZtAX} T2 M AT} OFAE LEQ| 7|2 XCP ZZ2N|AOA SHA HAE
MEBHLCH EX LC SHAS AFEXF Moot H OtAE =9 A CIZEZ|0|A 2t nodes.ini” THU0| HE
MEslof SHLICHEIE X = E0|= M CIREE|LE FHE 27} @I 2). o|E £0, 0| (CentOS)2t 20| OFAE
Lo CHE 2 X[0f| "libjvm.so"7t = Ubuntu MH mars2| 22 Mars Xt Xt7t HDFS HYEE AEE 3 U E
M ClHEe|7t ZREL|CH o] ¥™2 O3 of|of Lot IELICE.

[schay@wave ~]$ cat /opt/NetApp/xFiles/xcp/nodes.ini [mars]
NHDFS LIBJVM PATH=/usr/lib/jvm/java-8-openjdk-amdé64/jre/lib/
amd64/server/libjvm. so

POSIX %! HDFS It Z=7t IotEl LS MM S AE5t= E2 THY A|ARIDE A4 ST LHELHD| IHY A|ARIS
OrAE B9t BE MUK} = =0f OF2 E3H{0F LT

AR S E0[A XCP7t Al E|H AKX 20| 22 72A40| gISLICHEO|MA, 20 b = FHEFZ2 T §1F). xCP
HO|H2|= = CIAE2[o] A|ARINA Dt HRPL|CH O|E S0, 'copy’ BES AEs2{™ OtAH L EQF R E XX}
LEJt AA Sl iAo HM|ABHOF BHLICEH xCP copy — nodes Linux1, linux2
HDFS://luser/demol/test\file://mnt/ONTAPS| AL, "Linux1" & "linux2" SAEN= HDFS 22}0|HE AT E||0{7}
TME|0] AU0{OF SHH, NFS LHELHZ|= /mnt/ONTAPO]| 02 EX[0{0F SHH, A HAZ S HQL Z2H0] = LA E 2|0 xCP
Hio|LH 2] SX|=0]| QL0{0F gLILCE.

POSIX 5! HDFS 7{4lH, Ct& & A0} 9 HOot 7
(o]

I
POSIX % HDFS 7{4lE|, TtE == A3 U0FR S Hot SHH AH B == AUELICE IS SO LSt 22 'FAK
SSAN B2 POSIX 3 HDFS H4HE 2ot 8l A7 OFR 7|51t ZetelL|C).

LA O,
./xcp copy hdfs:///user/demo/dl file:///mnt/nfs-server0/d3
./xcp copy -match "'USER1 in name'" file:///mnt/nfs-server0/d3
hdfs:///user/demo/dl

./xcp copy —node workerl,worker2,worker3 hdfs:///user/demo/dl
file:///mnt/nfs-server0/d3

* O|OfXtX|2|2] of:

./xcp verify hdfs:///user/demo/d2 file:///mnt/nfs-server(0/d3

S3 AH4EE F+dgLICt

xCP 1.9.2%E{ S3(Simple Storage Service) HYEE ALE5HH HDFS(Hadoop Distributed
File System) It A|AEIO|A S3 QEHE AEZ|X|Z C|0|E{S Of0|1&|0|ME £ ooz
XCP G|O|E{ Ofo|zf|o|M He|7} erabEL|Ct,

K&l OFo| 220 AL AR

29



S3 HHE{of ol X =|= OF0| 20| 8 A Atell= Ch3 1t Z2&LIC

* HDFSO|A NetApp StorageGRIDZ 00| 1gj|0|M
* HDFSOIA Amazon S32 010| 12{|0|M
* HDFSO|A| NetApp ONTAP S32 0t0|13|0|M

() #% MapR HDFSOl chefiAlet 213 X xIgiELIc
XE=2s
Ol CHet X[ scan, copy, verify, resume U delete S3 HUEOf| CHo HHS AtES £ USLICH.

X=X gh= 7|

[

off Tt X sync S3 H4E 0| CHal BHS AMEY + SUELICE

A2 J1E
S3 HUEQ EE PE2 QLICt s3://<bucket in S3>.

* E M85t XCP B0l tiet EY S3 ZZES MY o= UASLIL -s3.profile FMS MERILICE
* EMEY = UELICt s3.endpoint S32 SLSHEE EH ¢S 5= SUYULICE

(i)  StorageGRID % ONTAP $39| 2 JI=HQIE ALgO| BBH Tt

S3 AHYHE ALt
CHA|
1. S3 H4EIE AL8SI0| xCP HE S MAstz{H i S E0l| cht 2atel MEAof| w2t S30 H2lS MAstL|ct.
° "ONTAP S3 QERE AEZ[X| 22|
° "StorageGRID: HIHE X HHQE AtggtL|C}"
A &6t7| Hof| 7F QL0{0F BLICH access key, secret key, CA(RIZ 7|8 2IBAM HE 8l
o s

() S HZBHIAIR endpoint url HE. xCPE el AIXe7| Hof o[2{3t Oj7His
AFE3101 53 B{2l S AlsID IZBLIC

2. AWS(Amazon Web Services) CLI I7|X|E MX|st1 AWS CLI BHS H&Hsto] S3 A™| chet 7| 2
SSL(Secure Sockets Layer) 215ME FMTtLICE

o 2 AXSHYAIQR "X A HT S| AWS CLI B X| EE= HH|0|E" E =8 AWS I{7|X|E MX[EL|Ct.
° 5 HZSIUAIRQ "AWS CLI B HZ" B BZSHUAR.

3. B A88LICt aws configure AtE B OIUS P AsHE HHQULICEH 7|2XHO 2 mhY 9 X|&= YLICt
/root/.aws/credentials. A4 SE IMAUS M| A 7|2 H|L HMA F|E X|™HolOF BfL|C}.

4. E N E8YILICH aws configure set 7t EBHEl IO CA QIS M HES X|Hst= BHYLICH . pem SSL
QUBME ol ] A EE|= SXXIALICE 7| 2o = THY @(X|= LTt /root/.aws/config.

o Off: *
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https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html
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https://docs.aws.amazon.com/cli/latest/userguide/getting-started-install.html
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[root@clientl ~]# aws configure

AWS Access Key ID [None]: <access key>

AWS Secret Access Key [None]: <secret key>
Default region name [None]:

Default output format [None]:

[root@clientl ~]# cat /root/.aws/credentials
[default]

aws_access key id = <access key>

aws_secret access key = <secret key>
[root@clientl ~1#

[root@clientl ~]# aws configure set default.ca bundle
/u/xxxx/s3/ca/aws_cacert.pem

[root@clientl ~]# cat /root/.aws/config
[default]
ca bundle = /u/xxxx/s3/ca/aws_cacert.pem

LB 4% 740| YR F xCP BYS AW6t7| Hol AWS CLI BHO| Linux 22f0[AS0| A S3 #3218
AN ASH 4 YT BHQIBHLITE

aws s3 ls --endpoint-url <endpoint url> s3://bucket-name/

aws s3 ls --profile <profile> --endpoint-url <endpoint url> s3://bucket-name

o Off: *
[root@clientl linux]# aws s3 1ls —--profile <profile> --endpoint
<endpoint url> s3://<bucket-name>

PRE 1G/

PRE aws_ files/

PRE copied folders/

PRE d1/

PRE d2/

PRE giant size dirs/

PRE medium size dirs/

PRE small size dirs/
[root@clientl 1



H|O|E{ Ot0|22{[0]d A=l

C[O|Ef Ofo| {0 A=l
CLI === File Analytics GUIE AE35t0] Oto|ej[o|M 2 Al=le o~ J}SLICH

Ct2 S AFESH0] 0H0|22|0[4 S Al=ISHYA| L.

—

HA|
A7

—

o B4 S A5 LHEWY| 3 S/ tiet S|

i

AlZtetgfL|ct.

NFS Ci|O|E{ Oro|2{[o]M A=l
NFS GH|0|E{ Oro|az|o| M A=l

HA|

£ 2=YLIL show B2 oLt 0|2 AEE[X| MHO| RPC AMH|A2 NFS LHEL7|E H=|RfLICh. B2 %
LHELHZ |9 ArEE BTt A8 Thstt 8FS 71T ALE Jtsth Mu[A SLLIEUY|, 2t =L 2|9 =
Li&gt

o o
SfLct.

Im
1B
0z
o

. 01' *
* 'XxCP show <NFS I} AH |[P/FQDN>'

* XCP 2= nfs_server0O1.netapp.com’

XiM[et LIE2 xCP =2 S AL,

A7

—1!

£ SeELCt scan BEE MAHH2=Z A fE TH| AA NFSv3 LHEH B2IF AR HAL S A| IHY 7=
SA7t EHELICEH A =Y B0 AANFS AAZE OIREE 97| M8 REE HFSH= A0l E5LICH

T2l £ Ci2Ef2] 0| S0f UTF-80] OF 2X17} Zgtel 2 O2{3t 2AH: UTF-8 BAI02 walelof

() 4% 0 BAELC xep-ccan B, 24 930lA] UTF-822| Hato] uj2t 2x7} oty
EAIEIX k2 4 YALICh

* Off: *

* xcp scan NFS [server:/export path | file:// ]
* xCP A7 nfs_server01.netapp.com:/export1’

* 'xCP AZH\file:///mnt/nfs-source'

XiM[eH LIE2 xCP =2 &M

o

AHSHA| L,
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SMB G0|Ef O}o| 20| M A2

SMB Gi|0|E{ 00| 12| M A2

HEA|

'show' E2 MHO|M AL 7hsEt 2= SMB SRE A 7tstt et

oH

2o = HAISLICE off:

* 'XxCP show\\<SMB I}t AMH |P/FQDN>'

* XCP £ smb_server01.netapp.com’

XiMIEt LHE2 xCP =22

fjo

HAHSHMA|2.

|>
U

B2 M SMB ZRE WAKOR HMOLT AL BR Al 2E TAS LIFELICH

1

A0 2 FO0f| -preserve-atime' S35 'AZH BFH 0} SHH| AFSHH AANAM HMA AZHE EES
2= JAELCE,

o *
* 'xCP A7H\\smb A H{\share1"
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A% xcp help resume & FESIHYAIL.

S7|%

£ AH2310] 22 NFS Cl2IE2|of sl $3 %
of ZA S HEELICE O™ 7= QlEA

— 7=

'Sync' BH0{= Catalog Index Ef 1 0|2 = O|™ SH| &l H
A G 2 AFSIS ZASIL|CH AA ZSE HA ALsto| ER ClAE

o X o o
Ho = 57150 &Y # CHS0Hl M [.underline]#2 = CHA|ELICE
<o *

xcp sync -id <catalog name>
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Al xcp help sync E BXSHHAIL.

FIEIE2 T QA HSE AESHA| Qf SH| & = AAQ EFZI C|A ER2| 7He| FA| HEO|E Tl H|0]E H|w %
SUBICE YP2 AL ABHS TS0 27 AlIZH Y JIEF I EE CIAER| £42 SRISHLICE £3H0] HYS UF
LDE0M IHES 2410 0| E H|wghL|Ct

° 01' *

xcp verify <source ip address>:/source vol

<destination ip address>:/dest vol

* POSIX & off: *

xcp verify file:///mnt/source file:///mnt/dest
AWM xcp help verify & MESIHUAIL.
iSync £ MEHSIL|C}
E 228Ut isync BHS AAQ} CHAS H| WSt FHEED QHAE AMSSIX| 9410 EFIS| XtO|HE
7|ttt

. 01' *

xCcp isync <source ip address>:/src <destination ip address>:/dest
2 MY £+ UELICH isync E MBS0 estimate O 2= AlZHS |§ t= & °'|-|Ef isync 32 HE
LHES S7|etot= BHYULICE E S2ILICt -ia 0i7 EaE= O SAF Aol FHE 21 0| §S XIFELICt

@ A2EI HIO|E ME 37|29] 25% 0| &S HASHH O|(7t) AFEEILICE isync estimate EHO|
st ZuoF BAE|X| 42 & JASLICL

° 01' *
XCp isync estimate -id <name>

Al xcp help isync E HZSIHAL.

SMB C|0|E{ 0}0|12{|0] A

AHESt0] Oto| oS A=l =

-

ﬂIIHJ

S AI2310] SMB H|O|E{E

{0
0
o
O
=
X
0
Q
Q
3
oF
ol



copy BH2 TA| 24 CIHER| AXE HMSI0| e SMB SR SALICE copy BE S AHESHH 24 F=9
CHel 27t Ha2 QUOOF BL|CE AZHE|D SALE Ot ME|2/EE 8 Bt AZh M ZE27t 520ttt 2&0]
QU E LT

®

. 01':*

At

ol
A

! B0l -preserve-atime' 223 E 'copy' BH It STH ALESH0 AAQ| MMA AZHE BES
L|C}.

1 o
I

C:\xcp>xcp copy \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

M xcp help copy & HZGIMAIL.

SYNC BE2 H0|f 2HIX EfY AT M EM AR 8 2o YL S H|wglL|C},

@ 5713 2 F0]| -preserve-atime' 22| 1E 'Sync' HE I} 8HH AFESH0] A A Q| HMA A[ZHS
HEZ & ASLCH
. 01' *

C:\xcp>xcp sync \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

O] BHS Sl 240 EF X[20| Z5F AT Xt0|E & + ULt FH| = S7[=tE +Ast= Hl A8El= =70
A0l EE 24 A YN BHE MY & JASLICEH

@ Venfy Y S0i| -preserve-atime' Z223E riting &1t SH ALESH] AAL| HNA AZHE HES
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C:\xcp>xcp verify \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

A% xcp help verify & EESIYAIL.

SMBE £/t NTFS CHAl| CI|O|E{ AEZ 0j0|1g|0|M
SMBE ¢/t NTFS CHA| C|O|E{ AEZ Ofo|agj|o|M

XCP 1.9.352E XCP SMB= € AFE35t0{ NTFS CHA| GIO|Ef AE&Ie| Oto|ag|o|ME
K| KSL|CE ~ads XCP SMB H3 M,
N V=N

XCP SMBE ME8% = JELICE copy R sync CHA| G[0|E] AEZIT} XCP SMBE Z &= HI0|HE
aro|22f|o| Mot= HHEYLICH scan SMB SR A CHA| E1I0|F—1 AEZS M= FFEYULIC

X|¥El= XCP SMB 3
CHS XCP SMB EH2 E X|&BLICt —~ads &M:

®* scan

* copy
* verify

® sync

CHE B ols E AH80t= YHE 20 FLIL -ads 4:

* xcp scan -ads \\<SMB share>
* xcp copy -ads \\<source SMB share> \\<destination SB share>
°* xcp sync -ads \\<source SMB share> \\<destination SB share>

* xcp verify -ads \\<source SMB share> \\<destination SB share>

HDFS Ci[O|E{Z 010|320 MEtL|C}

AFE5H04 Ot0]| 22f|0| M2 Al=lot & scan BH S ArESH0] HDFS H|O|E{ S Oto|12|0]dg
o]

£ 2213t copy HHS MEistH MA| A A HDFS(Hadoop Distributed File System) HIO|E{7} NFS =



S3(Simple Storage Service) HAIQ = AZHE|0] SX|EL] Ef. £ SEIELICt copy BES o™ AA I CHA
FE27t HZ2 HROL|CH A7 Bl SAE I, M2 2F, £ S Zap AIZE HE FEIL SAEY B2 Al BAIELCH

*NFS E= off: *
xcp copy -newid <id> hdfs:///demo/user dst server:/dst export
* POSIX B2 of: *

xcp copy -newid <id> hdfs:///demo/user file:///mnt/dest

* S3ZE O+

xcp copy -—newid <id> hdfs:///demo/user s3://my-bucket

xCcp copy —-newid <id> -s3.profile <s3 profile name> -s3.endpoint <endpoint-
url> hdfs:///demo/user s3://my-bucket

A8 xcp help copy E EESHYUAIL.

ChAL AI%}

i
rIJIJJ

2 QIHA 0|2 L= O|X EA &

tdol H 7t of H%*%!I—Ilir <catalog path>:/catalog/indexes
Eg|

[
1% um

A
_——

° 0;":*

xCcp resume [options] -id <id used for copy>

xcp resume [options] -s3.profile <s3 profile name> -s3.endpoint <endpoint-
url> -id <id used for copy>

2oz XCP: resume BH2 Of|M ALEEl SAI2 QIHAS[ S3AEXQIE ZIS3 TE=HE

(D MELILICH copy BH. J2{LI MER B2 -s3.endpoint X -s3.profile 242 2 S|
M SELICH resume ':5'%4, =M M gt A AH=20l| AFRE[= 240| AFR2ELICH command KA S| ELICE,

Moll xcp help resume S EESIHUAIL.

E 22YLIT verity BH2 FIEH 2T QHA Ho S AIESHX| 940 SN 2] = A A | E2|9F ERZU LA EE
7 171

2|
Ztofl x| HEO|E the| HIO|E| H| W E AFEELICH FE2 & ZF0A IS A1 H|O|HE H| W RfL|Ct.

I'<'S'='I-[_||:|- resume I:l=IE=i 9|.EI-§—| O|I:-IIA O|E e I:|-| x|x-|-5|.o:| o|x101| =rC I-El Exﬂ ;F%-I; |:M| A|II-'6'|-|_||:|._
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xcp verify hdfs:///demo/user dst server:/dst export

* POSIX ZZ 0f: *

xcp verify hdfs:///user/demol/data file:///user/demol/dest
*S3Z=0of: *

xcp verify hdfs:///user/demol/data s3://my-bucket
xcp verify -s3.profile <s3 profile name> -s3.endpoint <endpoint-url>
hdfs:///demo/user s3://my-bucket

MHBHE XCP &4
k=3
=

N
>
O
o
)l
e
=2
)
o
o
]
=1
H1
2
x
fim]
=1
H1
i=|
o
[
-l
o
rx
o
40
o
bt
m}
»
S
®
o
1o
ot
|>
|m
=2
H1
o
_I-g
oo
~
1o
kU
<2
i
ot
00
els
o

() sMB HiolEf ato|aao] Mol SUst A0 0f2f XCP &S A & it

=P

71280 = Zt xCP Y2 =Y IDOf| 1R Hro| 2T oo 7|2 ELICE o] 2 HIAHLIES SYst i
A N ==

SAEOM 0f2] ZelS AW mj T ZSLICE NetApp S #H2SIX| 2 20| FALITH xcpLogConfig. Json
THY - £ IR AL xcp. log S8 SAEN|A Ol2f XCP &S W2 208 4 e muglLth

STt SAEQ|AM 02 XCP &HE Al ~ U= B2 LIS XCP EHE AM8g & USLICH
®* scan

* copy
®* resume

* verify
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* isync
* chmod

* chown

SYS S AEM 02| XCP HYS Hdt= A2 oM X[EEX] FELICH sync B

o o

XCPOl|= R 7HX| 27} NFS 7| 50| Z&H&[0] J}SLICH

Chown2} chmod

XCP 'chown' % 'chmod' @22 A28t X|™El NFS g— = POSIX 20| CHSH 2= ol CIAEE|E
HHUHOZ HAE 4= QUELICt O|F A otH f-ulot Il o] Ms50| SFAHEIL|CE,

(D OHUO| AQHE HASIY| Hof| M ARXE FAM6lof gLt O™ X| o™ HHo| MIjEtL|Ct xCPo
chown2} chmod %%8 2|5 A9 chown2t chmod E& 02} H|6HA| SZEHSICY

o 1

FO|MER] 0] I E mpelof| CHel ohed

2o MEHSH
pE s QE rN FS 3%/ L= POSIX 327t 42 2R
IH-_H’HOE HABILICE "chmod" HH S AI28IH AZHSH =

co= —

| 4318 244312 WARLICE chmod S A Bofzie
SHLICH xCP2l chmodi= 2017l Z20]| Cht AstS
It Z0| M HAE AL AsHS HAIS & UALICH

——=

o *

xcp chmod -mode 777 NFS [server:/export path | file://<NFS mounted path>]
xcp chmod -mode 707 nfs server(Ol.netapp.com:/exportl

xcp chmod -reference nfs server(Ol.netapp.com:/export/dirl/file.txt

nfs server(02.netapp.com: exportl

xcp chmod -match “fnm(‘file.txt’)” -mode 111 file:///mnt/nfs mount point/
xcp chmod -exclude “fnm(‘file.txt’)” -mode 111 file:///demo/userl/

XtMst LI2E xCP help chmod HES AMaHEHL|CT,

]l

x
=]

XCP "chown" B&EE ALE35t0] X|HEl NFS 37 = POSIX Z20 Ciet & It CIMEE|E Moz HEY
=+ ASLICE O[FH| otH Tt o} o] 40| SFELCt.

OOI:I

chown HHE2 MENSHCIAER| X0 Qs B E THAUQ| ARHS AMSI D HATILICE chown HHS AME5t2{H
NFS 28 L= POSIX 227t HER n'9°”—||1f XCP 'chown’'& "O'I | AZ20] CHst ARHE MHEHSE
5?§<.>JLIEL
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- of -

xcp chown -user userl NFS [server:/export path | file://<NFS mounted path>
xcp chown -user userl nfs serverOl.netapp.com:/exportl

xcp chown -user userl -group groupl nfs serverOl.netapp.com:/exportl/dirl/
xcp chown -reference nfs serverOl.netapp.com:/export/dirl/file.txt

nfs server02.netapp.com:/exportl

xcp chown -match “fnm(‘file.txt’)” -user userl
file:///mnt/nfs_mount point/

xcp chown -exclude “fnm(‘file.txt’)” -user userl -group groupl

xcp chown -user-from userl -user user2 file:///mnt/nfs mount point/

xcp chown -group-from groupl —-group group2

nfs server(0l.netapp.com:/exportl/

XtMS LH22 xCP =22 chown EH

fjo

HAHSHA| 2.

xCP =%

xCP =8 7|52 7|1&ES &t=dte Ol Z2|= MZS AIERLCE copy £220M Y2 ZHAS fHBLICL 7|EMS
2=25H= O ’%R?_f Of| &k AZFS AIMEILICE copy CPU, RAM, HIERI3 = J|E} Of7HEH=2F ZH0] SiXf At 7ttt
EE ML 2| AAE MBS RS fAYLICE E AF2Y W -target xCP= ME SAF 2 S HABI0] of| &

— O= J =
Azt #EL Lt
. 01' *

server : NFS server IP
export : NFS exported path for the above IP

xcp static estimation
xcp estimate -id <scan id>

xcp live estimation with default time
xcp estimate -id <scan id> -target server:/export

xcp live estimation with -t option
xcp estimate -id <scan i1d> -t <time for which estimation should run>

-target server:/export

QIE|A 4
E ME8Y £ USLICE indexdelete ZIEHETD QUHIA S AX|St= HHRULICH
. 01' *
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xcp indexdelete

A xcp help indexdelete S EESHIAIL.



=X HZE

XCP NFS 2% 2x| s &
2HE sHEe £ U= | 2 HHS HESL|CH
xCP 22X & &M

XCP 25|

xcp: ERROR: HX| H|W: SSHE|X| Qb= QG A

DU ALICE S | xCPO| AT MM El Qe A TS
AMEBIHMAIL. EE= xcp.netapp.com Of|A| O|™ xCP
EEEE ErTEEg = EL|C}

xCP: error: root=2 & 2sH0fF tL|Ct

'XCP:error': 2t0| MIA T
'/opt/netapp/xFiles/xCP/license’E &2 4 SI&LILCL.

XCP: error: O| 20| MIA T} Ot 2 E| U SLICH

xCP: 2%F: 2f0|HIAE AHE = GSLILE

'XCP: error': xCP7} 23St K|
'activate’E AASTIMAIL

O Ab=2 2fO| ATt &

OFOFAL|CH MR

(V=]

L|ct

'XCP: error'; 20| Ml A

HEL 5 YSLITt

£ 2YslotR| ZYSLICEH MO

'XCP: error': 2t0[4llA gh-Ma} AIl: Server
xcp.netapp.com unreachable. xCP: $1E: 0| SAE|A
DNSE 745ALt 20| MA T|o|X| 2 S0t} 74l
2O[MIAE QETIL|CE o4 @F: 2to[MlA gdst Hmf:
Server xcp.netapp.com @2 4= gi&L|Ct

'XCP: error': Catalog inaccessible: cannot mount
'nfs_server:/export[:subdirectory]'
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of 2 W

XCP 1.9 O|™ H{TO| XCPE AI2st0] MM El ol Ao
Chst 2t S Aste{ 1 gLt of I*“% INFEE=PN
OFAL|C}H ZISH =Q| D= 00| 13|0|ME &4Z 3 LIS 0|
HZX ol XCPE2 M&tst= 70| E&L|Ct. cc [}2 aio 2
' EAN e R HEE LA HASH xCP 1.92
MZR QEAS Mgt 22 JAELCH

SE ALEXtE xCP EE S Lt

ol 2t MIA S CHREESL|CH "xCP AFO|E" O O3,
'/lopt/netapp/xFiles/xCP/'0f| S ASt11 'xCP activate'
TS 2oto] detgfLint.

Ol A AH xCP 20| MIAE HAISIHLE O A AR "xCP
ALO|E™,

2to A mMAo| 2HE[US = ASLILE oM MZ2
XCP 20 HIAS IO HA|L "xCP AtO[E",

xCP activate 23

KBt xCP 2Io| A TUS BEL|CEH xCP AMHO|| A=
'/opt/NetApp/xFiles/xCP/' C|2I E2|0f| xCP 2}0| A E
S ALEILICE xCP activate B2 Adst0o] 2to|MAE
hdstetLCt.

2210l 20| MAS SYBFS T St SAE A AHO|
OIE|L0f IZ5(0f RUX| QLICF AlARIO| SIE{Ll]
A Zeof Qx| FHolghct.

S AEO0||M xcp.netapp.com Of

A
Qmajol aIo|MA QXS 8F A 0

|
A

XCP Linux 22I0|ME SAEQM MEJIEED H
1S 20 QK| 2 74 Y S AH|0|ERLICE xCP +4
I+ 2 Jopt/netapp/xFiles/xCP/xcp.ini* Off A&LICH.
T ol ME o=
"[root@scspr1949387001~J#cat/opt/NetApp/xFiles/xC
P/xcp.ini*"[xCP]""catalog=10.235.128.153:/catalog


https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/

xCP &H|

NFS3 QE 2: OHEI' I[I'OIO“—-I' |:|E‘”EE|7|- HM::L—“:I'

'XCP: error': H|Of UL} Z2 =l QIHAQIL|CE

"xCP:error": H{X| H|u: 5t¢| Z2MA AIf(TE IE -
9): recv <type 'exceptions.EOFError'>'

xCP:error: xCPO|A| ACLE X{2|5t2{™H OS nfs4
Z2I0|AHEE A2 "<path>"E O ESHIAIL

OFO| 1&[01 4 3 XCP rirfy 20| AITYBHLICH Atey7
Az EAIELICH (2ol E)

HARH7L 't 7l xCP2| FHO| MIBfLICt (210|E)

xCP 'S7|el" EO0| HofgfL|CHOl= oto|azo]d &
BE S715t R0 HEFH). (2t0]2)

XCP AL, MM, S7]|of HHO| M|2e| REC=
A MELICE xCP7 23112 xCP &Ef7} {2
HAIE/LICE (2t0]E)

mnt3 error 13: permission denied

'XCP:HiX| 1:2F: [errno 13] H$F AR E:

MxCP: 2F: OSMounter 'file:///t/
10.234.115.215_src_vol/DIR":[errno 2] g It E=
ClHl E2|7t ei&LICt

" 92 S7|5h A {
id:'xCP_index_1624263869.3734858'}:

HDFS/posix/s3fs 2 5! EFZI0]| Cisl OtE! S7|3}7t
HSEX| 2 - o2 LH2 2 modoi| CHet 2%
LEE ALB5I0] SAtE!

'XCP verify' 30| CtE mod A|Ztzt BHH| AlofgtL|Ch

H

EtZI NFS LHELHZ [0 M A TS S 5 QIELICH
'XCP sync' BEE M0 2A0M HACE T2
YOOI EE SAFSLICE

Of
ny
o

EH
=

QlE A THUO| MAE|7| FO| O[T = A ZHO]
SCHE|ASLICE M QIHAS ASOH0] SUS HHS CHA

st FHo| Ml S mf 7|/ =0 "= HE 0l
HA|E[=X] gfelgtLct.

CIS KB 2A9 Il*'o E}%'—IEf "NFS H|O|HE
S7|5te o H22|E gEe & AEL T
NFSV4E AR50 XCP SAEN| AAQLEIS
O EgtLICE o2 £0, mount-o vers=4.0
10.10.10:/source_vol/mnt/source’ &I L|C}

XxCPo| HZ 2 AAJ} M0} S uf MSHE|QSL|CH
opx|at 9*9t|-|7} ZLIH xCP riry BHE S AatgiL|Ct.

XCP 22| 7|8} 20| H= H|O[EIS SALSHA|
BUS = ASLILE OFX[I HLHE OFF = xCP
S718) ES CHA| 2&lol TS rirfy HES AATILICE
=HI7F XISE[H 7|= X3 ol 22[sHHAIL.

xCPO||A| HIO[E{E &S == SIELILE xCP 22X M2 ==
UAELICL HH ZH0| 22 E = xCP MEf HAIX|E
‘9—'.*?_|°“-|Ef 'E7|2f FHS MAHLCE S718 =]
CHAl ATisHH 7= X[ M0 22[5H A2,

SAEQ| AME 7hst HIZE|7t BESHALE 2 HSEO
UUELICE LHS KB EAM Q| K& S WELILE "NFS
HO[HE S7lete o HZ2|E Y + glELIT

SE AFSAI}ORLl AFBRHE TH AJABI0) M AT 4
o= SIS H3t0| GIALICE I AAS i AstD

o712 Bl A8et 4 x| folgct

EE AZX}I7) Ol AF2XH= Thd A|AEI| HMHAT 2
Rl SHIE H8H0| QIALICH IHl AIAHS OHASED

QU71/M7| TS A8E 2 QU] Belg

't/10.234.115.215_src_vol/DIR' ZZ7} Linux Lt
A AEI0| O EE|X| SASLICH BRIt EXSH=X]
Stolsirt,

XCPOl| M= POSIX 3! HDFS 4B 0f| L S7|=t
FHO| X|HE[X| gtELCt.

61


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/NetApp_XCP/XCP:_ERROR:_Cannot_allocate_memory_-_when_syncing_NFS_data
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xCP ZX| oiZ &

"Non dir 21K SA/S7|2HE CHAl AIZFE = QIELICEH ChY THYS CHA] AIRFE = QIO B 2 o) Chidh xCP

SAE CHAl A8 A| 2. XEM[EH LI 2 XCP AFE copy EES ChA| H&5t= A0 %ﬁ'—lﬁf ool

HEME HZSHIAIL HFE|H Thlo] HA| SAH=0l WHELIC w2t S0
SES OIXIX| gf&LICt.

Non dir iK€ S7|etet = YELICH SAHS CHA e oS S7(ot —1‘— ez oo ths xCP copy

AESHYAIL ZHAeH LHIE2 xCP ALE EHAME YIS CHA| AdistE Z40| E5LIC THo| HEEH

d0]
EE IR oo HAM| FAZ0| MY ELICE met 450 SgS
O XX g5 &LICt.
'XCP: error: batch 4: not connect to node:' "-nodes' O§7l BH=0f| X| ™=l 20| HEE & Q=X
StolgtL|Ct. OFAE] L= =0f| Al SSH(Secure Shell)E
Aot HES ALt
TRRE 3] 57t AREIRASLIC e 2800 & &= A= Heto] A=X| =elgtict.

AN
"XCP: error: batch 2: child process failed (exit code-6): A|AEl HZE|E S2|1 E|AEE CIA| AdlIAAIL.
recv <type 'exceptions.EOFError">:'

xcp:ERROR: invalid path NFS At 3& Z2 0[S0 20| 5tLt o[ & Y= 82
'"IP:/users009/userl/2022-07- o =’§()EHA-_| 0|5 2 E(:)2 AE30 NFS A‘|H'| P2t
01 04:36:52 1489367 NFS MH 37 Z2E ZE2I5HAL.
SnapLock Z=E2 0|20 WORM It S {XISHK| xCP= WORM IS SE0| 43X O = SAISHK| T
USLICH xcp copy EHE. It 2 SnapLock EE0 23 |XI=|X| &LICE
1. 2 $BILICt xcp copy 2AMHM EFZI EEOZ9)
xFoH.
T dJ

XCp copy src_server:/src_export
dst_server:/dst_export

2. E N EELIC xcp chmod CHA 29| IHY HEHS
* readonly * £ HASH= HH:
xcp chmod -mode a-w
dst_ server:/dst export

@l A7} 2t2 =M SnapLock E&0| SAME Y S
HESHI| AlZfRiL(Ct.

SnapLock 22| EZE A|7t2 289
7= g = Mo whep ZAEIL|CH

(D) otolazolMe AEep| Fo| 28 BE
MEg golgt|ct "2 E Al7he
T

2O EHZT

xCP BHO[Lt 20| M7t L-W5HH logdump' B S AL ZH|et 2HAE 20 MAS CIHZ S LIl
NetAppOi| B &~ Ui="zip' IIYUE HOg o~ JYELICEH logdump HH2 010|220 M IDLI &Y IDE 7|ELE
EIE "EYstn st EOE XY EIEﬂEEIOI Zip IFUZ SHISIL|C} zip DFUQ| 0|22 W1t & AFRE|=
ofo] 12f|0| M &= Etef ID9t 2Lt
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* o~

xcp logdump -j <job id>
xcp logdump -m <migration id>

oro[azo|d = 7| 74 ?IX| E

'XCP_LOG_DIR' &tZ HEE

o T =

®

MESHIAI2.

XCP SMB 25 2X| &

CEE R

AN

=A

i

A
T
(L x-”

A = Y0M EHY 2 A8
ol &t ZatE EAISHK| Gd5LICt.

AA HA EE = CF CIEER| 7t @l wAEOo|1 22401
2to| A7} Oto| 20| Mol AFREl= B2 £ =7t
HrMS 4~ QIELICEH 0] AR XCP & AEE= LTt
PASSED J2{L} 2& &3 0| Cts LF 7t BHehElL|CL

Error in atexit. run exitfuncs:
Traceback (most recent call last):
File "xcp\stats.py", line 214,

in call home
File "xcp\histograms.py",
387,

ZeroDivisionError:

line
in calculate averages
division by
Zero

XCP: error: O| 20| MIA T} Ot 2 E| U ESLICH

Of AtZ2 2fo|dl AT} glg Lt

'XCP: error': xCP7} 2 3tE|X| AELICH HA

'activate’S MAHSIAA|2

E= 23 /XIE MFelst7| 218l 'xCP_Config_DIR' EE=
A8ste 8%

logdump' BZHO| ATiLICL O|S AX|St2{H Ot0|12{|0|M0| =& W77HX| SHet 21 F=2S

O[% Oto|a2|o]|d &= &Y

- L |-

ID2} A ArE5HH

oiZ U
XCP ZES g mj et d= il SMB 3R) E2E
AMESHIAIL

22t2l 2fo[dlA Thdl @I 2fel 2O A S AFERILICY.

Ol M M xCP 2to[IA S
AfO|E",

BAIBEHLE HOMAR "xCP

HES xCP 2o MlA mAUS FELICH xCP SAEQ|
'c:\NetApp\XxCP' ZH0|| xCP 20| MIA S SAfgtL|C
XCP activate BH S H&st0] 2t0|MIAE ghdStptL|Ct

OlA xCP 20| MIAE CHR2EEBILICE "xCP ALO|E". xCP
SAEQ| 'c:\NetApp\xCP’0fl = xCP Linux 22I0|HE
SAENN oY E SAFRLICE xCP activate BE S
At 2tO|MAE &M aletL|Ct
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=H

'XxCP:error": 2t0| A T C:\NetApp\xCP\2t0o| A S

HE = glatt

XCP A7 @F:

XCP SAI 2F: xcp.log IHUO|| 7| SE S Hot
RF HAIXIE 7P K| 2} ELICE "pywintypes.e
(1722 'LookupAccountName', 'RPC AHE A8 £
ASLICL)

O

HEZ 0SS ¥ 4 YUt
L=

"XCP 2l @ FCHA| HoF Hot FH|(= iE miofl CHA
At EFE FII0 2)E 7HH X ZHSLICH xcp.log

ojof| 7|ZEl= 2F HAIX]: "AHIF 0|1t 22t ID Zte
OOl = HE[X| gFpASLICE

"XCP copy: error' to obtain fallback security principal
(Post adding destination box entry in the hosts files)
22 HAIX| xcp.log: ' pywintypes.error: (87,
LookupAccountName ', ' the parameter is incorrect.')'

xcp copy ACL 00| 120] M T3t

xcp.log IO 7| S & @F HAIX]:
pywintypes.error: (1314,
'GetNamedSecurityInfo', 'A required
privilege is not held by the client.')

sZ&
OlA XCP 2IO|MIAS SEBL|Ct "XCP AFO|E". xCP
Windows Z20|HE SAEO||A 20| MA TS
'C:\NetApp\xCP'0l| CHR 2=t SAFL|CE.

SHIE SR 0IBR=E Bd=2

e

CHAl & &lifL|Ct

S AE I
('C:\Windows\System32\drivers\etc\hosts')0il CHA
AXIE FIHEILICEH NetApp AE2|X| CHA MXL S22
Ch2 @ Al0|0{0f BtL|C}: "<data vserver data interface

"w o=

ip>" StLt O] Ate| ZHH "<cifs server name>"

CHAF AJAEI(CHA AKX} EE= Active DirectoryOf| CHA|
Ar8XH1E0| SAELICEH SHHE M| AFBXYIE SME
A5t HH S CHA| A StL|Ct

ChA| AFSRHILE S0l CHt of7H 47}
TREABLICL tH ABTHIE SHof Chzt 24t
728 AZ610] BYS CIA| ARBILIC)

oto|azf|o|d ALK} AIFol= AR/ 21& % DACLS
AMSH= o] 2ot #otot 7| 2ol 2ot dEX et
2HHE EHYL(CE SACL‘é Ao £~ SISLICH
ofo|zf|o] M AFE Xt AIH 2 Active Directory2| "ZrAt 5
Hor 20 pha|" ™oy Ittt

EZ ALY EHot 208 (g

xCP File Analytics 2F 2X| siZ

ZHE sHEY &= A= o2 AHE HAELLICL
Z2H| off 2 2
PostgreSQL AMH|AZ} MOii&LICH &S CHA| A5t dX| S MERSL|CE O™ MX|7t
HIHOR etefl 42 57 SHE Mg & JUSLICH ofHF
QTR YW= Z2 O3 20| 3 HHAIE s-SHYAIR
1. PostgreSQL A{H|AE CRA] A[ZFRILICE,
sudo systemctl postgresql.service' S CHA| A|ZtEHL|CE
2. MH|A AEH =l
'SUDO systemctl status postgresql.service
grep Active httpd MH[AZF ATiZH&LICH

64


https://xcp.netapp.com/
https://xcp.netapp.com/
https://xcp.netapp.com/
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29
https://docs.microsoft.com/en-us/previous-versions/windows/it-pro/windows-server-2012-r2-and-2012/dn221953%28v%3Dws.11%29

=H SHE Y

TMS ChA| AAstn MX| S
MEHBILICE O] MX|7 MZHO = AREl
AR 55 SMS MEE £ JUSLICH KT
QFI YMSH= 42 Ct23 20| =3
A E fASHHAIL.
1. HTTPD MH|AE CHA| A|RFRILICE
'SUDO systemctl restart httpd’&IL|C}
2. HTTPD AMH|A AbE{ ZHol:

'SUDO systemctl status httpd

X 43 = 232 Ho]X[E B =+ UELICE  AIAR0|A XCP File Analytics7t 2X|=|0{ A1 HTTPD7} &3 &

M2 grep Active
MO

ol
—

Linux A|ARS pinget o= A=X| SFAFLICH MH| AT} HHE[T UK
UOH 'HF S ddsty =7 FHS UPLICL X5 = HEteN
HHS ALt U=X] SHQIRILICEH E &ZSHYAIL "IMT".

AFEXF 2210f HujELICH )

A== 2t HTS AHEst =X efelgfLtt. S
HZSHHA "IMT".

A X}7F "admin"0| 1 &SIt SHIEX| EHQlghL|C},

XCP MH|A AFES Wehsto] xCP MH| A7} A8 FQIX]
oIt}

LinuxOll A ZZE 50300] E&{ Q=X &ISL|CE, https://<linux
ip>:5030/api/xCP * Of| A OHE2[7|0| 42 €11 messagereads
msg: mising Authorization Header?t {=X| 2QlgtL|Ct,

xcp.ini* IFL 0| opt/netapp/xFiles/xCP/" {1 X|0f| X=X
SHQISHUAIR. xcp.ini” THY S ATt H 18 A3
Agstn » 57+ FHS MERLICE O O F, oiR S
MEHSIO] xcp.ini THY S THE M LTt

CLIOIIM xCP—Listen HHE2 £50F Alstistn 21012
AEZLICH MHOIM QK-S 2t
EMSH= O] AF2E|= ZEE CHA|
2HoIst < 'service XCP start' H
INES=Hn g

—

—0

xCP GUI7t HH[O|EE HO|X|E EAISIK]  FHAIE |21 CHA| A|E=SHYAIL

ot&LCt

XCP AMH|AZ} A|RHg| K| QAQFELICH xCP MH|AE M3st2{™ UDO systemctl start xCP &S
APSBILICH B M8 ASZEE M¥stn » 571 Mg MESI0]
SX|E MH|AE A|EFiL|CH

oY 3/ E AMSIX| 2R SLICH o Z3R/EES AUS 4 USLICH xCP show HHS Adtisto] ohY
SRE AMA/YUE 2 JUEX £52E HQIBLICE xcp.ini” THIO|
AMH|E|=X| 20l MKl AL configure.sh ATRIE 231 SME
AE38t0] xcp.ini® TS XHAH M EHL|CE,
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o NHE 228 4= QlELICt H|O|X| M2 DAES A|ESAAN L. BHT7} ASEH TETEQ|| A
£+ZOZ 'XCP show' HHS A3sI0] It MHE HAFE &= JU=X]|
SHOISHMA| 2. M3SHH NetApp 1124 X[l Elof| E[ZIS HrsitL|Ct.
MHISIH >3 HALE S0 THY AMHTF 24 MEHQIX]

FOISILICH. xcp.ini® T AFEH IHUO| SHIE 2|X|0f| /=X

FOIRILICE xcp.ini” THY 2 MAEHSIZH M8 AFZEE MAllst *

T gMS MEfBILICEH O3 CHS, xep.ini TFY S CHA| 2IES
Qs His SMHS MEHBIL|CE * 'xcpfoos' 215 2H0Ist0] 20| MA S
A A8 OF Sh=X| =tolptL|Ct.

Jiok ot
T
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N

A AE THEE! = xCP File Analytics XCP MH|AT}CHRE[AS 2 JSLICH 8 ASZEE Hstn ~

H[O|X| 7} EA|=|X| t&LICH S ZME MEfgL|Ct 3 SX|E 2E AH|ATLCHA
A|ZHEILICE

XEE ol MM LHEH T A|ABISl £ 0] 2X|= 2 & L0 gtree 2lIE| LHELHZ|7t U= R0l Ll &

37t2 getE S2|d AEZ|X[of HIsH o B2 JASLICEH OlE S0, 'vol’E LHEH 2 37(7} 10GBO|11 EE

3UE EAE & JSLICL 'vol1/gtree 1 Qt0l| gtree?t A= B xCP show BH2 'vol1' 27|E

10GBE, qtree1' 27|2 10GB=Z HA|2ILICt. xCP File Analytics=
T LELY| B5Ro| Z7HE At & 37t2 MSELICE o] 22
20GBYJLICt. gtree1(gtree1)0| =2|& S7t0|2H= A2 Olaie &
isLct
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ALY

SHZ ure
1. xCP MH[AT} A FQIX| gholgtL|ct.

service xcp status

2. xCP =41 ZH4 g AZSt D 2RIt gl=X| golgtL|ct
xcp —listen

3. LIS 2B 7L EAIE|H yumS AESI0] 2t 22 CodeReady
IH7|X[E BX|L|CE yum install codeready-builder-
for-rhel-8-x86 64-rpms:

Traceback (most recent call last):

File "xcp.py", line 1146, in <module>

File "xcp.py", line 1074, in main

File "<frozen importlib. bootstrap>",
line 991, in find and load

File "<frozen importlib. bootstrap>",
line 975, in find and load unlocked

File "<frozen importlib. bootstrap>",
line 671, in load unlocked

File
"PyInstaller/loader/pyimod03 importers.py"
, line 495, in exec module

File "rest/routes.py", line 61, in
<module>

File "<frozen importlib. bootstrap>",
line 991, in find and load

File "<frozen importlib. bootstrap>",
line 975, in find and load unlocked

File "<frozen importlib. bootstrap>",
line 671, in load unlocked

File
"PyInstaller/loader/pyimod03 importers.py"
, line 495, in exec module

File "onelogin/saml2/auth.py", line 14,
in <module>
xmlsec.Error: (1, 'cannot load crypto
library for xmlsec.')
[23891] Failed to execute script 'xcp' due
to unhandled exception!
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[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]
optional arguments:
help Show XCP help message and exit
-version Show XCP version number and exit
To see help text, you can run:
xcp help Display this content
xcp help info Step by step usage of all commands
xcp help <command> Individual command help
command:
activate Activate an XCP license on the current host
license Show XCP license information
show Request information from host about NFS exports
scan Read all the files from export path
copy Recursively copy everything from source to target
resume Resume copy operation from the point it was halted
sync Synchronize increment changes on source to target after copy
isync Sync changes on target without index
verify Verify that the target is the same as the source
delete Delete data on the NFS exported volume
chown Change the ownership on the NFS exported volume
chmod Change the permissions on the NFS exported volume
logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir
estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog

oot
==

H‘|

0

=l

E AEELICt info OH7H 4= help BEAM, O|H| 3 7 2F AteS HEAlSH=E S YLICL

-
HO

xcp help info
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[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:
xcp copy -newid idl server:/exportl server2:/e
8. If the copy is halted for some reason, you can use the "xcp resume"

command to resume the copy operation:

xXCcp resume -id idl
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9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS
help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with

output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)
—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
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filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or
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reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,

DEBUG (default: INFO)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https
-s3.noverify: do not verify ssl certificates
-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
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activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time



-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,
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ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.



For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.

79



For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx

HA|

NFS show B2 otL} 0] &9 AEZ|X| AH{ S| RPC HHI*QP NFS WELHZ|S FE[RfLICE
L1 Of %8 g Jhset MBI SLLHEUWZ|E Lot ZF HELHZ [ ArEEl EF Lt AL
st 8Fs EAloOF2 2 LHEWY|2l RE £45 B0 FLIC}

rm
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xcp show <ip address or host name>

(D £ S=/LIC show BHE AHE5I2{H NFSv3 LIEH A[ARIS SAE 0]
zagct.
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[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED



show-v

E MEYLICE —v 07 82 show IP & Ex= SAE 0]
HHYLIC

ojn

= AE3H0 NFS Mo st MR YEE dhetdt=

-
Ho

xcp show -v

2to| MIA

NFS license Command= XCP 20| MIA MEE FA|SL|Ct.

o] HES A&sty| Hofl 2to| A mHAO| CHREEE|K of SAE[A=X] SQlstHAL
/opt/NetApp/xFiles/xcp/ XCP Linux 22I0|HE S AEQ| C|AEZ|QIL|LC},

-2

xcp license

ol 271

[root@localhost /1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

2fo|MlA Aryjo|E
2 AFREILICH update HH7H B4 1icense XCP MEHOIA 541 20| MIAS ZMsts HRQLICH
T2

xcp license update
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[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

= O

NFS activate HES AMSHH XCP 20| AT} 2 3HElIL|C,
@ O] HHES AMsty| Hof| 2to|MlA mA0| CHREEE|K Of SALE[RU=X] elstHAI2
opt/NetApp/xFiles/xcp/ XCP Linux 22I0|HE S AEQ| C|AE2|L|C}.
xXCcp activate
Of| x| =7

[root@localhost linux]# ./xcp activate

XCP activated

XCP NFSYLICt scan BE2 TM| 24 NFSV3 UELHY| 228 MAHLE HARSHY o

=

pd
@
>
©
S
rlo
>
U

H e 0 A4 NFS LYELYY| DIRES 97| M8 BER 4 2 HFBILC

XCcp scan <source nfs export path>

84



ol 271

[root@localhost

source vol

source vol

linux]#

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

Xcp command

1

2

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt

1/logfile.txt

1/logl.txt
2/FILE_1
2/FILE_5
2/FILE 2
2/FILE_3
2/FILE_ 4

CHE EOll= 7t LIRE|0] JASLICE scan O17H H

<<nfs_scan_newid,

<<nfs_scan_id, 271 ID

2Z-U|91();01F & GT,

<<nfs_scan_match,A7H LX|():ZE();

<<nfs_scan_fmt,AZH-FMT

ol A
T S 4g

E2| EA HTML E1M &
ot S5 gl EIMOA AL XL
HelgfL|ct

M olclAo| FiELHZ

O|F EAE E= A7
X|gehct.

ZE|9f LX|ot= ol 8l

Aot X|Sh= oh 8

./xcp scan <IP address of NFS server>:/

xcp scan <IP address of NFS server>:/source vol

5! CIEE 2| 2F M2l T,

S CEE 2|2 M2l .
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oH7H 4

AZH - du

<<nfs_scan_md5,A7H - MD5 2! It; string_expression
GT;

<<nfs_scan_depth,A7H Z10|():n
<<nfs_scan_dircount,AZH C|ZIE2| £=(); n[k]
A2 =5 WA

<<nfs_scan_bs,A 71 - BS n[k]
<<nfs_scan_parallel, 271 - H&():n

AFH OLEl

—_—l— -

scan-subdir-names £ EX5HMA|Q

[AZH-H Z-atime]
<—s3.insecure & AZHTL|CE>>
<<nfs_scan_endpoint,scan-s3.endpoint

<<nfs_scan_s3 profile,-s3.profile
A7H();PROFILE_NAME

<«s3.noverify & AZHEL|CH>>
scan-l(A7H -1
E MEYLIC-1 07 H scan 2l S8 &3 YAQE I

e
=

ClaE2|S Tareto] 2t ClaEalo| 27t ALRRS

CIRMER|S g8 M 2F 372 XFe
HIaMo| 5 ®MA =YX E ZeedLct
= AE3H0] E1|0|E1§ A= 2O VM| 28 AT|E

= —edupe (7|22} 64k).
E XIgeLth@|2ak: 7).
AELICHZ |22t false).

CIZE2[0f| A 2| &9l 5t2l CIZE|2[2] 0| §2 AMBLICE.

DEOIIYE
S gLCt.
S3 K3l EA10f| HTTPS CHAl HTTPE AESt= &M
Xl=gfLlct.

2A0|M OrX[2te = AN A o =

o

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Sofl chs XI™E URLE IHEQI%“—IE}.

S3 H{3! 412 9I8 AWS Xt E% IiolH TS
x| &gHc

S3 Kzl S4lof thet ssL 152 7|=
Mol Ct.

fol

1ot
mjo

xcp scan -1 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

-q

AM-EELICH - 07 B scan BHE ALK A7 MY ~5 FAIL|CE,
=]

xcp scan —-q <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

scan-stats, scan-csv % scan-html

E MEZLIC -stats, —csv, X -htm1 O§7H H

o=
: A= FL2 CSV U HTML ETM7} FHEt2 00| AH5 22 MEHELICE,

* 0| -stats N2 Ma*ol AHE = A= EOME ZE0|| slgL(ct CHE B M A
-html £ -csv YLICE CSV(REE FTEE ) HAlo= FEst 20| UYSLIC

* XCP 21 XM(.csv, .html)= IHHol| X[ & FHEHZ1 X0 xcp.ini MEEL|CH IHY
<catalog path>/catalog/indexes/l/reports ZC0f| MZEILICEH of| A A
£ 24 "NetApp XCP 1.9.3 &X"QI&L|LCT.

xcp scan -stats <ip address>:/source vol
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root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105



MiB

== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34

Directories: 1

Regular files: 33

Symbolic links: None

Special files: None

Hard links: None

Multilink files: None

Space Saved by Hard links (KB): 0

Sparse data: N/A

Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used: 107 MiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB
Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

2

xcp scan -csv <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960
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Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

xcp scan -html <ip address or hostname>:/source vol

Oof|®| =71

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS
server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML
4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

(o2}
HA

>
=

- 0]

]
0o

i

AEBHLICE —nonames Oi7H B4 scan IHY S2 = HIOMNUA AFZ2X S 5 0|22 H|Q5t= HEHQUL|CE

can B, YLICt —-nonames 7 Hay= 2 AFESHH BietEl OHY S 203t

S n
S MLt

@ 2pnuse

o
oT
Mg -1 34

T

xcp scan -nonames <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-nonames <IP address or hostname of

NFS server>:/source vol

source vol

source vol/USER.1

source vol/USER.2

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4

Xcp command : xcp scan -—-nonames <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.66 KiB/s), 756 out(944/s)
Total Time : Os.

STATUS : PASSED

AZH.4|2|E <name>

E ME™”LIL) -newid <name> OW7H M4 scan HALS AT o A Q=200 CHEt 7}E 2T O
FPLIct
Az

xcp scan —newid <name> <ip address or hostname>:/source vol

ol
o

rr

93



ol 271

[root@localhost linux]#
of NFS server>:/source vol

Xcp command
server>:/source vol

0 matched,
Speed 13.8 KiB in
Total Time : Os.
STATUS PASSED

0 error
(17.7 KiB/s),

13 scanned,

A7 ID <catalog_name>

E MEYLICt -1d 017 4= scan O|F SAMR EE= AZH QIH

—
e

xcp scan -id <catalog name>

oflxl 271

[root@localhost linux]#
xcp: Index:
keymgr/root/cacert.pem
keymgr/cert/secureadmin.pem
keymgr/key/secureadmin.pem
keymgr/csr/secureadmin.pem
keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

11.4 KiB in

9 reviewed, (11.7 KiB/s),

>

7H - LK <filter>

0F

JYLC

94

53.1 KiB out

1.33 KiB

./xcp scan -newid ID001 <IP address or hostname

xcp scan -newid ID001 <IP address or hostname of NFS

(68.0 KiB/s)

A9| FHEHZ0 0|F S X|F5t= FFYULIL

./xcp scan -id 3

{source: 10.10.1.10:/vol/ex s0l/etc/keymgr, target: None}

out (1.37 KiB/s), Os.

MEEILICH -match <filter> OW7H M4 scan BEQF LX[Sh= ThY & CIAE2(0 M2 = =5 X|HsH=
9



xcp scan -match <filter> <ip address or hostname>:/source vol

o 271

root@localhost linux]#
NFS server>:/source vol

./xcp scan -match bin <IP address or hostname of

source vol
source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

source vol/USER

.1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt
1/logfile.txt
.1/logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER
Filtered: 0 did
Xcp command

1

2
.2/FILE 1
.2/FILE 5
.2/FILE 2
.2/FILE_3
.2/FILE 4
not match

xcp scan -match bin <IP address or hostname of

NFSserver>:/source vol

18 scanned,

Speed 4.59 KiB in
Total Time Os
STATUS PASSED

18 matched,

0 error

(6.94 KiB/s), 756 out (1.12KiB/s)

AZH - FMT <string_expression>

£ AEELICt -fmt OH7H tH

| |
[L

== scan K| E A0 LX|5h= THY 8! CI2AE 2| 2F Hhete| = 5 X|Hoh=

— =

T YLICE

xcp scan -fmt <string expression> <ip address or hostname>:/source vol

95



ol 271

[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95
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FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name, x, ctime,
atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

A7 - du
E MEYLICE -qu 07} ¥4 scan o9 CIMEZ|E Zetsto] 2t ClAE2|Q] 37 MBS Q9= BHEYLICH
2=

xcp scan -du <ip address or hostname>:/source vol



of

A

=
=

7|

__I.l.

98

Mo (:)

H 27

[root@localhost linux]# ./xcp scan -du <IP address or hostname of

NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

7 - MD5 <string_expression>

FERILICEH -mds OH7H 4= scan QIEEE O TH! S0 st M3 84S ddstn M3 d

A
HIZ2 false 2 MH™E|0] UJELICE.

MIdg2 ot AS0 ASEIX| oM A X

—

18°2

S0l ot S 202 AL

xcp scan -md5 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -md5 <IP address or hostname of

NFSserver>:/source vol

source vol

d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.
d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.
d41d8cd98f00b204e9800998ecf8427e source vol/USER.
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.

d41d8cd98f00b204e9800998ecf8427e source vol/USER.

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5

1/filel.txt
1/file2.txt
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt

1/1logl.txt

e894f2344aaa92289fb57bc8f597ffa9 source_vol/rl.txt

source vol/USER.1
source vol/USER.?2

d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.
d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47b127bc2de2d687ddc82dac354c415 source vol/USER.
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.

2/FILE 1
2/FILE 5
2/FILE 2
2/FILE 3
2/FILE 4

Xcp command : xcp scan —-mdb <IP address or hostname of NFS

server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (34.5 KiB/s), 2.29 KiB out (4.92 KiB/s)

Total Time : Os.
STATUS : PASSED

A0 70| <n>

=

of

__I.I.

E MEYLICE -depth <n> Of7i =+ scan
7 Hap= XCP7L IHU S AZHE £ Q= 3f$l l:la—*!HElS’-l ?x'ole Il’gi LIC}.
XCP= ME &= 79| 5t¢l ClalEz| 0t Z

ERRS

=

[

E
oY
1=
HN
.9
1]
;é
rOI-
W
I
ot
118
r
il
i

xcp scan -depth <n> <ip address or hostname>:/source vol

IefL|Ct depth <n>

X 27k XZE B
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[root@localhost linux]#
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
2/FILE 3
2/FILE 4

source vol/USER.
source vol/USER.
Xcp command
NFSserver>:/source vol

18 scanned, 0 matched,

Speed 4.59 KiB in (6.94 KiB/s),
Total Time Os.
STATUS PASSED

A7 - dircount <n[k]>

F28L|Ct -dircount <n[k]> 07 4= scan
22 eakULLCt.

0 error

756 out

AZHO| A Cl2E2]

E ole
= g1=

xcp scan -depth 2 <IP address or hostname of

(1.12KiB/s)

i 2 37|12 XY=

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol

100

./xcp scan -depth 2 <IP address or hostname of
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[root@localhost linux]# ./xcp scan -dircount 64k <IP address or
hostname of NFS server>:/source_vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

AM S 5 A
E MEELICE —~edupe 7] H scan EOMO| 5 MH =™K E Eet6t7| e BHQJLICE
@ S3(Simple Storage Service)= 28 IH 2 X[A5X| t&ELICH M2t S3 HAIS o Bt Mo =
X|HELICH scan -edupe 2|2 C|O|E{0f CHEE 2f "None"S EtetgfLCt.
T2

xcp scan -edupe <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

== Maximum Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9

== Average Values ==
Namelen Size Depth Dirsize
6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11
== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour
4

<15 mins

11

future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
Total count: 18
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Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

A7 - BS <n[k]>

E MEYLICt -ps <n[k]> Of7f HE scan BHS AFRSI0 A7|/M7| 28 3 7|E XHELI|CL Ol E A5
HIO|E{E Q= AZHO| MEEILICH -md5 EE= —edupe 7] H4. 7|2 E2 37| 64KQILILCE.

-2

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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[root@localhost

linux]# ./xcp scan -bs 32 <IP address or hostname of

NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

1

2

.1/FILE 1
1/FILE 2
1/FILE_3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt
2/FILE 1
2/FILE 5
2/FILE 2
2/FILE_3
2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of

NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

22LICH -parallel

O47H 4= scan 2|0 SA| HHX| Z2AM|A 5 X|Fots SBULICE 7[282 7YILICH

xcp scan -parallel <n> <ip address or hostname>:/source vol

104



ol 271

[root@localhost

linux]# ./xcp scan -parallel 5 <IP address or hostname

of NFS server>:/source vol

source vol

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

.1/FILE 1
1/FILE_2
1/FILE_3
1/FILE 4
1/FILE_5S
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS

1

2

.2/FILE 1
.2/FILE 5
.2/FILE_ 2
.2/FILE 3
.2/FILE 4

server>:/source vol

18 scanned, 0 matched,
Speed : 4.59 KiB in

Total Time : Os
STATUS : PASSED

E MEYLICE -noTd OH7H 4 scan 7|2 QIEIA MM
(o]

xcp scan -nold <ip address or hostname>:/source vol

0 error

(7.36 KiB/s), (1.19 KiB/s)

S AEOHX| = E 2F5t= FF LI 7

105



ol 271

[root@localhost linux]#

server>:/source

source vol

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

vol

source vol/rl.txt

source vol/USER.
source vol/USER.
.2/FILE
.2/FILE_
.2/FILE
.2/FILE
.2/FILE_

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

1
2

1/FILE_
1/FILE
1/FILE_
1/FILE_
1/FILE
1/filel.txt

1/file2.txt

1/logfile.txt
1/1logl.

./xcp scan -nold <IP address or hostname of NFS

1
2
3
4
5

txt

1
5
2
3
4

Xcp command : xcp scan -nold <IP address or hostname of

NFSserver>:/source vol

18 scanned, 0 matched,

Speed : 4.59 KiB in

Total Time : Os
STATUS : PASSED

scan-subdir-names £ X ZXStMA|I

(5.

0 error
84 KiB/s), 756 out(

£ MEELICE -subdir-names O§7H 4 scan CIEE{2|0|A XA

T

963/s)

¢l 5k¢l Cl2E 2|9 O|FS

xcp scan -subdir-names <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

AZH-HZ=_atime

E MNEEILICE -preserve-atime 7 B4 scan 2E IAS AA0|A OHX|[2OZ HAM|ATHIWMZE ER8H=
HaelL|C}
ood .

NFS S/t AME|H AEZ|X| A[ARO] 17| Al AMA AZEE +TOIEE G E B2 T Chish AM[A A[ZHO]

FHELICE XCP= HMA A2t 2H HESHX| QSELICH XCP= THY S SHLEA 9710 M| A AfZtof| CHEt HOI0|EE

E2|AHELICE £ SEYLIL -preserve-atime FH2 UMA AZHE XCP 17| 2 Tof| A-E 22l 22
ALt

e
=

XCcp scan -preserve-atime <ip address or hostname>:/source vol
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[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1
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source vol/USER1/DIRl1 3/FILE DIR1 3 7475 3

source vol/USER1/DIR1 3/FILE DIR1 3 65536 2

source vol/USER1/DIR1 3/FILE DIR1 3 13926 4

source vol/USER1/DIR1 3/FILE DIR1 3 20377 5

source vol/USER1/DIR1 3/FILE DIR1 3 26828 6

source vol/USER1/DIRl1 3/FILE DIRl 3 33279 7

source vol/USER1/DIR1 3/FILE DIR1 3 39730 8

source vol/USER2/DIR1 3/FILE DIR1 3 1024 1

source vol/USER2/DIR1 3/FILE DIR1 3 65536 2

source vol/USER2/DIR1 3/FILE DIR1 3 7475 3

source vol/USER2/DIR1 3/FILE DIR1 3 13926 4

source vol/USER2/DIR1 3/FILE DIR1 3 20377 5

source vol/USER2/DIR1 3/FILE DIR1 3 26828 6

source vol/USER2/DIR1 3/FILE DIR1 3 33279 7

source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol
Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-
30 14.14.15.334173 scan.log

STATUS : PASSED

-s3.insecure S AZMEIL|Ct
E MNEELICH -s3.insecure Oi7H B4 scan S3 HZ EXO| HTTPS CHA HTTPE A5t HH
1=

xcp scan -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

A7 - S3.AEXQIE <s3_endpoint_url>

E ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f M scan S3 H3! SAIE 28 X[ E URLE 7|2
AWS £7F URLS ME2lst= BHEULICE

T2

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

-s3.profile <name>S AZHTIL|C}

E MEYLICt s3.profile f7 = scan S3 HZ! S410| ALY AWS X122 ZE IHUO|M Z2HE X|HH=
H2q
o o

-
Ho

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1

USERL/FILE USER1 1024 2

USER1/FILE_USER1 1024 3

USERL/FILE USER1 1024 4

USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

-s3.noverify & AZHBILIC}

E MEYLICE -s3.noverify 07 ¥4 scan S3 H3! EA0| CHS SSL Q15 2| 7|2 HE 2 MEQ|st=
HHQAULICE
22

xcp scan -s3.noverify s3://<bucket name>
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root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

= A}

-

XCP NFSRULI|Ct copy B2 TH| 24 CIHIEER| F =S AMOIK T NFSv3 LHELHZ |2
SAFehLCt.

S 2B copy HHS AWOIZR A U T4 F27} B4 2 WRFLICH AT U BAE TY, H2lZ, 42
234 Ak % 50 5L SHe] £2 Al BAIELIC

&LICt /opt/NetApp/xFiles/xcp/xcp.log O] Z2= e 4
= FIE200| F7t 240 A&

o > oy o

©
my! I-; $0 i

7t 7-Mode A[AEIQI HR ARMAF EALES AAZ MY £ JASLICE S SH L3t
|

LIC}. <ip address>:/vol/ex s01/.snapshot/<snapshot name>
=L

XCcp copy <source nfs export path> <destination nfs export path>
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root@localhost linux]#
server>:/source vol < IP address of
destination NFS server>:/dest vol

xCcp: WARNING: No index
autoname copy 2020-03-
03 23.46.33.153705

Xcp command
address of destination NFS

server>:/dest vol

18 scanned, 0 matched, 17 copied, 0
Speed 38.9 KiB in (51.2 KiB/s),
Total Time Os.
STATUS PASSED
L2 ®oll= 7t LIE =0 [AELICH copy OH7H Ha4 3 A
OH7H 4
7tm| - ol i3

<<copy_match, 2 AL X|(); ZE]();
<<copy_md5,copy-md5
<<copy_dircount, SAt C|2 E2| £(); n[k]
SA-E= A

SAl-BS n[K]
A-ed

<<copy_bs,

<<copy_parallel,5

(:n

= MEfghLCt

copy-preserve-atime
-s3.insecure 2 SAFEL|CH
<<copy_s3_endpoint,copy-s3.endpointE +EL|C}
<<copy_s3_profile,-s3.profile It;profile_name=

SARILITH)E +ELI

-s3.noverify 2 SAFL|Ct
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name has been specified,

81.2 KiB out

./xcp copy <IP address of NFS

creating one with name:

xcp copy <IP address of NFS server>:/source vol <IP

error
(107KiB/s)

243
o S5 W EOM0M AHEXL S OF 0|2

CIE2IS A4S o ¥

21 = od
HIuMo| 55 ®MA FYXE ZetetL|c).
S71/27] 25 37|12 XZLLITHI =L 64k).
SAIBIK| Z2M|AQ| |t 5 X[FELICHZI=EL: 7)
HE OIS AA0 M OMX[2 e 2 AN A 0 U=

SEgLch
S3 {7l S0 HTTPS thil HTTPE AF8dt= SMS
HZeLct.

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Slofl chs XI™E URLE XH’S.*QI%*LIEF.

S3 H3l EAIE QI8 AWS AtZ ZSE O Z2LS
X| &g,

S3 Kzl S0 thek sSsL
Mol Ct.

fol

tot

71

fjo

259
O

J
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£ MEYLICt -nonames 474 #H copy Y S E L= HIX 0N AFEXL S OF 0|E2 M lst= HEHYULICH

e
=

Xcp copy -nonames <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol

ol 271

[root@localhost linux]# ./xcp copy —-nonames <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xXcp copy -nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)

Total Time : Os.

STATUS : PASSED

<filter>E SArfL|CtH

E MEYLICt -match <filter> OH7H H= copy BEQF YX|ot= MY I CIAER|RH HE| = =5 X|H5H=
D=|E:IOI|_|E|.
cod .

o

-
Ho

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -match bin <IP address or hostname
of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

Copy-MD5 <string_expression>(MD5 SA})

E METLICE -md5 OH7H #H4 copy QIEIAS I THY S 20 CH MM S MMSHT HIMES HESH=E HHQULICE
7|22 false 2 MHEE[ JSLICH

-2

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS

server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)
Total Time : Os.

STATUS : PASSED

Copy-dircount <n[k]> £ & XA

£ AFE-LILt -dircount <n[k]> OW7H HE copy BES ALESHH CIAMERE S M 2F 37[S XIFELICL

7|22 64kYULILCE.

— HA
=

xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

a

£ MEYLICt -edupe O H= copy ENMO| S5 MAH F=HX|E Zelstr| ¢t SFYLICE

@ S3(Simple Storage Service)= =& ItY S X|SHX| EELICE M2t S3 HZIE 2| Bt CiAo=
X|"HBILICE copy -edupe 8|4 O|O|E{0]| CHSE 2F "None"2 BtetetL|C},

k=

xcp copy -edupe <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
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10 5

Total count: 18
Directories: 3
Regular files: 15
Symbolic links: None
Special files: None
Hard links: None,
multilink files: None,

Space Saved by Hard links (KB):

Sparse data: None
Dedupe estimate: N/A
Total space for regular files:

Total space for symlinks: size:
Total space for directories: size:

Total space used: 52 KiB

size: 10.0 KiB,

0,

used: O

12 KiB, used:

used:

12 KiB

40 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS

server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied,
Speed : 38.9 KiB in (36.7 KiB/s),

Total Time : 1s.
STATUS : PASSED

SAl - BS <n[k]>

0 error
81.3 KiB out

(76.7 KiB/s)

E MEYLICE -bs <n[k]> 07 HE copy BES AFRSIH 7|/MV| EE 3
64KIL|C.

T2

xcp copy -bs <n[k]> <ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)

Total Time : Os.

STATUS : PASSED

AL - EE <n>

E ME8LICE -parallel <n> 07 B4 copy Z[CH SA| HiX| T2 MA 5 X|HSt= HHYULICE 7232
7ALICE,

-2

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>
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[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED

copy-preserve-atime S MEHSHL|C}

E MEYLICt -preserve-atime M7 H4 copy BZE OIL S 2AANM OFX|EtO 2 HMASH IMZE E15H=
o240l |C}
ooHd .

L

E Z2/8LIC} -preserve-atime FHS WA A|ZHS XCP 17| 2 Hof| A HEl el g = "M etL|Ct.
22

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@clientl linux]# ./xXcp copy —-preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272 copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.742272_ copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

-s3.insecure & SAEtLICt
£ MEYLICt -s3. insecure 7} ¥4 copy S3 HA EMH HTTPS CHA HTTPE ALEdt= &
T=

xcp copy -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.01.47.581599

Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

08 09.15.58.807485

Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

08 09.15.58.807485 copy.log

STATUS : PASSED

Copy-s3.Endpoint <s3_endpoint_url> £ & ZsIAA|IR

£ ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f Ha copy S3 H3! SAIE 28 XHE URLE 7|&

AWS 28 URLE MElst= BH LI
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xcp copy -s3.endpoint https://<endpoint url>: s3://<bucket name>

125



ol 271

126

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439



s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.profile <name> £ S AEIL|C}

E MEYLIC s3.profile IH7H B4 copy S3 HA 40| AFSE AWS X1 S oM Z2HE X|Hdt=
o2
o o

-
Ho

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439



s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.noverify 2 SAFEL|CH

£ MEYLICt -s3.noverify W7 #H copy S3 H2! 4101 CHot SSL @1F 29| 7|2 AES A=
D=|E=|OI|__|[:|.
ood .

-4
Mo

xcp copy -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670
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KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

S71%t

XCPO| Ciet AH, o7l H== 5l of
MEEILICHdry run & E

ra
fjo
>

7=t

XCP NFS@LIC sync B FHE21 QIE|A E411 0|5 tE 0| HX| Keio| MBS AFBOH0| £A NFS
Cl2E2|o] 1 W 4% AFS ZMBILICH 220 3t S7H2 H2 Argol =R|=D e Cl2Ea|o] HSELICt,
O[T FHEZ ] QlH|A MisE S7|3t Bef 3 A 202 TN ELC

() Soist = 30| £ A Cl=2)7t chak NFSV3 LHELA7IZ ChA = RIELIC
-2

xcp sync -id <catalog name>

() 22%8UCt-id <catalog_name> Hi7} #4E o BRELICH sync H.
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[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : Xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

CHe Holl= 7t LIEE|0] FELICH sync Of7H Ha 81 HE

OH7H A

<<sync_id,sync-id &7/} ID 7tE23 0| O|™ SAtE Qld|Ao| FIEIZ T 0|5 X|HELICE. 9
E 07 Ha AL D sync BE.

S71%t- 0|8 23 o S5 9 EOMOIM ALEX S OF 0|ES
HMﬁH%

<<sync_bs, 7|2} - BS n[k] A7IIMT] EF F7|E X|EELICHZ |28k 64k).

<<sync_dircount,&7|2} C[AE2| (); n[k] ClEEEZ|E 2 W 28 37| X[HeLCt.

<<sync_parallel, 572t - EE();n SA| HiX| T2 AM[AL| XL 5 X|FELICHZI28k: 7).

sync-preserve-atimeS MEHSL|Ct DE OIS AA0M OX|Z 2 = HM|ATHIRZ
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=
=

xcp sync -id <catalog name> -nonames
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[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

57|3} - BS <n[k]>

E MEYLICE -bs <n[k]> 0§17 H sync BHS AFRSIH 7|/ 7| 28 37|12 XNHELICL 7|2 28 F37|=
64K LILCE.

-2

xcp sync -id <catalog name> -bs <n[k]>

Of|H| =71

[root@Rlocalhost linux]# ./xcp sync —-id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

sync-dircount <n[k]> £ & XA

£ MEYLILt -dircount <n[k]> 07 H sync BHE AFES0] LIHERIE S T 27F 37|E XIFHLICH
7| 22t2 64kYLICE.
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[root@localhost linux]# ./xcp sync —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)

Total Time : Os.

STATUS : PASSED

3703t - 8
E MEYLICt -parallel Ii7H = sync 2|t SA| BiX| Z2M|A 5 XYtz UL 7|23t2 7LIC
72

xcp sync -id <catalog name> -parallel <n>

oflw| 271

[root@localhost linux]# ./xcp sync —-id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)

Total Time : 1s.

STATUS : PASSED

-preserve-atime
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XCp sync -preserve-atime -id <catalog name>
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[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED
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[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)
Total Time : Os.

STATUS : PASSED

CtS B0l 7t LHEE /}ELICE syne dry-run Of7f B4 51 A
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@ £ S=LICt -id <catalog name> 7 Ha= Off HRYL|CH sync dry-run &

xcp sync dry-run -id <catalog name>
Oof|H| 27|

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0O1

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

£ MEYLICt -stats Of7H Ha7F XetEl R sync dry-run &8 & CIAER|E XHA[S] HASID ME2 2E&
AtgE EagtLct
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xcp sync dry-run -id <catalog name> -stats
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[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

Dry-run-I2 S7|3t&L|Ct
£ METLICH-1 047 HaT ZEHEl B sync dry-run HAE I 5 CIAE2|0f CHst M5 HEE QI2HLICE
22

xcp sync dry-run -id <catalog name> -1

Of|®| =71

[root@localhost linux]# ./xcp sync dry-run -id ID0OO01 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source_vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED
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xcp sync dry-run -id <catalog name> -nonames

oflxl 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

Dry-run-dircount <n[k]> 57|}

E MEZLICH -dircount <n[k]> 07 #HIF XEEl AL synce dry-run CIEEZE HS W ™ IV|E
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=

xcp sync dry-run -id <catalog name> -dircount <n[k]>
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[root@localhost linux]# ./xcp sync dry-run —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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7|23t 7L

xcp sync dry-run -id <catalog name> -parallel <n>

oflxl 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

ChAL AI%}

XCP NFSQULICE resume BH2 FIEHET QIHIA 0|5 EE= HS E X| ™SI STHE SAL
II-O-IO L'_|-A| AlII-oI-L_lL’_I- o|x-| EM. Iro-lo| 9|.E+§—| O|I:-IIA |§ EEE H._'|§E ()“ OI§L||_—_|.

i B —

<catalog path>:/catalog/indexes C|HEZ].
78

xcp resume -id <catalog name>

() 2228UCt-id <catalog_name> M7} #4E o BRBLIC resume H.
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[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out (5.46 KiB/s), ls.
xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...

xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}

xcp: resume 'ID0O0O1': Merged options: {-id: 'IDOO1l', -newid: u'IDOO1l'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s),

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25

(17

.2 MiB/s),

.9 MiB/s),

100.0 MiB

465

558



MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951
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CHE ®oll=

MiB/s), 1ml6s

114,726 scanned*, 97,016 copied*,
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copiedx*,
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*,
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*,
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*,
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied%,
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés

134,630 scanned*, 121,742 copied%,
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1lmbls

134,630
MiB/s),

(21.0 MiB/s),

134,630
MiB/s),

(31.8 MiB/s),
Xcp command

134,630
item,

Speed

Total Time

STATUS

OH7H i

scanned*™,

2.17 GiB

scanned*,

126,057 copied~,

out

Im56s
130,034 copied~,

2.33 GiBout

scanned*™,

0 error

2.40 GiB

PASSED

7t LIE &[0 ASLILE resume OW7H tH

<<resume_id,0|EH A -

<<resume_bs,CtA| A|Z} -
<<resume_dircount,CtA| A|Z} -

<<resume_parallel,CtA| A|Z} -

144

2mls
xcp resume -id ID0O1
134,630 copied*,

in (19.7 MiB/s),

2mis.

A Ol
T X

BS n[k]

dircount n[k]

HAH():n

74,158 indexed*,

79,331 indexed~®,

84,217 indexed¥®,

84,217 indexed¥*,

99,203 indexed¥*,

104,317 indexed*,

109,417 indexed¥*,

109,417 indexed¥*,

114,312 indexed¥,

0 modification, O

2.37 GiB out (19.5

2k

EE

m115%$ﬂ L=
resume 9| ’é

ClziEf2lE 2l of @F

1

i

1.46 GiB in

.65 GiB

.77 GiB

89 GiB

.99 GiB

2.06 GiB

2.10 GiB

2.20 GiB

2.36 GiB

new item

MiB/s)

LS| FEHEI 0|IES
oK7H

3718 XE

AO
0]

L|C}.

S

37|12 XE

ot

in

in

in

in

in

in

in

in

(26.6

(22.8

(21.1

(13.8

(9.02

(21.0

(32.1

, 0 delete

II-I
(==

FL|C}.

ZLICHZ |22t 64k).

fLICt.

SAIBIK] Z2M|AQ| 2| =5 X[FgLChZ|=22L:

7).



oH7H 4

resume-preserve-atime 2 HZSHMAIQ
-s3.insecure = CHA| A|ZFgtL|CH
<<resume_s3_endpoint,resume-s3.endpoint

<<resume_s3 profile,-s3.profile CtA|
Al ZH);PROFILE_NAME

-s3.noverify 2 CHA| A|ZFEHL|C}

0|2 A - BS <n[k]>

E MEZLICI -bs <n[k]> 070 HE: resume
64K LILCE.

=
=

JT K onx
morn o

OUS AAO|A OFX|UOZ MM AT LtE
gLt

3 HZ SO HTTPS CHA HTTPE AIE3t= 84S

S3 HZl SLS 23l AWS XtH 5 IiUM Z2TS
C

X Egfelct
S3 M3l SA0f| Tt sSL 21E2| 7|2 &els

8ot0 §7I/&7| 28 37|18 XEYLILL 7|2 28 37I=

xcp resume -id <catalog name> -bs <n[k]>
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[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:
u'ID001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before
resume

44,242

MiB/s),

scanned*™,

5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12

59,558

MiB/s),

59,558

scanned*,

10s

scanned*™,

30,698

35,234

copied™,

copied*,

19,440

19,440

indexed~*,

indexed*,

142

203

MiB

MiB

in



in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824

147



MiB/s),

scanned*,

55s

84,911 copied*, 58,962 indexed*, 1013 MiB in (32.8 MiB/s), 991 MiB out
(33.2

101,667 scanned*, 91,386 copied*, 73,849 indexed*, 1.06 GiB in (15.4
MiB/s), 1.04 GiB out (15.4

MiB/s), 1mOs

118,251 scanned*, 98,413 copied*, 89,168 indexed*, 1.13 GiB in (14.0
MiB/s), 1.11 GiB out (13.3

MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*, 89,168 indexed*, 1.25 GiB in (23.9
MiB/s), 1.22 GiB out (23.2

MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*, 94,016 indexed*, 1.38 GiB in (25.7
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*, 94,016 indexed*, 1.52 GiB in (28.6
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*, 94,016 indexed*, 1.64 GiB in (24.6
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*, 94,016 indexed*, 1.80 GiB in (34.0
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*, 104,150 indexed*, 1.88 GiB in (16.2
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*, 119,455 indexed*, 1.95 GiB in (13.6
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command : xcp resume -id IDO001 -bs 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (19.9 MiB/s), 1.99 GiB out (19.7 MiB/s)

Total Time : 1mé43s.

STATUS : PASSED

resume-dircount <n[k]> £ & X5t A|Q

=
=

MEBILICE -dircount <n[k]> OH7H H resume HEHE ALESIH CIAIEZ|E AS M KM FV|E
XEgHCt 71222 64k LTt

L HA -

148



xcp resume -id <catalog name> -dircount <n[k]>

149



ol 271

150

root@localhost linux]#

xcp: Index:

{source:

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp: resume
xcp: diff
progress

39,520 reviewed,

1s.

xcp: resume 'ID0OO1':
directories...

xcp: resume 'IDOO1':
xcp: resume 'ID0OO1':
xcp: resume 'IDOO1':
xcp: resume 'IDOO1':
-newid: u'ID0OO01'}
xXCcp: resume 'IDOO1':
resume

76,626 scanned¥*,

MiB/s), 23.0 MiB out (4.60
MiB/s), 5s

79,751 scanned*, 49,942 copied*,
MiB/s), 131 MiB out (21.5
MiB/s), 10s

79,751 scanned*, 55,901 copied*,
MiB/s), 223 MiB out (18.3
MiB/s), 15s

79,751 scanned*, 61,764 copied*,
MiB/s), 313 MiB out (17.9
MiB/s), 20s

84,791 scanned*, 68,129 copied*,
MiB/s), 384 MiB out (14.2
MiB/s), 25s

94,698 scanned*, 74,741 copiedx*,
MiB/s), 473 MiB out (17.8
MiB/s), 30s

99,734 scanned*, 80,110 copiedx*,
MiB/s), 591 MiB out (23.7
MiB/s), 35s

104,773 scanned*, 86,288 copied*,
MiB/s), 703 MiB out (22.3
MiB/s), 40s

'IDO01":
'ID001"':

2.47 MiB in

Reviewing the incomplete index...

Starting second pass for the in-progress

(1.49 MiB/s),

12.6 KiB out

./xcp resume -id ID001 -dircount 32k

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:
{_

{-dircount:

dircount:

'32k"',
'32k', -

u'ID001'"}
=1elg

id:

Found 4,582 completed directories and 238 in

(7.62 KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

39,520

39,520

39,520

39,520

44,510

54,039

59,044

69,005 indexed¥*,

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

31.7 MiB in

140 MiB

234 MiB

325 MiB

397 MiB

485 MiB

605 MiB

in

in

in

in

in

in

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076 scanned*, 93,265 copied*, 79,102 indexed*, 795 MiB in (15.8
MiB/s), 781 MiB out (15.5

MiB/s), 45s

121,341 scanned*, 100,077 copied*, 84,096 indexed*, 897 MiB in (20.4
MiB/s), 881 MiB out (19.9

MiB/s), 50s

125,032 scanned*, 105,712 copied*, 89,132 indexed*, 1003 MiB in (21.2
MiB/s), 985 MiB out (20.7

MiB/s), 55s

129,548 scanned*, 110,382 copied*, 89,132 indexed*, 1.14 GiB in (32.0
MiB/s), 1.12 GiB out (32.1

MiB/s), 1mOs

131,976 scanned*, 115,158 copied*, 94,221 indexed*, 1.23 GiB in (19.2
MiB/s), 1.21 GiB out (18.3

MiB/s), 1lm5s

134,430 scanned*, 119,161 copied*, 94,221 indexed*, 1.37 GiB in (27.8
MiB/s), 1.35 GiB out (28.3

MiB/s), 1mlOs

134,630 scanned*, 125,013 copied*, 109,402 indexed*, 1.47 GiB in (21.2
MiB/s), 1.45 GiB out

(21.4 MiB/s), 1ml5s

134,630 scanned*, 129,301 copied*, 114,532 indexed*, 1.61 GiB in (29.4
MiB/s), 1.60 GiB out

(29.8 MiB/s), 1m20s

134,630 scanned*, 132,546 copied*, 124,445 indexed*, 1.69 GiB in (14.8
MiB/s), 1.67 GiBout

(15.0 MiB/s), 1m25s

Xcp command : xcp resume -id ID0O01 -dircount 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 1.70 GiB in (19.7 MiB/s), 1.69 GiB out (19.5 MiB/s)

Total Time : 1m28s.

STATUS : PASSED

MoK - EE <n>

7Lt
2

xcp resume -id <catalog name> -parallel <n>
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

-parallel:

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

resume

resume

resume

resume

3}

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5



resume-preserve-atime =

84,600 scanned*,
MiB/s), 705 MiB out
MiB/s), 46s

94,525 scanned¥*,

74,238 copied*,
(22.3

80,754 copied~,

MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied¥*,
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*,
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*,
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*,
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*,
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s

129,694 scanned*, 117,218 copied*,
MiB/s), 1.65 GiB out

(33.1 MiB/s), 1m21ls

131,753 scanned*, 123,850 copied*,
MiB/s), 1.77 GiB out

(25.9 MiB/s), 1m26s

134,630 scanned*, 130,829 copied*,
MiB/s), 1.83 GiBout

(11.2 MiB/s), 1m31ls

Xcp command
134,630 scanned¥*,

item,

134,630 copiedx,
0 error

2.02 GiB in
Total Time Im35s.
STATUS PASSED

Speed (21.6 MiB/s),

HZESHAIR

SEIYLICt -preserve-atime Of7 Ha= MM[A AZHS XCP 27| 2Hd Hof|
S-St

64,150

74,157

74,157

89,192

xcp resume -id IDO0O0O1

2.00 GiB out

indexed~*,

indexed~*,

indexed~*,

indexed~*,

94,248 indexed*,

94,248 indexed*,

104,275

indexed*,

109,236

indexed¥*,

114,358

indexed*,

124,437

indexed*,

-parallel 3

0 modification, O

i S

(21.3

723 MiB in

807 MiB in

1007 MiB in

08 GiB in

(22

(16

.5

ol

(39.9

(20.7

1.18 GiB in

1.36 GiB in

GiB

GiB

GiB

GiB

in

in

in

in

new item, 0

MiB/s)

2A0|M OFX[2te = A Aot

(19.3

(36.8

(29.8

(33.2

(25.9

(11.2

delete
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xcp resume -id <catalog name> -preserve-atime

o 271

root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats :

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

-s3.insecure £ CIA| A|ZFEHLICH

E METLICH -s3.insecure Oi7H HE resume S3 H3 SEM0| HTTPS CHA HTTPE AME2St= HEH

@ E S ELIC} -s3.insecure 47} Ha= 3 S7H AR ELICH copy BHS AMSHH CHA| AlZFE of
ZAELICEH & X|™oHofF SL|CH -s3. insecure CHA| AJZF Al M E AL EHLILCE

xcp resume -s3.insecure -id <catalog name>

154



ol 271

root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996

155



s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

resume-s3.endpoint <s3_endpoint_url>

£ MBYLICt -s3.endpoint <s3 endpoint url> 07 H= resume S3 HZl S4I12 2[8 X|HE URLE
71 AWS 27 URLE HEolsis HBULICE

@ 7|2HO 2 Resume2 AL &Y 0| X|FEl S3 Z=H 3! S3 2T E ALEELICE 22{LE T7H Al M
S3 28 % S3 ZZES X|HSHH off AFEE|= 7[=240] —'?'—AIE!LIEf copy 8%.

-2

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:
-id <catalog name>
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[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,
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14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

s3.profile <profile_name>Z CA| A|ZFEtL|C}

£ MEYLICt -s3.profile <profile name> o7 4 resume S3 HZl EAMO| AIEE AWS XA S

|-°'01|k| EEEIO |I-Io|-'— D=|E=i

o[

@ 712X O E Resume2 SAI &Y F0f| X[HE S3 T2H 5! S3 EF S AFEELICH J2{LE J7H Al Af
S3 ’é. % 83 Z2AS X[FHotH off AEEl= 7[2240] RAIELICt copy E.

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

-s3.noverify 2 CtA| A[ZFRFL|CH

E MEYLICE -s3.noverify 07 B resume S3 H3! SAI0]| CHSH SSL 2152| 7|2 HE 2 MAL[St=
D=|E=IOI|__|[:|.
ood .

-
Ho

xcp resume -s3.noverify -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
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Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

S 22T veri fy FHS JLRI QUHA HSS ALBSH| YD 2H| XY $ AL
ClaE 2|9t chat T2 E2| ko] FA| Hto|E £h9| Hlo[Ef bl WS AFBBILICH B AE At
Eorelof £ Alzt 8l J|EF I EE ClER] 242 HOIBHCt w3t 0| HYS U

HR0M IS 40 C[0[EE H| W LT,
T2

xcp verify <source NFS export path> <destination NFS exportpath>
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[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (86.4 MiB/s), 69.2 MiB out (1.18 MiB/s)
Total Time : 58s.

STATUS : PASSED

Ch2 BEOll= 7 LIBEI ASLILE verify OH7H = 5 &

OH7H = Ml

verify-stats S & Tt AIQ AN SQLERN ERE HEE AZNStD ER| SAE
Cljmi-i S

Verify-csv & & XSt AIR A SEN ERE HEE AZNSID EB| EAE
Cljmi-y Sy

Verify-NoData(2t?! - H|O|E 8IS O[O|E{E =tQISHR| & LICt

verify-noattrs & HZEsHAIR E4E LA gE&LICH

22l - nomods o 3 AZES 2RISR etE LTt

<<nfs_verify _mtimewindow,2?l-A|Zt EA|7]();s SIE 2l 8= 1 AlZt Xt0| & K| ™ gLt

A5 -v YAHE KIO| ™S LIgst7| sl &= YAl AMBL|Ct

verify -I(ZHQl - | LAHE XIO| ™S Ligsty| st == YAlg AMBtL|Ct

Verify - 0|2 QIS oYl =5 E= BN AFEXH S OF 0|82
M elghlct
<<nfs_verify_match,2fQI-2 X[ ();ZE(); YA UX[Sh= oH S ClalE 2|2 X2 C,
<<nfs_verify_bs,2?! - BS n[k] 7I/M7| E8 37|18 KEELICHZ |22 64k).
<<nfs_verify_parallel,2tQI-H&();n SA| BiX| ZEMAS| X|CH 5 X[HLICHZ|22L: 7)
<<nfs_verify_dircount,ZQ! - C|2 E2| £(); n[K] ClEEZ|E 2 W 8 37| X[™HeLICt
noidE =IgtL|Ct 7|2 QIHUAE OhEX| FELICHZ|22): False)
verify-preserve-atime 2 &ZXSHMA|L DE IUS AA0 N OIX[LO = AN ATHLRWE
SLC
-s3.insecure &QIgIL|C} S3 HZl SAI0| HTTPS CHA HTTPE At83t= SN
NS ELCt.
<<nfs_verify_s3_endpoint,verify-s3.endpoint 7|2 AWS(Amazon Web Services) 28 URLS S3 HZ!

S4of oish XY E URLZ IH’SQI%“-IEL

<<nfs_verify_s3_profile,-s3.profile &Ql();profile_name S3 H3l EAIZS 2ol AWS AtZ ZE OIUM ZZ2LS
INESEE |

fol

tot

-s3.noverify ZHQIgtL|C} S3 HZl S4lof| chigh SSL e1&2| 7|2
gl gt

J
o
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verify-stats 3 verify-csv

% Al‘-g-zl'l_ll:l‘ —-stats g{' —-CsvVv DH7H Hd—¢— 5'4 verify _+_¢ E7I<I EI'Z.I\I EEIE tg
T YLIC).
22

cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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166

[root@localhost linux]# ./xcp verify -stats

<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s),

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same
Directories: 13,108 / same

Regular files: 121,385 / same
Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -stats <source ip address>:/source vol

5s



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

-2

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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168

[root@localhost linux]# ./xcp verify -csv

<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s),

== Number of files ==
empty

235

same <8KiB 73,916
same 8-64KiB
43,070

same 64KiB-1MiB
4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K
3

same 10,300

same 2,727

same 67

same 11

same

== Depth ==

0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772

same 7,608

same 130

same

== Modified ==

>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins

>10K

2.95 MiB out

(603 KiB/s),

5s



future

15
same 121,370
same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED

T

xcp verify -stats -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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170

[root@localhost linux]#
NFS server>:/source vol <IP

address of destination NFS server>:/dest

224,618 scanned, 48.7 MiB in
== Number of files
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10
235 73,916 43,070 4,020 129 15

same same same same same same

(9.54 MiB/s)

Directory entries
empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24
15

same 121,370

same

hrs <1 ho

134,630 / same

13,108 / same

121,385 / same

137 / same

Special files: None / same

Hard links: Multilink files:
Xcp command xcp verify -stats -csv <IP

Total count:
Directories:
Regular files:
Symbolic links:

None / same,

vol
, 2.98 MiB out (597 KiB/s),

-100MiB >100MiB

ur <15 mins future

None / same
address of source NFS

./xcp verify -stats -csv <IP address of source

5s



server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

Verify-NoData(2¢! - H|O|E gi2

£ MEYLICt -nodata OW7H H: verify H|O|E{E HASIX| S5 X|Hot= HEYLIC.
22

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED

verify-noattrs S XA

£ MEYLICt -noattrs OWH HE verify 58S HASHK| REE X|Foh= EHAULICE
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xcp verify -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,
autoname verify 2020-03-05 02.19.14.011569

creating one with name:

40,397 scanned, 9,917 found, 4,249 compared, 4,249 same data, 211 MiB
in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared, 8,867 same data, 475 MiB
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared, 15,038 same data, 811
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared, 19,928 same data, 1.02
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared, 24,803 same data, 1.32
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found, 32,595 compared, 32,595
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s

75,179 scanned, 34,656 indexed, 47,680 found, 40,371 compared, 40,371
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s

75,179 scanned, 34,656 indexed, 58,669 found, 51,524 compared, 51,524
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s

78,097 scanned, 39,772 indexed, 69,343 found, 61,858 compared, 61,858
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned, 69,593 indexed, 80,049 found, 69,565 compared, 69,565
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out (1.18 MiB/s), 50s

110,213 scanned, 69,593 indexed, 86,233 found, 75,727 compared, 75,727
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out (612 KiB/s), 55s

110,213 scanned, 69,593 indexed, 93,710 found, 83,218 compared, 83,218
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out (705 KiB/s), 1mOs

110,213 scanned, 69,593 indexed, 99,700 found, 89,364 compared, 89,364
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same data, 3.20 GiB in

(56.9 MiB/s), 48.7 MiB out (593 KiB/s), 1mbs

124,888 scanned, 94,661 indexed, 107,509 found, 95,304 compared, 95,304
same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s), 1mlO0s

134,630 scanned, 104,739 indexed, 116,494 found, 102,792 compared,
102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s), 1ml5s

134,630 scanned, 104,739 indexed, 123,475 found, 109,601 compared,
109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s), 1m20s

134,630 scanned, 104,739 indexed, 129,354 found, 115,295 compared,
115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s), 1m25s

Xcp command : xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, mods), O

different item, 0 error

Speed : 4.95 GiB in (56.5 MiB/s), 69.2 MiB out (789 KiB/s)

Total Time : 1m29s.

STATUS : PASSED

219l - nomods

£ MNEZLICH -nomods I #4= verify T 8 A7t &QISHX| R=% X[ Fsh= FFYLICE
2z

xcp verify -nomods <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs), O
different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out

(1.24 MiB/s)
Total Time : 56s.
STATUS : PASSED
verify-mtimewindow(2 2/-mtimewindow <s>
E MEYLICI -mtimewindow <s> D7 H verify SQI2 2ol 51EE&[= +H AlZt XI0|E X|HSt=
gi2jolL|c}
ood -

-
Ho

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]#

./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

creating one with name:

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs
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server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

verify -v 3! verify -|

S AFELICH -v 3 1 Oj7H = R verify £ WAIS HMSH L HE XHO|H S LIEsH= S YLICH

T2

xcp verify -v <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED



-2

xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED

2

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.

STATUS : PASSED

Verify - 0| 1S
E MEELICE -nonames i HE verify O SE L= HIMOM AFEXL S O F 0|52 HQlots HHQULICH

w2

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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£ AFSBILICH -match <filter> D47 B3 verify TE{QF YX|St= I 9l Cl2 E2[2F N2|5H= E-EQLICE
282

xcp verify -match bin <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



Jlot

tol - BS <n>

i

MEZYLILt -bs <n> OW7H E= verify BES ALESI0] 217|147 28 37|12 XIFGYLICH 7222 64kQILICE.

— HATC

e
=

xcp verify -bs 32k <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -bs 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.20.19.266399

29,742 scanned, 9,939 found, 5,820 compared, 5,820 same data, 312 MiB
in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed, 119,203 found, 105,402 compared,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out (986 KiB/s), 50s

134,630 scanned, 104,656 indexed, 127,458 found, 113,774 compared,
113,774 same data, 4.49 GiB

in (103 MiB/s), 70.8 MiB out (1.15 MiB/s), 55s

Xcp command : xcp verify -bs 32k <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O



different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s),
Total Time : 1mOs.

STATUS : PASSED

77.5 MiB out (1.29 MiB/s)

Verify - 33 <n>

E MEYLICt -parallel <n> 07 ¥ verify X|Cf SA| HiX| ZENA 5 X|HSH= HHQUL|CE

w2

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652



same data, 3.47 GiB in

(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmé6s

120,151 scanned, 104,848 indexed, 111,491 found, 100,317 compared,
100,317 same data, 3.95 GiB

in (97.2 MiB/s), 56.3 MiB out (733 KiB/s), 1mlls

130,068 scanned, 114,860 indexed, 119,867 found, 107,260 compared,
107,260 same data, 4.25 GiB

in (60.5 MiB/s), 60.6 MiB out (871 KiB/s), 1lmlés

134,028 scanned, 119,955 indexed, 125,210 found, 111,886 compared,
111,886 same data, 4.65 GiB

in (83.2 MiB/s), 63.7 MiB out (647 KiB/s), 1lm2ls

134,630 scanned, 129,929 indexed, 132,679 found, 119,193 compared,
119,193 same data, 4.93 GiB

in (56.8 MiB/s), 67.9 MiB out (846 KiB/s), 1lm26s

Xcp command : xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

verify-dircount <n[k]> £ & XA

S AHGBILICE -dircount <n (k1> UM #4: verify BYES ALGSIOl CIMERIS A2 w) ¥ 37|18
XIBILICE 7|22t 64kULICH.

w2

xcp verify -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O



different item, 0 error

Speed 4.95 GiB in (89.3 MiB/s),
Total Time 56s.
STATUS PASSED

09.2 MiB out

(1.22 MiB/s)

£ AFE™LIC -no1d O M2 verify 7| QHA WHES AFESHA| E= 8 HFots FFYULICL 7| 2242 false
o

xcp verify -nold <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]#

server>:/source vol <IP address of destination

./xcp verify -noid <IP

address of source NFS
NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify

49,216 scanned, 10,163 found,

GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s), 6s
49,615 scanned, 4,958 indexed, 27,018 found, 26,534 compared, 25.9 KiB
same data, 3.08 GiB in (390 MiB/s), 15.1 MiB out (1.86 MiB/s), 1lls
73,401 scanned, 34,884 indexed, 46,365 found, 45,882 compared, 44.8
KiB same data, 5.31 GiB in (420 MiB/s), 26.6 MiB out (2.12 MiB/s), 1l6s
80,867 scanned, 44,880 indexed, 63,171 found, 62,704 compared, 61.2
KiB same data, 7.23 GiB in (377 MiB/s), 36.2 MiB out (1.83 MiB/s), 21s
83,102 scanned, 69,906 indexed, 79,587 found, 79,246 compared, 77.4
KiB same data, 9.13 GiB in (387 MiB/s), 46.0 MiB out (1.95 MiB/s), 26s

Xcp command
10.235.122.86:/dest_vol

9,816 compared,

xcp verify 10.235.122.70:/source vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time 28s.

Job ID Job 2024-04-22 07.19.41.825308 verify

Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-
22 07.19.41.825308 verify.log

STATUS PASSED

9.59 KiB same data, 1.15
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verify-preserve-atime 2 XXM A|Q

E MEELICE -preserve-atime 7] M verify ZE TIY S AA0|A OIX|TO 2 HMATH LUMEZE S16H=
HHAULICH E SEIYLICt -preserve-atime D17 Hys WMA AZES XCP 17| 2 ©ol| BFE A2l e =
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xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp verify -preserve-atime
<IP_address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

-s3.insecure &QIsHL|Ct
E MEYLICE -s3.insecure 7 H verify S3 H3! EA0| HTTPS CHAl HTTPE AMEd= EH
28

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>

s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP_verify 2023-06-
08 09.04.33.301709
Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-

bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

verify-s3.endpoint <s3_endpoint_url>

£ ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f Ha verify S3 KA S4IE 26 XIHE URLE

7|2 AWS X URLE MEolst= BEALICH
o

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)
Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

-s3.profile <name>Z ZQIstL|C}

=
=
OH &
SRS

-
Ho

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

-s3.noverify 2QI3tL|C}

E MEYLICI -s3.noverify N7H ¥ verify S3 M3l SAl0f Cist SSL 21529| 7|2 AB2 MY 2lst=
D=|E=|OI|__|E_|.
ood .
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xcp verify -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same
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data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same
data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same
data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),
15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)

Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod £ Z&IgtL|Ct

XCP NFSZIL|C} chmod B2 X|E& CIMER| 70| thet 2= IH
HZABILICE 'chmod' B0l 2E E= X, NFS 3R E= POSIX 227t HaE
LRBLICH xCPYLICH chnod A X|E 220l T3t AR Ashe vi=xoR wagh T

O O - O - -
WY F2ol= ANE 5 TAUD F2o| M HHE Hsto| EAIELICH
72

xcp chmod -mode <value> <source NFS export path>
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[root@Quser-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #
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ChE Eoll= 7t LIEE|| AELILE chmod OW7H 4= 51 29

OH7H = MY

<<nfs_chmod_exclude,chmod-H|2|(); ZE{(); ZEQt X5t o S CIAEE|E WL Ct.
<<nfs_chmod_match,chmod-match TIE{Qt 2 X|ot= b 9l C|A ER|DF X 2| BHL|C.
<<nfs_chmod_reference,chmod-&tZ(); & Z(); EXE oY = ClEEHEZ| X[™E XIE L L
chmod -v & HgL|Ct XNe|El 2= JiH(of cHet £ 2 EagLct.

chmod - <filter> H|2|

£ MEELICt —exclude <filter> Oi7H B4 chmod EE{QF LX|Sh= MY X CIHEE|E H2[sh= BHYLICH

-2

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

ol 271

[root@user-1 linux]# ./xcp chmod -exclude "fnm('3.img')" -mode 770
101.11.10.10:/s_v1/D3/

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s_v1/D3/
Stats : 5 scanned, 1 excluded, 5 changed mode

Speed : 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod - <filter> X
£ MNEELICE -match <filter> Of7H B4 chmod ZE{Q} YLX[St= THY 9l C|ZE2|0F H2|5ts HHQUL|CE
2=

xcp chmod -match <filter> -mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s _v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.
STATUS : PASSED

[root@user-1 linux]

chmod - & =X <reference>

E METL|Ct -reference <reference> W70 4 chmod X El OfY = CIAEE| X|™H S X|™Hst=
o240l |C}
o =] .

o

-4
Ho

xcp chmod -reference <reference> <source NFS export path>

ol 271

[root@Quser-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s _v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v £ &gtL|Ct

£ MEELIC -v 07 Ha chmod BE S ALESI0] XM2[El 2E JHA|of Cet £25 2 gt}
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chmod -mode <value> -v <source NFS export path>

o 271

[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/D1' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/Dl1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1l/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

AF

MO

XCP NFSQLICt chown HHE X|™E CIAEZ| 0 Ciot 2= TS| AQHE HASI
HASILICH E S2ILIC chown BEE MASHH™ NFS S/ L= POSIX 27t #H
HQEL|CE XCP chown2 X|HE 220 cist ARHE MM = HAHSIL|CL E S=leL|ct
chown Command= It 2| HAEl UID(AFEX ID)E EAIRLICE.

T

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -user user2 -v
101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl from 1001:0 to
1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/D1/1.txt from
1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/Dl/softlink 1.img
from 1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/D1/1.img from
1001:0 to 1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl/hardlink 1.img
from 1001:0 to 1004:0

changed ownership of
101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1001:0 to

1004:0

Xcp command : xcp chown -user user?2 -v
101.101.10.110:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.82 KiB/s), 1.11 KiB out (923/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

ChE o= 7t LIEE|| }ELILE chown OW7H 4= 51 29

OH7H tH = A4

<<nfs_chown_exclude, Mg - H|2|(); ZE(); ZEQt YX[ot= ofY 9 CIAER|E QgL CE
<<nfs_chown_match,X{'g L X|();ZE(); ZE{et YX|SH= ohY 9l ClH E2|2F M2 gL C,
<<nfs_chown_group,X{'d J&();2&(); AA0M Linux GID(Group ID)S MA$L|C
<<nfs_chown_user,Xi'g AL Xt();AFHRXH(); AA0M Linux UIDE AX&$L|CE,
<<nfs_chown_user_from,chown-user-from M2 AtEX} UIDE HAELICE.

- H2();

<<nfs_chown_group_from,chown-group-from #{<-  GIDZ HZATIL|LCI.

QE-Al%

<<nfs_chown_reference, Xi'd - &% (); H=(); ExE OrY £= ClalE 2| X[HS X[-eL
e - MelE ZE JHHof cHet &2E gLt
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chown - <filter> H|2|

£ MEYLICt -exclude <filter> OH7H ¥ chown HE{Qt YX|SH= OhY 3 CIAEE|E K[2[st= HHEYLICH

e
=

xcp chown -exclude <filter> -user <user name> <source NFS export path>

Oflxl 271

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - <filter> & X|

E MEYLICt -match <filter> OH7H B3 chown EE{QF EX[St= Ot & L2 EE2|2H N2(|5t= HH LI

-2

xcp chown -match <filter> -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.
STATUS : PASSED

[root@user-1 linux]#

Chown - 1§ <group>
£ METLICt -group <group> M7 4 chown B@EHAHZE AA0|A Linux GIDE AHgfL|C.
22

xcp chown -match <filter> -user <user name> <source NFS export path>

offl 271

[rootQuser-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Xcp command : xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown - ALEX} <user>
E MNEEILICH —user <user> Oi7] B4 chown 2A0]| Linux UIDE A& St= EEHQUL|CE
22

xcp chown -user -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.
STATUS : PASSED
[root@user-1 linux]#

Chown-user - £X: <user_from>
£ MEYLICt ~user-from <user from> Oi7} ¥ chown UIDE HASH= EBHRILICE

e

xcp chown -user-from userl -user <user name> <source NFS export path>

oflxl 271

[root@user-1 linux]# ./xcp chown -user-from userl -user user?

101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)

Total Time : Os.
STATUS : PASSED
[root@user-1 linux]#

Chown-group-from <group_from>(xi'd 15)

2

xcp chown -group-from <group name> -group <group name> <source NFS export

path>
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[root@user-1 linux]# ./xcp chown —-group-from groupl -group group2
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group?2
101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown - £ X <reference>

METIL|Ct -reference <reference> N7 H4 chown ZEE O L= CIHER| XM E X[ HSH=

xcp chown -reference <reference> <source NFS export path>

ol 271

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl/smaple set/D1l

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

£ MEYLIC -v 07 Ha chown BYES ALESI0] X2[El 2E JHA|of tet 22 2 gt}
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xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

Oof|®| =71

[root@user-1 linux]# ./xcp chown -user-from user2 -v -user userl
101.101.10.210:/s_vl/smaple set/Dl

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1 from 1004:1003
to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/D1/1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s _vl/smaple set/D1/1.txt from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/softlink 1.img
from 1004:1003 to

1001:1003

changed ownership of
101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/hardlink 1.img
from 1004:1003 to

1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out (1.00 KiB/s)

Total Time : 1s.

STATUS : PASSED
[root@user-1]

EIHD
NFS logdump BE2 0r0|12|0|M ID EE= &Y IDE 7|22 =15 EEEst offE
=z
=

2SO HESLICE . zip A CIHEE|0 A= THAYLICE S
O|F2 ™| ArEE|= 0to]a2[o]d = A ID2F Z&LICE
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xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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XCP NFSQLIC} delete HHS X|HE
72

xcp delete <NFS export path>
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[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete
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items, 0 error

Speed : 48.7 MiB in (869 KiB/s),

(396 KiB/s)Total Time : 57s.
STATUS : PASSED

CHE #0l= 7t LIEE|0] ASLICE delete OWZH tH

OH7H =

<<nfs_delete_match, 2| - 2x|(); ZE();
Al - 5HE

delete-removetopdir®lL|C}
<<nfs_delete_exclude,2H| - H|2|(); ZE();
<<nfs_delete_parallel,AtX| - EZ():n

HSH

delete-preserve-atimeS MEHEtL|C}
<<nfs_delete_loglevel, A - 23 £Z();0|&();
-s3.insecure 2 AKX EL|CH
<<nfs_delete_endpoint,2tX| -s3.endpoint
<<nfs_delete_s3 profile,-s3.profile

AH|();PROFILE_NAME

-s3.noverify 2 AFH|ErLICH

AMH| - <filter>S LX|A|ZILICH

22.2 MiB out

L
My
E|9 Ax|BHs THY 9 CIE 2|0t K2 [BiLCh,
SOISHX| 941 ARIBILICE.
e1Xel

ote| CIMER|E Zeldte] CIHER|E MAYLICH
ZE{Qt XSt ot 8l CIMER| S M| QARLCt
Z|H SAl BHX| Z2MAE XFRLICHI =2 7).

I E= CIAER|O] WAMA AZHS RXILICHZ |24t
false).

21 2Es 4F Z“—Itt AHE 7ttt 2|'E2 Info,
debug(?|22f: Info)LICt,

S3 HZl S0 HTTPS CHAl HTTPE At8%t= S8
HSglct,

7|2 AWS(Amazon Web Services) 28 URLEZ S3 H3l
S4lof| s X|"E URLE 7(H7<‘>*9|%.“—||1f.

S3 Bi7! A2 9[oh AWS X1 BT moM LS
R|FgLct

S3 HZl S40of| thet SsSL e1E2| 7|=
etk

ol

ot
mjo

£ MEYLICt -match <filter> OH7H B4 delete BE{QF YX|Sh= THY 3 CIAE2[DF XE2|5h= EHEYLICE

-2

xcp delete -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp_catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xXcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

AH| - 5tE

E MEELICt -force 7 M= delete 2RI Q10| AMH|ISH= HELICEL

xcp delete —-force <NFS export path>
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

delete-removetopdir®!L|Ct

£ MEELICt -removetopdir U7 = delete S19| CIAMER|E X5t CIAMEEZ|E H|H5H= E

-2

xcp delete —-force -loglevel <name> -removetopdir <NFS export path>
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[root@client]l linux]# ./xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing
data. Data in this path

/temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70 MiB out
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70 MiB out
(806 KiB/s), 10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42 MiB/s),
153 MiB out (922
KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@clientl linux]#

A - <filter> M| 2|
E MEYLICt —exclude <filter> OW7H H4: delete ZEIQL LXKt MM B CIHER|E N|Q|StE HHEQIL|C.
q

xcp delete -force -exclude <filter> <NFS export path>

221



ol 271

[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"
10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing
data. Data in this path

/temp7/user2 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in
(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs
Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)

Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

Al - EE <n>

E MEYLICI -parallel <n> 07 M delete X|CH SA| BHX| T2 A 5 X|HSH= BHQULICE 7|
7L|C.

o

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

delete-preserve-atimeS AMEHEIL|C}

HESH= HHYLICL 7|22 false YLICE.

o

xcp delete -force -preserve-atime <NFS export path>

E MEYLICI -preserve-atime <preserve-atime> Of7] H delete OMY = CIHIEZ[Q] MNA A[ZHS
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

APl - 23 £F <name>

E ME8LICE -10glevel <name> Ol7H 4= delete 21 S MNStE HAHQULICE AL 7158 HEE Info
2 debugLICH 7|2 2[H2 InfoRLICE.

o

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

-s3.insecure = AMK|EL|CH

E MEELICH -s3.insecure Oi7] H4 delete S3 I EAI0| HTTPS CHA HTTPE AM2SH= HEH

T

xcp delete -s3.insecure s3://bucketl
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

delete -s3.endpoint <s3_endpoint_url>

E ME8YLICI -s3.endpoint <s3 endpoint url> 7 Ha delete S3 KA SAIE 26 XIHE URLE
712 AWS 2% URLE MEolst= BEYLICL

T2

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:

s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-

testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.39.33.042545 delete.log

STATUS : PASSED

3.profile <name>E AHH|giL|Ct

MELLICE s3.profile Of7 3 delete S3 HZ SA0| ALY AWS XHH ZE THAUOAM ZEEHZS X[Ht=
=

=

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

-s3.noverify = AMH|LIC}

E MEYLICE -s3.noverify OH7H ¥4 delete S3 HZ! EAI0| LS SSL 2152| 7|2 HE 2 MAL[St=
D=|E=|OI|__|[:|.
ooHd -

-
Ho

xcp delete -s3.noverify s3://bucket
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[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

HAH

XCP NFSRULICt estimate BHS ALESIH 2AAN M EFZICE V|2 EX|E 2t=5t= O
QS A|ZH2 =XSILICE CPU, RAM, UIEQ|3 9 7|E} Of7f 42 ZH0| Sixf| AR 7t 3t
AAEI B AAS DS AIRSHO] 7|&E SAIS 226t O] 2Rt oA A|ZHS AIAMSELICEH £
AMEY £ UELILE ~target ME SAF ZYUS AZEISHD oA A|ZH2 71 = SMYUL|CE

2

xcp estimate -id <name>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target

10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can

renew your license at https://xcp.netapp.com
Job ID: Job 2023-04-12 08.09.16.126908 estimate
Starting live test for 1m40s to estimate time to copy

'10.101.10.10:/tempd"' to
'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration

0 in (0/s), 0 out (0/s), 5s
0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’'

based on a 1m40s live test:
5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target

10.101.12.10:/temp8
Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED
[root@client-01linux]#

CHE BOHl= 7t LIEE[X] /}ELICH estimate Of7 H

oH7H 4

<<nfs_estimate_id,H4%-id

<<nfs_estimate_gbit, =% - H|E(); n

<<nfs_estimate_target, 24X - EtZll(); 4 =2
<<nfs_estimate_t, 2% -t n/s/m/h]
<<nfs_estimate_bs, &4 - BS n[k]

<<nfs_estimate_dircount,0{|l4} - dircount n[k]

FH-HZE atime

MM

<<nfs_estimate_loglevel, A& - 271 %
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O[F HAMEZ i AZH QIE|AC| etz 0|22
x| & gtict,

7|7HH|EQ| tHHYES AESH0] XX Q| A|ZHS Of| XL Ct
(712t 1).

2t0[2 HIAE SAt0f| AFSE TS XIFELIT.

2t0[E HIAE ZAF 7| 2F
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mot
r
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O
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AZI/MI| E5 A7|E XIFELLIC
ClE2|2 7] 93t 28 37|12 XIWELICHII23L:
64Kk).

OhY = DA EE|Q] HHA AZHE SXISLCHZ |22t
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Estimate-id <name>2!L|C}
E METLICt -id <name> Of7f HE: estimate TE{QF YX[StE It 8l CIAIEZ|E N|2Qdt= HHQULICE
a2

xcp estimate -id <name>
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[root@clientl linux]# ./xcp estimate -id csdataOl

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xXcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of

bandwidth ==
112 TiB of data at max 128 MiB/s: at least 10d13h
Xcp command : xXCcp estimate -id csdataOlOl

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

Ol & - Gbit <n>

£ AFE-LICH -gbit <n> O M4 estimate S ALESHY Z[HO| AIZHS O ZRILICHZI=EL: 1). Ol FM2 2t
SH A2 = RELIC -target M S MEPLICE

-2

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

0|4 - CHA <path>

£ MEYLICt -target <path> Oi7] B4 estimate 2t0[E HIAE SAH20]| AL T EFUS X[FsH= B YLICL

-2

xcp estimate -t 100 -id <name> -target <path>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#
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=3 -t <n[s|m|h]>

E MNEEILICE -t <n[s|m|h]> 0§17 HE estimate 2H0|E HAE SAt 7|2H2 X|HSt= HHEUL|CE 7|22
5meiL|Ct.
=i}

xcp estimate -t <n[s|m|h]> -id <name> -target <path>

Oof|®| =71

[root@client-01 linux]# ./xcp estimate -t 100 -id estimateOl -target
10.101.12.12:/temp38

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

=% -BS <n[k]>

E MEZLICE -bs <n[k]> 047 HE estimate HHS ALESIH 7|/MT| E8 37|E K|HELICE 7|22
64kIL|C}.
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can

renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate
63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k
Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

0| & - dircount <n[k]>

£ MEYLIC -dircount <n[k]> O B estimate S A0 CIAMEZ|E 217 [0 REE 37|

X|EELIC 7|1 222 64k LICt.

L HA'L—

-
Ho

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>

234



ol 271

[root@clientl linux]#
-target <path>

xcp: WARNING: your license will expire in less than 11 days!

renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space:
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate
Starting live test for 5mOs to estimate time to
to “<path>"...

1,909 scanned,

Copy

126 copied, 2 giants, 580 MiB in

(115 MiB/s),

./xcp estimate -id csdataOl -dircount 128k -t 300

You can

99.99% used,

‘data-set:/userl

451 MiB

out (89.5 MiB/s), bs
1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s
1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110

MiB/s), 32.4 GiB out
MiB/s), 4mb57s

Sample test copy completed for, 300.03s
(-7215675436.180/s), 0 out (-6951487617.036/s),
610 KiB in (121 KiB/s), 76.9 KiB out
Estimated time to copy ‘data-set:/userlto

(110

0 in

2,186 scanned,

on a bmOs live test:
7d6h

Xcp command
10.101.12.11:/maprll

Estimated Time 7d6h

Job ID Job 2023-04-20 13.03.46.820673 estimate
Log Path
20 13.03.46.820673 estimate.log
STATUS PASSED

xcp: WARNING: XCP catalog volume is low on disk space:

61.6 MiB free space.
[root@clientl linux]#

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

5m2s
(15.3 KiB/s),
'10.01.12.11:/maprll' based

5m7s

xcp estimate -id csdatall -dircount 128k -t 300 -target

99.99% used,
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7L|C.
T

xcp estimate -loglevel <name> -parallel <n> -id <name>

Oof|®| =71

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

P

H-EZ=.atime

=
=

7|

MELILICH -preserve-atime OH7H B4 estimate DY = CIHER|Q| MM A A|ZHS EESH= HHQUL|CH
BZt2 false YLICt
— HAT (=] .

-
Ho

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

AH - 23 &F <name>

E METLICt -10glevel <name> 7] H estimate 21 2|HE AN st= HHAULICH AL 7HsTH EHI2
Info 5 debugJLICH 7|2 &2 InfoRIL|LCt.

2

xcp estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

A AN

=

NFS indexdelete HEO| FIE 21 QIHAE ALY TIL|CE,

o

xcp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

CHE HOll= 7t LIEE[O ASLICE indexdelete Oi7H H4= 81 B

Oj7H B2 Mo

<<nfs_indexdelete_match,indexdelete - ¥X|(); BE{(); ZE LX[St= Ot 2 ClAE2|TH H2[ehL|Ct,

<<nfs_indexdelete_loglevel,indexdelete - LoglLevel 20 WS M™HBIL|C AF2 7ts St B2 Info,
O|§ GT; debug(Z|£2t: Info)L|C},

indexdelete - <filter>2} Y X|EfL|C}

MEYLICH -match <filter> Oi7H ¥ indexdelete TE{Q YX|SH= Mt B! ClAE2|0 2|6t
9

=
=
HHYLIC.

S|
Ho

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete - LogLevel <name>&!L|C}

E MEYLICt -1oglevel <name> U7 B4 indexdelete E1 |HE MHSH= HHYUL|CH AL 7ts8t
HH2 Info X debugILICH 7|2 2|HE InfoRIL|C}.

-2

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023

testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85
KiB/s), 1s.

WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iSync £ MEHSIL|C}

XCPO| Chiigt A, O{7H H=
AEEILICH estimate &M

14

iSync £ MEHSILICE

XCP NFSRILICt isync BHE2 222 ¢S Hlwst 12T QA S ALESHX| @811 ERUS| XJO|EH S
S7|stetct.

-2

xcp isync <source ip address>:/src <destination ip address>:/dest
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[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),
11s

57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879 KiB/s), 1l6s
92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s
137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),
32s
154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),
38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26
MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76
GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95.3 MiB/s),
545 MiB out (95.2 MiB/s), 49s

Xcp command : xcp isync <source ip address>:/src
<destination ip address>:/dest

Stats : 1 removed, 181,907 scanned, 10,263 copied

Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)

Total Time : 49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.11.03.128824 isync.log

STATUS : PASSED

[root@clientl linux]

CHS BOl= 7t LIEE|0] ASLICH isync D7 B4 5 &

OH7H 2= 29

iSync - NODataS ME{BtL|Ct OO|E & =tQI5HK| gb&L T

iSync-noattrs £ & ZEstAIL EME HAISHX| t&L|Ct

iSync - nomods £ &ZEsHUAIL ord =3 AZHE =RISHK| etELICt
<<nfs_isync_mtimewindow,iSync - mtimewindow();s =9I 2|8l |2 = 48 A|Zt X}0|E X|AHEtL|C}
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OH7H =
<<nfs_isync_match,iSync - 2 X|(); ZE{();
iSync - BS ¥ Lt; n[k] ¥ GT:
<<nfs_isync_parallel,iSync - & ();n

<<nfs_isync_dircount,iSync - dircount n[k]

<<nfs_isync_exclude,iSync - | 2|(); ZE();
<<nfs_isync_newid,iSync-newid
<<nfs_isync_loglevel,iSync - 23 £Z&();0|& % GT;
iSync-preserve-atime 2 HZEsHMAIR

iSync -s3.insecure & Tt AL

<<nfs_isync_endpoint,iSync-S3.endpoint

<<nfs_isync_s3_profile,iSync -s3.profile 5!
It;profile_name

iSync -s3.noverify & ZSHUA|L

iSync - NODataS MEighL|Ct
£ MEELICt -nodata OH7H

e
=

= isync HIO|EE HAISHK] 2

A
=

M

o

Ejo} QR[S IfR! O iz E2|nt K2 BHLict,
2171/47| £5 2712 XIFRLICH?|22E: 64k).

SA| Hjx] ZRMAS| o) 5 XYBLICHTI=3L: 7).

CIBE(2IS 98 o 28 37|18 KIFELICHII22 64K).

ZEet LX|ote ot o LR ER| S [t

M QIEA FHEFZ 0 FIEIZ T 0|2 K™ EL|Ct.
20 g[S AHBILICH A2 THs 8 2”2 Info,
debug(Z12%Z}: Info )°'I—IEL

DE IIUS 2A0 M OX|2HO = HNATH LM ZE
STL|Ct

S3 K3l EMO| HTTPS CHAl HTTPE ALEdts 82

HSect.

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
S210] CHall X|I™E URLE IH’SQI%“—IEP.

S3 H2l EAIS 98 AWS AH E9 THoj M ZRLS
x|t

S3 K2l S0 tigk ssL el52| 7[= &l
Mo gfLICt.

o

A= XYt FF LI

xcp isync -nodata <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync-noattrs £ XA

£ MEYLICt -noattrs OW7H Ha isync HEE HASHK & X|HS= HYLIC
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xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync -noattrs
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (488 KiB/s), 5s
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12.0 MiB out
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18.3 MiB out
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s), 24.9 MiB out
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s), 31.2 MiB out
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (540 MiB/s),
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in (716 MiB/s),
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)

Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.error

STATUS : PASSED

iSync - nomods £ & XA

£ MEYLICE -nomods OH7H ¥ isync It

ne
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isync —-nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), 5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 1l6s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

6m47s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync - mtimewindow <s> & & XA

£ A EELICt -mtimewindow <s> OW7H H4: isync 2QIS fIol 518&|= +F AlZt X}0| 2 X[Fst= B YLICL
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xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6
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Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync-Match <filter> £ & XA A2
£ MEYLICt -match <filter> Of7H H isync HEQF XISz IHY 9 CIHE2|0 H2|5h= HEUL|CE
2=

xcp isync -match <filter> -id <name>
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[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out
(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out (2.06
KiB/s), 1l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out (86.6
KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out (4.95
KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out (1.00
KiB/s), 32s

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out
(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in (48.9
MiB/s), 4.51 MiB out

(117 KiB/s), 39s.

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out
(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)

Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.03.734323 isync.log

STATUS : PASSED

iSync - BS <n[k]> £ &ZsHHAIQ

E MEYLICE -bs <n[k]> 047 HE isync @HS ARSI 7|/M7| EF 37|E X[HELICL 7|2 EE 37|=
64K ULILCE.

o

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync - 82

£ MEYLIC -parallel <n>Oi7H = isync 2| SA| BiX| Z2M|A +2 X|Y5t= HHYLILE 7|242
7Lt

2

xcp isync -parallel <n> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync - dircount <n[k]> £ &ZstA A2

=
=

AFEBILICE -dircount <n[k]> Oi7H 4 isync BHS AFEst0] CIAER|E 2 I K™ 37|E XIHELICL.
7|27t 64kQIL|C}.

-
Ho

xcp isync -dircount <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -dircount 32k
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s
31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s
33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s
33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls
42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),
Tm3s
42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),
Tm8s
Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol
Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)
Total Time : 7mlls.
Job ID : Job 2023-11-16 23.33.45.854686 isync
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.log
Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.error
STATUS : PASSED

iSync - <filter> H|2)

E MEBYLICt -exclude <filter> D7 ¥ isync HE{Qt LX|t= Ot 9! CIMEZ|E Q5= BEYLICEH
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xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED

255



iSync-newid <name> £ XA
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xcp 1sync -newid <name> -s3.endpoint <S3 endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate/

offxl 271

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : xcp isync -newid testing -s3.endpoint S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync - £ =& <name>

E MEYLICt -10glevel <name> O B4 isync 20 2f|HWE HAEst= BHALICH AHE JtsTt 2R Info U
debugJLICt. 7|22f2 Info RILICE.

w2

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64
30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81
30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60
30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75
30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.7 MiB

MiB/s), 25s

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

MiB/s), 5s
MiB/s), 10s
MiB/s), 15s

MiB/s), 20s
out (2.56
out (2.79
out (2.35

<source ip address>:/source vol <destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)
Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.error

STATUS : PASSED

iSync-preserve-atime 2 & X5 A|L

MEZLICt -preserve-atime 7 #H4 isync 2 TIY S 2AN A DX O Z AN A

=
=
THYLIC.

-
Ho

xcp lsync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

o EMZ S415=
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[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure Xt AIQ

E MEYLICt -s3.insecure N7 ¥ isync S3 HAl EA0| HTTPS CHAl HTTPE AL25t= ©&E
T

XCcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/
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[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync-S3.Endpoint <s3_endpoint_url> £ & Xt A2

£ MEBZLICt -s3.endpoint <s3 endpoint url> O] H isync S3 HAl E4IE 2o X[™HE URLE 7|2

AWS 22X URLE MAEolsH= B L]},
=

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name> £ A XA A2

AEYILICE s3.profile Of7H 4 isync S3 K3 SAl0| AFEE AWS XH4 3F Mo T2 EHZ X|HsH=
24
o

O TN

-
Mo

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate
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[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5
KiB/s), 38.4 KiB out (16.5

KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16_05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify XA

E MEYLICt -s3.noverify 7] ¥4 isync S3 HZ EA0| CHSt SSL Q152| 7|2 HE 2 MHEQ|st=
D=|E=IOI|_|[_|.
ooHd .

-
Ho

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync FHZtLICt

S SBLIC isync FYS o B ALY 4 YBLICE estinate O Z2|= A OIZSHE SHYLICH isync
S p7 82 B7(3hsts HULICH S 22UYLICH -1a 07 HE 0| 2AF HYel Flg2 T 0|58
EERLE
1=

XCp isync estimate -id <name>

() = =™gUC-1a o) B4 ol BRI isyne estimate WY S,
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[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s
Xcp command xCcp isync estimate -id <name>

Estimated Time 45.1s

Job ID
Log Path

Job 2023-11-20 04.08.18.967541 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.error

STATUS PASSED

Of7H =

iSync Estimate - NoData2| 2F0{IL|C}
iSync Estimate - noatirs & &%

iSync & - nomods

<<nfs_isync_estimate_mtimewindow,iSync =4 -
mtimewindow

<<nfs_isync_estimate_match,iSync A% - &X|(),
ZE(),

iSync A% - BS & Lt; n[k] % GT;
<<nfs_isync_estimate_parallel,iSync A& - HZ();n

<<nfs_isync_estimate_dircount,iSync X - dircount
n[k]

<<nfs_isync_estimate_exclude,iSync A% - H|2|(),
ZE(),

<<nfs_isync_estimate_id,iSync Estimate-id

I 7 A|ZHS QISR QHALICH
stol2 QI8 S1RE= 28 AlZH A0S XIHEL|CH

ZE{of LX[oh= o 8! O E2|h X2[ghL|Ct.

A7I/27| £2 3718 XIFELICHI|23L: 64k

)-
SAIBIK| Z2M|AQ| | =5 X[FRLCHZ|=2L: 7).

CIZEZ|E o1 M ¥ 37|E XFYYLITHII22t 64k).

ZE{Qt XSt ot Bl CIMER| S M| QARLICE

JESENES

[e]

| 7R =7 0| E2 XIFELICE
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<<nfs_isync_estimate_loglevel,iSync Estimate -
LogLevel O|E GT;

iSync Estimate-preserve-atime 2 & ZsHAA|2

iSync Estimate -s3.insecure 2 & ZSHUA|R

iSync Estimate - s3.endpoint

<<nfs_isync_estimate_s3_profile,iSync -s3.profile 3

It;profile_name

iSync Estimate -s3.noverify 2 XX AR

iSync Estimate - NoData2| 2f0{Q!L|C}

A
23 WS A™BLICt A2 T7Hs Tt 2|E S Info,
debug(7|2%L: Info) LTt

oAU S AA0 A OFX[BtOZ MM ASHLIWE
=2oIst |C
2elgtL|Ct,

S3 3l SA0| HTTPS CHAl HTTPE ALEdH= 82
XS gL,

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
S210f| cHel X" El URLE IH’SQI%“—IEF.

S3 H2l 412 9l AWS A ZE To|N RIS
x| FELC

fol

to

S3 Kzl S4lof| thek ssL 152 7|=
Mo gL Ct.

J
fjo

E MEYLICt -nodata OHH #H4IF LotEl AL isync estimate HIO|EHE AALSHA| (=& X|™StL|CT.

e
=

XCp isync estimate -nodata -id <name>
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[root@clientl linux]# ./xcp isync estimate -nodata -id <name>

Job ID: Job 2023-11-23 23.19.45.648691 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:

<destination ip address>:/fv}
Xcp command
Estimated Time : 0.6s
Job ID

Log Path

xcp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS PASSED

iSync Estimate - noattrs S & Z5HUAL

E MEELICE -noattrs Of7] HEIF XEEl AL isync estimate HE2 AASH $E= X|FeL|Ct

=
=

xCcp isync estimate -noattrs -id <name>
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[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync _estimate.log

STATUS : PASSED

iSync ZAH - nomods

=
=

__I_l.

MEELICH -nomods OH7H H47F EoHEl AR isync estimate It

| |
[

A
T o

ne

XCp isync estimate -nomods -id <name>

265



ol 271

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

omd7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync 0f|& - mtimewindow <s>

0

E MEYLIC} -mtimewindow <s> O7H HIF XBHEI AR isync estimate &QUE Qo) ==
Xto|E X gL,

-2

XCp 1isync estimate -mtimewindow <s> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

iSync Estimate - Match <filter> = & X3t A|Q

E MEYLICt -match <filter> D7 HI XSHE AL isync estimate HEQF LX|st= DHY 8!
Clo E2|2t Ma2|eL|Ct.

w2

xCcp isync estimate -match <filter> -id <name>

Oof|H| =71

[root@clientl linux]# ./xXcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : Xcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED
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iSync 0f| 4 - BS <n[k]>

E MEYLICE -bs <n[k]>OH7f HET XEHE AR isync estimate H7Z|/MT| 28 37|E X|™ELICE 7|2
25 37| 64KYULICE.

XCcp isync estimate -bs <n[k]> -id <name>
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[root@clientl linux]# ./xcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSync £H - ¥

E MEYLICt -parallel <n> 07 HIt XSE AL isync estimate SA| HIX| ZEM[AL| X[ £+
X ELLLCt 7| 2at2 7YLICE

- HATC

-4
Ho

xCcp isync estimate -parallel <n> -id <name>
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[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED

iSync Estimate - dircount <n[k]> £ & X5IAA|R

E MEYLICt -dircount <n[k]> Of7H HETL ZEHE B2 isync estimate CIHMEZ|E HE M @F 37|E
XIEEL|CE 7| 232 64k LTt
S

XCcp isync estimate -dircount <n[k]> -id <name>
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[root@clientl linux]# ./xcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>
Estimated Time : 8mb6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

iSync Estimate - <filter> X 2|

E MEYLICI ~exclude <filter> D7 HLIF ETSHEl AL isync estimate HEQ} LX|SH= THY
ClME2|E NeleL|Ct.

al
ES
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[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIRI1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

iSync Estimate-id <name> £ HZX3IA|2

= MEYLICH -id <name> 07 H4IF TSR AR isync estimate 71EHE1 OS2 X|™SHHH O™ SA}
XA S pfE K| HEL|Ct

-

| |
[L

xcp isync estimate -id <name>
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[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s

’
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSync Estimate - 271 2| <name>

E MEYLICt -10glevel <name> O] HLIF XSHEl AL isync estimate 21 2|HE A2 H Info
debug Zi['AE ALEY = JUSLICE 7|22 Info LICE.

k=

xcp isync estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

iSync Estimate-preserve-atime 2 & X5 A|Q

E MEYLICt -preserve-atime O] HIF EZHEl B2 isync estimate ZE IMYE AAO|M OFX[HOZ
MM ATHEME SRSLICE

= =_d
e

XCp isync estimate -preserve-atime -id <name>
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[root@clientl linux]# ./xcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync_estimate.log

STATUS : PASSED

iSync Estimate -s3.insecure 2 & ZotA AR

E MEELICE -s3.insecure D7 HpIF ZoHEl AR isync estimate S3 A SAI0| HTTPS CHAl HTTPE

AE3t=E BR
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of| x| =27

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSync Estimate - s3.endpoint <s3_endpoint_url>S XM A|2

E AMBZLICt -s3.endpoint <s3 endpoint url> O HEIF ZSHEl AR isync estimate S3 HZA
EME 9ls XIME URLE 7|2 AWS 28 URLS ZHH™olgfL|Ct.

-
Ho

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.profile <name> S £ ZstAA|Q

E MEBYLICt s3.profile D7 HpIt ZEE B isync estimate S3 HZ S4E 2l AWS XA ZE
oo M Z2HE X[FLLCH

k=

xcp isync estimate -s3.profile s3 profile -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.noverify S & ZXst4A2

E MEYLICE -s3.noverify Of7H HaIF ISHEl A2 isync estimate S3 H3! S0 CHet SSL 21&2| 7|2
golg i elgfL|ct.

—

-
Ho

XCcp isync estimate -s3.noverify -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED

SMBRILICt help Command B& & 55, H 07 H== 51 2f 07K H=-0f Chet Zh=fot
HES EAIELICE O] HHE2 XCPE M3 AFE5t= XA o< KEELICE.

xcp —-—help
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C:\Users\Administrator\Desktop\xcp>xcp --help
usage: xcp [-h] [-version]

{scan, show, listen,configure, copy,sync,verify,license,activate,help}
optional arguments:
-h, --help show this help message and exit

-version show program's version number and exit

XCP commands:
{scan, show, listen, configure, copy, sync,verify,license,activate,help}

scan Read all the files in a file tree

show Request information from host about SMB shares
listen Run xcp service

configure Configure xcp.ini file

copy Recursively copy everything from source to target
sync Sync target with source

verify Verify that the target is the same as the source
license Show xcp license info

activate Activate a license on the current host

help Show help for commands

2% <command>
<command>Z 2} &7H AF2EHLICt help XIHE <command>0f| CHSH OilH| 2 M ME HEE FA|ELICE.
22

xcp help <command>

CtE £ oFoME o M2 EE, A

oo
o

, @l 8l MEi™ ol4xB HO FLICE sync EE.
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C:\Users\Administrator\Desktop\xcp>xcp help sync

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-noatime] [-noctime] [-nomtime] [-noattrs]

[-noownership] [-atimewindow <float>] [-ctimewindow <float>]
[-mtimewindow <float>] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-1]

source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes.

XCP sync will ignore these file attributes.

positional arguments:

source
target
optional arguments:
-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default: <cpu-
count>)
-match <filter> only process files and directories that match the
filter
see “xcp help -match® for details)
-preserve-atime restore last accessed date on source
-noatime do not check file access time
-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes
-noownership do not check ownership

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds
-acl copy security information
-fallback-user FALLBACK USER

a user on the target machine to receive the
permissions of local
(nondomain) source machine users (eg. domain\administrator)
—-fallback-group FALLBACK GROUP

a group on the target machine to receive the
permissions oflocal
(non-domain) source machine groups (eg. domain\administrators)
=1 increase output
-root sync acl for root directory
C:\Users\Administrator\Desktop\xcp>
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SMBRYIL|C} show BB
FHE|ZLIC ot o] B
gl A2 7tsth 22F2

9] AEZ|X| MH{ S| RPC MH|ALQINFS LHELHZ|E

o
2 LIget Lh3 2 L2V |9 RE £4S LIggLCt.

-
Ho

[=]

£ S2ELICt show BHS AE5I2{H NFSv3 EH A|ARIS| SAE O|F E= IP FATF HREL|CL

xcp show \\<IP address or hostname of SMB server>
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C:\Users\Administrator\Desktop\xcp>xcp show \\<IP address or hostname
of SMB server>

Shares Errors Server

7 0 <IP address or hostname of SMB server>

== SMB Shares ==

Space Space Current

Free Used Connections Share Path Folder Path

0 0 N/A \\<IP address or hostname of SMB server>\IPCS$ N/A

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\ETCS$ C:\etc
533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\HOME
C:\vol\volO\home

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\CS$ C:\
972MiB 376KiB 0 \\<IP address or hostname of SMB
server>\testsecureC:\vol\testsecure

12 XCP SMB v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
47.8GiB 167MiB 1 \\<IP address or hostname of SMB server>\volxcp
C:\vol\volxcp

9.50GiB 512KiB 1 \\<IP address or hostname of SMB server>\jl C:\vol\jl
== Attributes of SMB Shares ==

Share Types Remark

IPCS$S PRINTQ, IPC,SPECIAL,DEVICE Remote IPC

ETCS SPECIAL Remote Administration

HOME DISKTREE Default Share

C$ SPECIAL Remote Administration

testsecure DISKTREE for secure copy

volxcp DISKTREE for xcpSMB

J1 DISKTREE

== Permissions of SMB Shares ==

Share Entity Type

IPCS$ Everyone Allow/Full Control

ETCS Administrators Allow/FullControl

HOME Everyone Allow/Full Control

C$ Administrators Allow/Full Control

xcp show \\<IP address or hostname of SMB server>
0 errors

Total Time : Os
STATUS : PASSED

CHS #0il= 7t LIE R0 ASLICE show O{7H H4= 51 &
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Oi7H A= 243
show-v IP 34 EE
MR EEE Qe Ct
show -h,--help HH AR H
2H0| Ml A

SMBQIL|Ct 1icense Command= XCP 2t0|dA HEHE HA|SL|C}.

e
=

xcp license
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C:\Users\Administrator\Desktop\xcp>xcp license

xcp license

= ZAE O|E2 AFE5H0] SMB M| Chist

SOl THEt REMISE YEE EAIRLICE

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]

until Mon Dec 31 00:00:00 yyyy

License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

o

A B}

fl

Hof| 2to]dl A IOl XCP SAEES

F= 22t0|HE A|AHIQ| C:\NetApp\xCP C|2 E 2|0

SMBRILIC} activate HHS As}e XCP 2H0|MAT} EASHELICE O] HHS Mss})|
o

CH2ZEE|0] SAMZ[JAER] 2RISHHAIL. 2fO|HA = S AE 40 2AEL

UELICH
-2

xXCcp activate
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C:\Users\Administrator\Desktop\xcp>xcp activate
XCP activated

xcp scan \\<SMB share path>

ol 271

C:\Users\Administrator\Desktop\xcp>xcp scan \\<IP address or hostname
of SMB server>\volxcp

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

volxcp\3333.txt

volxcp\SMB. txt

volxcp\SMB1.txt

volxcp\com.txt

volxcp\commands.txt

volxcp\console.txt

volxcp\linux.txt

volxcp\net use.txt

volxcp\newcom. txt

volxcp\notepad.txt

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

60,345 scanned, 0 matched, 0 errors

Total Time : 8s

STATUS : PASSED
C:\Users\Administrator\Desktop\xcp>Parameters

CH2 HOll= 7t LIBEI| ASLICE scan D7 B4 51 HF

OH7H tH = Moy

scan -h,—help & HZEstHA|IL scan EE AE 9ol CHot XpMISE HEE EAISLICE
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A7 -v
<<smb_scan_parallel, A7 - ©Z();n

<<smb_scan_match_filter, A7 L X|(); ZE]();

<<smb_scan_exclude_filter, AZH - ®|2|(); ZE{();

[A7H-E E-atime]

<<smb_scan_depth, 271 Z!0|():n

<<smb_scan_fmt,A7ZH - FMT(); E3();

A7 FT
B

0"J

scan -h,—-help £ HZT5IAA|I2

E MEYLICH -h W —-help H7H H4 8 scan E

e
=

xcp scan —--help
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ZE{0l| A mHU ot C= 2|2 M| 2| L.
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C:\netapp\xcp>xcp scan —--help

usage: xcp scan [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-depth
<n>] [-loglevel <name>] [-stats] [-1] [-ownership] [-du]

[-fmt <expression>] [-html] [-csv] [-edupe] [-bs <n>]
[-ads]

source

positional arguments:
source

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the filter (see “xcp help -match™ for details)

—exclude <filter> Exclude files and directories that match the

filter (see "xcp help -exclude for details)

-preserve-atime restore last accessed date on source

—-depth <n> limit the search depth

-loglevel <name> option to set log level filter (default:INFO)
-stats print tree statistics report

=1 detailed file listing output

-ownership retrieve ownership information

-du summarize space usage of each directory

including subdirectories

-fmt <expression> format file listing according to the python
expression (see “xcp help -fmt  for details)

-html Save HTML statistics report

-Ccsv Save CSV statistics report

—edupe Include dedupe and sparse data estimate in

reports (see documentation for details)

-bs <n> read/write block size for scans which read data

with -edupe (default: 64k)
—-ads scan NTFS alternate data stream

FEELICH -v Of7H tH2x scan @F E= Z107F E0E I M S SHZSHAHLE CIHZSE| 28l XtMet 22 &

2E
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c:\netapp\xcp>xcp scan -v \\<IP address or hostname of SMB

server>\source share

xcp scan -v \\<IP address or hostname of SMB server>\source share

—-—--Truncated output----

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm
source share\Armadillo.pm

source share\AsupExtractor.pm
source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\agnostic\SFXOD.pm
source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharel\agnostic\flatfile.txt
source sharelagnostic

source_share

xcp scan \\<IP address or hostname of SMB
317 scanned, 0 matched, 0 errors
Total Time : Os

STATUS : PASSED

8Lt -parallel <n> 047§ B4 scan XCP SA| ZENAC| £E O LI O MA HdXst= &

(D) nol #ickzte sr@iuct,

286

server>\source_ share
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xXCp scan -parallel <n> \\<IP address or hostname of SMB

server>\source share
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c:\netapp\xcp>xcp scan -parallel 8 \\<IP address or hostname

server>\cifs share
xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

cifs share\ASUP.pm

cifs share\ASUP REST.pm

cifs share\Allflavors v2.pm

cifs share\Armadillo.pm

cifs share\AsupExtractor.pm

cifs share\BTS Config.pm

cifs share\Backup.pm

cifs share\Aggregate.pm

cifs sharelagnostic\CifsAccess.pm

cifs sharelagnostic\DU Cmode.pm

cifs sharelagnostic\Flexclone.pm

cifs sharelagnostic\HyA Clone Utils.pm
cifs sharelagnostic\Fileclone.pm

cifs sharelagnostic\Jobs.pm

cifs sharelagnostic\License.pm

cifs sharelagnostic\Panamax Clone Utils.pm
cifs sharelagnostic\LunCmds.pm

cifs sharelagnostic\ProtocolAccess.pm
cifs sharelagnostic\Qtree.pm

cifs sharelagnostic\Quota.pm

cifs sharelagnostic\RbacCmdFetcher.pm
cifs sharelagnostic\RbacCmdFetcher ReadMe
cifs sharelagnostic\SFXOD.pm

cifs sharelagnostic\Snapmirror.pm

cifs sharelagnostic\VolEfficiency.pm
cifs sharelagnostic\flatfile.txt

cifs share\agnostic

cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

A - AUX| <filter>

£ MEYLICt -match <filter> Of7 HE scan TEQF LX[St= It 9 ClAHIEZ|
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xcp scan -match <filter> \\<IP address or hostname of SMB

server>\source share

CHZ HlOlM= scan -match 17HEOM 1 AfO|Of| HAE 2= THAS AZHSH 0 HAMEN 2F mpelof CHs 2&0 HS
QIAHBILICE. OFX|2F =8 AlZH2] ISO ¥4l AFRIO| 812 += U= ot HA 8l Mo Z271 2t THof| CHaf
BESHE|L|C}

g -

Of|H| =71

c:\netapp\xcp>xcp scan -match "l*month < modified < l*year" -fmt
"'{:>15} {:>T7}{}

{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match "l*month < modified < 1l*year" -fmt "'{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match l1*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

CHE HoIM= scan -match 370E 0|4 +FE|X| §42 T at 37|17t AMBE X2t5t= Mt S LIERILIC
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c:\netapp\xcp>xcp scan -match "modified > 3*month and size > 4194304"

-fmt "' {},{},

{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB

server>\source share

xcp scan -match "modified > 3*month and size > 4194304" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB server>\source share

xcp scan -match modified > 3*month and size > 4194304 -fmt '{}, {},
{}'.format (iso (mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

CHE & Ofl"l & X H ofi"of| M= CI2E{2|2 LKXISHH 4] XIHMH M= H= "mtime”, "relative path” 3! "depth”
Atolofl 2 EE =7HefLICt.

= HIY KoM= St 222 "name.csv"E E|C|2MHTL|C}.
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c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share

XCcp scan -match "type is directory" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share

2013-03-07_15:41:40.376072, source_share\agnostic,1
2020-03-05 04:15:07.769268, source share, 0

xcp scan -match type is directory -fmt ','.Jjoin (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB server>\source_share
317 scanned, 2 matched, 0 errors

Total Time : Os

STATUS : PASSED
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c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share > name.csv

xcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share > name.csv

CtE olloilM = A 222 RAWE QU4 LTt mtime CIHMEZ|7} OFH BE THAOf ZHRILICE £ 22T mtime
20| 70Xt2 UM 12 += U= & HIME &4 o= &= JUSLICL
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c:\netapp\xcp>xcp scan -match "type is not directory" -fmt

"' {}{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB
server>\source_ share

xcp scan -match "type is not directory" -fmt "'{}

{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB

server>\source_ share

-—-truncated output--

\\<IP address or hostname of SMB server>\source share\ASUP.pm
1362688899.238098

\\<IP address or hostname of SMB server>\source share\ASUP REST.pm
1362688899.264073

\\<IP address or hostname of SMB server>\source share\Allflavors v2.pm
1362688899.394938

\\<IP address or hostname of SMB server>\source share\Armadillo.pm
1362688899.402936

\\<IP address or hostname of SMB server>\source share\AsupExtractor.pm
1362688899.410922

\\<IP address or hostname of SMB server>\source share\BTS Config.pm
1362688899.443902

\\<IP address or hostname of SMB server>\source share\Backup.pm
1362688899.444905

\\<IP address or hostname of SMB server>\source share\Aggregate.pm
1362688899.322019

\\<IP address or hostname of SMB server>\source share\Burt.pm
1362688899.446889

\\<IP address or hostname of SMB server>\source share\CConfig.pm
1362688899.4479

\\<IP address or hostname of SMB server>\source share\CIFS.pm
1362688899.562795

\\<IP address or hostname of SMB

server>\source share\agnostic\ProtocolAccess.pm

1362688900.358093

\\<IP address or hostname of SMB server>\source sharel\agnostic\Qtree.pm
1362688900.359095

\\<IP address or hostname of SMB server>\source sharelagnostic\Quota.pm
1362688900.360094

\\<IP address or hostname of SMB

server>\source sharelagnostic\RbacCmdFetcher.pm

1362688900.3611

\\<IP address or hostname of SMB

server>\source sharel\agnostic\RbacCmdFetcher ReadMe

1362688900.362094
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\\<IP address or hostname of SMB server>\source share\agnostic\SFXOD.pm
1362688900.363094

\\<IP address or hostname of SMB
server>\source share\agnostic\Snapmirror.pm
1362688900.364092

\\<IP address or hostname of SMB
server>\source share\agnostic\VolEfficiency.pm
1362688900.375077

\\<IP address or hostname of SMB
server>\source_ sharelagnostic\flatfile.txt
1362688900.376076

xcp scan -match type is not directory -fmt '{} {:>70}'.format (abspath,
mtime) \\<IP address or hostname of SMB server>\source share

317 scanned, 315 matched, 0 errors

Total Time : Os

STATUS : PASSED

A0 - <filter> M| 2|

AMEELICE —exclude <filter> & MY scan EEO|M IEHE 7|Z22 CIHEZ| 3 ItUS X2|5H=
9

xcp scan -exclude <filter> \\<IP address or hostname of SMB
server>\source share

CHE Oflofl M= scan -exclude 17HE 0[N 13 Atolof| HAE DU S NSt H| 2= K| ¢
S QIMTrL|C 2F mHof CHal QIME ME HE= 21T ™ AlZEQ] 1ISO P4, ALEH0| 8i2
S AT A2 QILICH

4 lo
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c:\netapp\xcp>xcp scan -exclude "l*month < modified < l*year" -fmt
"T{:>15} {:>7}{}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname ofSMB server>\localtest\arch\win32\agnostic

xcp scan -exclude "l*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
2013-03-07_15:39:22.852698 46 regular agnostic\P4ENV

2013-03-07 15:40:27.093887 8.40KiB regular agnostic\Client outage.thpl

2013-03-07 15:40:38.381870 23.0KiB regular

agnostic\IPv6 RA Configuration Of LLA In SK BSD.thpl

2013-03-07 15:40:38.382876 12.0KiB regular
agnostic\IPv6 RA Default Route changes.thpl

2013-03-07 15:40:38.383870 25.8KiB regular
agnostic\IPv6 RA Port Role Change.thpl
2013-03-07_15:40:38.385863 28.6KiB regular

agnostic\IPv6 RA processing And Default Route Installation.thpl
2013-03-07 15:40:38.386865 21.8KiB regular
agnostic\IPv6 RA processing large No Prefix.thpl

2013-03-07 15:40:40.323163 225 regular agnostic\Makefile
2013-03-07 15:40:40.324160 165 regular
agnostic\Makefile.template

—-—-——-truncated output ----

2013-03-07 15:45:36.668516 0 directory
agnostic\tools\limits finder\vendor\symfony\src
2013-03-07 15:45:36.668514 0 directory
agnostic\tools\limits finder\vendor\symfony
2013-03-07_15:45:40.782881 0 directory
agnostic\tools\limits finder\vendor

2013-03-07 15:45:40.992685 0 directory

agnostic\tools\limits finder
2013-03-07 15:45:53.242817
2013-03-07 15:46:11.334815

0 directory agnostic\tools
0 directory agnostic

xcp scan -exclude l*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
140,856 scanned, 1 excluded, 0 errors

Total Time : 46s

STATUS : PASSED

CHS OlMIM = scan -exclude 37HE 0|4 +FE[X| gAY 37(7t 5.5KBEL 2 Q| ¢t & IS LtE
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c:\netapp\xcp>xcp scan -exclude "modified > 3*month and size > 5650"
-fmt "'{}, {}, {}'.format(iso(mtime), humanize size(size), relpath)"
\\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

xcp scan -—-exclude "modified > 3*month and size > 5650" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size) relpath)" \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.713279,
2013-03-07 15:44:53.714269,
2013-03-07_15:44:53.715270,
2013-03-07 15:44:53.716268,
2013-03-07 15:44:53.717263,
2013-03-07_15:44:53.718260,
2013-03-07 15:44:53.720256,
2013-03-07 15:44:53.721258,
2013-03-07_15:44:53.724256,
2013-03-07 15:44:53.725254,
2013-03-07 15:44:53.727249,
2013-03-07_15:44:53.729250,

.31KiB, snapmirror\rsm abort.thpl
.80KiB, snapmirror\rsm break.thpl
.99KiB, snapmirror\rsm init.thpl
.41KiB, snapmirror\rsm quiesce.thpl
.70KiB, snapmirror\rsm release.thpl
.06KiB, snapmirror\rsm resume.thpl
.77KiB, snapmirror\rsm resync.thpl
.83KiB, snapmirror\rsm update.thpl
.74KiB, snapmirror\sm quiesce.thpl
.03KiB, snapmirror\sm resync.thpl

.30KiB, snapmirror\sm store complete.thpl

O b b W b BN DND W W D>

, snapmirror

xcp scan -—-exclude modified > 3*month and size > 5650 -fmt '{}, {},
{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 6 excluded, 0 errors Total Time : Os

STATUS : PASSED

CHS OIFI0IM = CIME 2| S MletL/Ct M4 ALO|ol| &l HE F715h= M At ebil M2 =X ¢t2 mho| LI E LTt

LS —

mtime,relpath,g!depth.
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c:\netapp\xcp>xcp scan -exclude "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror
xcp scan -exclude "type is directory" -fmt "', '.Jjoin (map(str,
[iso(mtime), relpath,depth]))"

\\<IP address or hostname of
SMBserver>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.712271,snapmirror\SMutils.pm, 1

2013-03-07 15:44:53.713279, snapmirror\rsm abort.pm,1

2013-03-07 15:44:53.714269, snapmirror\rsm break.pm, 1l

2013-03-07 15:44:53.715270, snapmirror\rsm init.thpl,1

2013-03-07 15:44:53.716268, snapmirror\rsm quiesce.thpl,1
2013-03-07_15:44:53.717263, snapmirror\rsm release.thpl,1
2013-03-07 15:44:53.718260, snapmirror\rsm resume.thpl,1
2013-03-07 15:44:53.720256, snapmirror\rsm resync.thpl,1
2013-03-07 _15:44:53.721258, snapmirror\rsm update.thpl,1
2013-03-07 15:44:53.722261,snapmirror\sm init.thpl,1

2013-03-07 15:44:53.723257,snapmirror\sm init complete.thpl,l
2013-03-07 15:44:53.724256,snapmirror\sm quiesce.thpl,1
2013-03-07 15:44:53.725254, snapmirror\sm resync.thpl,1
2013-03-07 15:44:53.726250, snapmirror\sm retrieve complete.thpl,l
2013-03-07_15:44:53.727249, snapmirror\sm store complete.thpl,l
2013-03-07 15:44:53.728256, snapmirror\sm update.thpl,1
2013-03-07 15:44:53.729260, snapmirror\sm update start.thpl,1

xcp scan -exclude type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 1 excluded, 0 errors

Total Time : Os

STATUS : PASSED

Ct2 oo M= FA| oY A2t RAWE Q2 ELICt mtimevalue CIEEZ| 7} O HE M £ S2I5tL|CH
mtimevalue =& EIME €A ¢2 & JTE 70Xt=Z IHL EIL|CE.
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c:\netapp\xcp>xcp scan -exclude "type is not directory" -fmt "'{}
{:>70}'.format (abspath, mtime)" \\<IP address or hostname of
SMBserver>\source share

xCcp scan -exclude type is not directory -fmt '({}

{:>70}"'.format (abspath, mtime) \\<IP address or hostname of SMB
server>\source share

18 scanned, 17 excluded, Oerrors

Total Time : Os

STATUS : PASSED

AZH-HZ=_atime

E MEYLICE -preserve-atime 7 HE scan 2A0 A= ZE THAQ| OLX[E} HAA HME SISt
M= HHRULICH atime XCPZL DY S 17| Mo 22l Ze =,

M

ot M| A A[ZHO] ST ELICHAER|X] A|ARIO| +FotEE T E BR) atime

SMB SRS AZHSHH THAof CHet
| iELICH XCP= % %45PXI SELIChatime IHES AH7[2H SHH HOIO[ETL

XCP7t It 2 St 911 U7
M&ﬂ'—-“:f “atime.
e

xCcp scan -preserve-atime \\<IP address or hostname of SMB

server>\source_share
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c:\netapp\xcp>xcp scan -preserve-—-atime \\<IP address or hostname of SMB
server>\source share
xcp scan -preserve—atime \\<IP address or hostname of SMB

server>\source_ share

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source_ share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source sharelagnostic\Quota.pm

source_ share\agnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharelagnostic

source_ share

xCcp scan -preserve-atime \\<IP address or hostname of
SMBserver>\source share

317 scanned, 0 matched, 0 errors

Total Time : 1s

STATUS : PASSED

A0 70| <n>

£ MEYLICt -depth <n> O{7 4 scan BHS ALESIO SMB S7 U0l = CIE 2|9 HM ~FS
s

() 228U depen M2 XCP7H TS 19| L E2|R A 4 Q= HES XFBLICH
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xcp scan —-depth <2> \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-depth 2 \\<IP address or hostname of SMB
server>\source share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share

source share\ASUP.pm

source_share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source sharelagnostic\Fileclone.pm
source share\agnostic\Jobs.pm

source sharelagnostic\License.pm

source sharelagnostic\Panamax Clone Utils.pm
source share\agnostic\LunCmds.pm

source share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm
source_share\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharel\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharel\agnostic

source_share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED
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xcp scan -stats \\<IP address or hostname of SMB server>\source share
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C:\netapp\xcp>xcp scan -stats \\<IP address or hostname of SMB

server>\cifs share

Maximum Values ==

Size Depth Namelen Dirsize
88.2MiB 3 108 20
== Average Values
Size Depth Namelen Dirsize
4.74M1iB 2 21 9
== Top File Extensions ==
no extension .PDF .exe .html .whl Py
other
22 2 2 2 2 1
9
20.0KiB 1.54MiB 88.4MiB 124KiB 1.47MiB 1.62KiB
98.3MiB
== Number of files ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
2 24 2 7 2 3
== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24.0KiB 124KiB 2.87MiB 2.91MiB 184MiB
0
== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K
4 1
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
45
== Modified ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days
24 hrs <1
hour <15 mins future <1970 invalid
44
1
190MiB

1-



A

=
=

__I_I.

== Created ==

>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days
24 hrs <1
hour <15 mins future <1970 invalid
45
190MiB

Total count: 45

Directories: 5

Regular files: 40

Symbolic links:

Junctions:

Special files:

Total space for regular files: 190MiB
Total space for directories: 0

Total space used: 190MiB

Dedupe estimate: N/A

Sparse data: N/A

xcp scan -stats \\<IP address or hostname of SMB server>\cifs share
45 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

1-

ZH - HTML

A ELICE -html O§7H ¥4 scan HTML SH| 210 M0 IHU S LIEsH= HEYLICE
XCP E31A(.csv, .htmi)i= XCP BIO|L{2|2t S3t 9Ix|of MZELIC} T2 0|5
<xcp_process_id>_ <time_stamp>.html @AIQIL|C}. XCP= SID(ES AlEIHE _n_wxf =]

() o=l 4 ol= 23S SIDOIM ORRIZE " Slofl 9 OFXI3t 3 Xf2|S AFSSf0] ARAHE LIEHLIC
Ol =0{, XCP7} SID S-1-5-21-1896871423-3211229150-3383017265-48541845 AR XI0|
3 4 gl B 48541842 ARSH0] ARALS LIEHLICE

xXCcp scan -stats -html -preserve-atime -ownership \\<IP address or hostname

of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -html -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,972 scanned, 0 matched, 0 errors, 7s

4,768 scanned, 0 matched, 0 errors,12s

7,963 scanned, 0 matched, 0 errors,1l7s

10,532 scanned, 0 matched, 0 errors,22s

12,866 scanned, 0 matched, 0 errors,27s

15,770 scanned, 0 matched, 0 errors,32s

17,676 scanned, 0 matched, 0 errors,37s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
123% .rst .html no extension txt
.png other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB



== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100
>100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour
<15 mins future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
1 17788
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
14624
3165

Total count: 17789

Directories: 3152

Regular files: 14637

Symbolic links:

Junctions:

Special files:

Total space for regular files:147MiB
Total space for directories: 0

Total space used: 147MiB

Dedupe estimate: N/A

Sparse data: N/A

xCcp scan -stats -html -preserve-atime -ownership \\<IP address or
hostname ofSMB

server>\source share

17,789 scanned, 0 matched, Oerrors
Total Time : 39s

STATUS : PASSED

A7 -CsV

E MEYLICt -csv II7H M scan CSV E2| 84| EIM0|| It S LIF6H= HHQJLICE
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XCp scan -stats -csv -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -csv -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source_share

1,761 scanned, 0 matched, 0 errors, 6s
4,949 scanned, 0 matched, 0 errors,lls
7,500 scanned, 0 matched, 0 errors,l6s
10,175 scanned, 0 matched, 0 errors,21ls
12,371 scanned, 0 matched, 0 errors,26s
15,330 scanned, 0 matched, 0
0

17,501 scanned, 0 matched,

errors, 31ls

errors, 36s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
.py .rst .html no extension .txt .png
other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB 0 0
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== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
17789
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
15754 2035

Total count: 17789

Directories: 3152

Regular files: 14637 Symbolic links:

Junctions:

Special files:

Total space for regular files: 147MiB Total space for directories: 0
Total space used: 147MiB

Dedupe estimate: N/A Sparse data: N/A

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or
hostname of SMB server>\source share

17,789 scanned, 0 matched, 0 errors Total Time : 40s

STATUS : PASSED

scan-l(A7ZH - |

E AFSELICH -1 07 H scan 2| 25 23 Y402 IYS LIEot= I YLICL
22

xcp scan -1 \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan -1 \\<IP address or hostname of SMB

server>\source share xcp scan -1 \\<IP address or hostname of SMB

server>\source_ share

£ 195KiB  7y0d
f 34.7KiB  7y0d
£ 4.11KiB  7y0d
f 38.1KiB  7y0d
f 3.83KiB  7y0d
£ 70.1KiB  7y0d
f 2.65KiB  7y0d
f 60.3KiB  7y0d
f 36.9KiB  7y0d
f 8.98KiB  7y0d
f 19.3KiB  7y0d
£ 20.7KiB  7y0d
£ 2.28KiB  7y0d
f 18.7KiB  7y0d
f 43.0KiB  7y0d
£ 19.7KiB  7y0d
f 33.3KiB  7y0d
£ 3.47KiB  7y0d
£ 37.8KiB  7y0d
f  188KiB  7y0d
£ 15.9KiB  7y0d
£ 13.4KiB  7y0d
f 41.8KiB  7y0d
£ 24.0KiB  7y0d
f 34.8KiB  7y0d
f 30.2KiB  7y0d
£ 40.9KiB  7y0d
f 15.7KiB  7y0d
f 29.3KiB  7y0d
£ 13.7KiB  7y0d
f 5.55KiB  7y0d
£ 3.92KiB  7y0d
f 35.8KiB  7y0d
f 40.4KiB  7y0d
f 6.22KiB  7y0d
d 0 7y0d
d 0 19h17m

source share\ASUP.pm

source_share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\ChangeModel.pm

source share\Checker.pm

source share\Class.pm

source share\Client.pm

source sharelagnostic\Flexclone.pm
source sharelagnostic\HyA Clone Utils.pm
source sharel\agnostic\Fileclone.pm
source sharelagnostic\Jobs.pm

source_ sharelagnostic\License.pm

source sharel\agnostic\Panamax Clone Utils.pm
source sharelagnostic\LunCmds.pm
source_sharelagnostic\ProtocolAccess.pm
source sharel\agnostic\Qtree.pm

source sharelagnostic\Quota.pm

source_ share\agnostic\RbacCmdFetcher.pm
source_share\agnostic\RbacCmdFetcher ReadMe
source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharel\agnostic

source_ share

xcp scan -1 \\<IP address or hostname of SMB server>\source share

317 scanned,

0 matched, 0 errors
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Total Time : Os
STATUS : PASSED

AMARA
£ MEYLICt -ownership 7 ¥ scan THAO]| CHot ARH HEE AMS= HHUL|CE

(D Ot A2 S & JUESLICH -ownership & AFBSHH -1, -match, -fmt, FE= -stats O{71 Ha,
22

xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source_ share
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c:\netapp\xcp>xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source share xcp scan -1 -ownership \\<IP address or hostname

of SMB server>\source share

f BUILTIN\Administrators 195KiB 7y0d source share\ASUP.pm

f  BUILTIN\Administrators 34.7KiB 7y0d source_share\ASUP REST.pm

f BUILTIN\Administrators 4.11KiB 7y0d

source share\Allflavors v2.pm

f BUILTIN\Administrators 38.1KiB 7y0d source share\Armadillo.pm

f BUILTIN\Administrators 3.83KiB 7y0d

source share\AsupExtractor.pm

f BUILTIN\Administrators 70.1KiB 7y0d source share\BTS Config.pm
f BUILTIN\Administrators 2.65KiB 7y0d source share\Backup.pm

f BUILTIN\Administrators 60.3KiB 7y0d source share\Aggregate.pm

f BUILTIN\Administrators 36.9KiB 7y0d source share\Burt.pm

f BUILTIN\Administrators 8.98KiB 7y0d source share\CConfig.pm

f BUILTIN\Administrators 19.3KiB 7y0d source share\CIFS.pm

f BUILTIN\Administrators 20.7KiB 7y0d source share\CR.pm

f BUILTIN\Administrators 2.28KiB 7y0d source share\CRC.pm

f BUILTIN\Administrators 18.7KiB 7y0d source share\CSHM.pm

f BUILTIN\Administrators 43.0KiB 7y0d source share\CSM.pm

f BUILTIN\Administrators 19.7KiB 7y0d source share\ChangeModel.pm
f BUILTIN\Administrators 33.3KiB 7y0d source share\Checker.pm

f BUILTIN\Administrators 3.47KiB 7y0d source share\Class.pm

f BUILTIN\Administrators 37.8KiB 7y0d source share\Client.pm

f BUILTIN\Administrators 2.44KiB 7y0d source share\ClientInfo.pm
f BUILTIN\Administrators 37.2KiB 7y0d source share\ClientMgr.pm

f BUILTIN\Administrators 17.1KiB 7y0d source share\ClientRPC.pm

f BUILTIN\Administrators 9.21KiB 7y0d

source share\ClusterAgent.pm

f BUILTIN\Administrators 15.7KiB 7y0d source sharelagnostic\Qtree.pm
f BUILTIN\Administrators 29.3KiB 7y0d source sharelagnostic\Quota.pm
f BUILTIN\Administrators 13.7KiB 7y0d

source_ share\agnostic\RbacCmdFetcher.pm

f BUILTIN\Administrators 5.55KiB 7y0d

source share\agnostic\RbacCmdFetcher ReadMe

f BUILTIN\Administrators 3.92KiB 7y0d source sharelagnostic\SFXOD.pm
f BUILTIN\Administrators 35.8KiB 7y0d

source sharelagnostic\Snapmirror.pm
f BUILTIN\Administrators 40.4KiB

source sharelagnostic\VolEfficiency.

f BUILTIN\Administrators 6.22KiB
source sharelagnostic\flatfile.txt

7y0d
pm
7y0d
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d BUILTIN\Administrators 7y0d source sharelagnostic
d BUILTIN\Administrators

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share

317 scanned, 0 matched, 0 errors Total Time : 1s

STATUS : PASSED

AZH -du
E MNEELICE -du U7 = scan o19| CIAER|E TEsto] 2 CIHER|Q] SZt AL 8EE 2ofdt= Y UL|CE
72

xcp scan -du \\<IP address or hostname of SMB server>\source share

Of|®| =71

c:\netapp\xcp>xcp scan -du \\<IP address or hostname of SMB
server>\source share xcp scan -du \\<IP address or hostname of SMB

server>\source share

569KiB source sharelagnostic
19.8MiB source_ share

xcp scan -du \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

AzZH - FMT <expression>

E MEYLICE -fmt <expression> N7 He scan MOlE Ao w2} IHY S 22| YAIZ X[HSt= HHYLICE
22

xcp scan —-fmt "', '.join(map(str, [relpath, name, size, depth]))"
\\<IPaddress or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-fmt "', '.join (map(str, [relpath, name, size,
depth]))" \\<IP address or hostname of SMB server>\source share
xcp scan —-fmt "', '.Jjoin (map(str, [relpath, name, size, depth]))"

\\<IP address or hostname of SMB server>\source share

source share\ASUP.pm, ASUP.pm, 199239, 1

source share\ASUP REST.pm, ASUP REST.pm, 35506, 1

source share\Allflavors v2.pm, Allflavors v2.pm, 4204, 1

source share\Armadillo.pm, Armadillo.pm, 39024, 1

source share\AsupExtractor.pm, AsupExtractor.pm, 3924, 1

source share\BTS Config.pm, BTS Config.pm, 71777, 1

source share\Backup.pm, Backup.pm, 2714, 1

source_ share\Aggregate.pm, Aggregate.pm, 61699, 1

source share\Burt.pm, Burt.pm, 37780, 1

source share\CConfig.pm, CConfig.pm, 9195, 1

source share\CIFS.pm, CIFS.pm, 19779, 1

source share\CR.pm, CR.pm, 21215, 1

source share\CRC.pm, CRC.pm, 2337, 1
source_sharelagnostic\LunCmds.pm, LunCmds.pm, 30962, 2

source sharel\agnostic\ProtocolAccess.pm, ProtocolAccess.pm, 41868, 2
source sharelagnostic\Qtree.pm, Qtree.pm, 16057,2

source_ sharelagnostic\Quota.pm, Quota.pm, 30018,2

source share\agnostic\RbacCmdFetcher.pm, RbacCmdFetcher.pm, 14067, 2
source sharelagnostic\RbacCmdFetcher ReadMe, RbacCmdFetcher ReadMe,
5685, 2

source share\agnostic\SFXOD.pm, SFXOD.pm, 4019, 2

source sharelagnostic\Snapmirror.pm, Snapmirror.pm, 36624, 2
source_ sharelagnostic\VolEfficiency.pm, VolEfficiency.pm, 41344, 2
source sharel\agnostic\flatfile.txt, flatfile.txt, 6366, 2

source sharelagnostic, agnostic, 0, 1

source_share, , 0, O

xcp scan —-fmt ', '.Jjoin(map(str, [relpath, name, size, depth])) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

| >
=
Ok
K

E Ar2ELICt -ads Of Z23 07 HEE FIFALICH scan BHE AFE5I0] TH| SMB SRE B5XHo=z A5
HE ot 3 AZE A clolH AEES LIFRLIC
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xcp scan -—ads \\<source ip address>\source share\src

o 271

C:\netapp\xcp>xcp scan -ads \\<source ip address>\source share\src

src\filel.
src\filel.
src\filel.
src\file2.
src\file2.
src\file?2.
src\testl.
src\testl.

txt:
txt:
txt
txt:
txt:
txt
txt:
txt

src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.

src\dirl:adsl

src\dirl:ads dirl 1697038504.087317.txt

src\dirl

src:ads src 1697038504.7123322.txt

SrcC

adsl
ads filel.txt 1697037934.4154522.txt

adsl
ads file2.txt 1697037934.5873265.txt

txt:
txt:
txt:
txt:

txt

txt

adsl

ads_testl.txt 1697037934.7435765.txt

ads _dfilel.txt 1697037934.1185782.txt

ads xcp.exe
ads_tar

:java _exe
txt:
txt:

cmdzip
adsl 2GB

xcp scan -ads \\<source ip address>\source share\src

6 scanned,
Total Time : 2s
STATUS PASSED

Z+ Ul i

* 07| copy

314

0 matched,

HZie

O O -

0 errors,

= HAH
= O

15 ads scanned

St0] CHA SMB 282

* 2ELQ| 21 I "C:\NetApp\xCP" Of2{oi] MEHEIL|Ct,

ACL(H M|~ |0 ) 10| G0IH E ZH|EfLICt.

SAFEHLICE.

|

AA Gl ThA BRI HAZ BRBILICH AHE| D AL I,
&7} 5Z0LCH 2a0] AMELICE
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xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp copy \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

Lt BOll= 7 LIE =0 UASLICE copy OH7H H4- 51 2

Oi7H H2 Mo

copy -h,--help Ol CHSE XtM|Bt MEE EARLICt copy EH

A2 - v CIH M8 e 7t

<<smb_copy_parallel, FA--EE();n SA Z2M AL 5 X|FELICHI|E2L: <cpu-count>).

<<smb_copy_match,S A+ X|(); ZE(); ZE{et X|SH= mhY 9 ClHE2|0F M2 gL CHEE)
xcp help - match &ZX).

<<smb_copy_exclude, = At-H|2|(); ZE](); U of| M IH 3} C|2E{ 2|2t M2 S| C}

copy-preserve-atime £ MEHStL|C} AAO|M OFX|Y Q2 N ATHLME SRSLICH

Copy-acl = A1Ef gL |C} Hot MEHE =ALeLICEH

<<smb_copy_acl,copy-fallback-user 2Z(THQI0] Ofl) AA HIEE ALEXIQ| MBS HE=

CHAN Z4EE{9| Active Directory AF2A EE= 22
(=0|210] OFH:l) AFEXHE K| - gLt of:
domain\administrator

<<smb_copy_acl,copy-fallback-group ZZ(ZHQI0] OF:l) AA HEE O F9| HoHS Hhe A
ZHFEE{ 9| Active Directory 18 = ZZ(ZH|Q10] OFLl)
J58 X|™ELICE. ofl: domain\administrators

Copy-root & MEBtLIC} FE CIMERIO ACLE SARILICE

copy-aclverify {yes, no} Copy-ACL Zt¢] 0| ACL &QlS AL AL Zgtst=
SHE MSELct.

H =AL ARHE SASHK| etSLICL
<<smb_copy_bs,=Al - BS n HAZIIMT] EF 37|(7122: 1M)
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copy -h,--help
E MEYLICH -h Y —-help OH7H H
T2

xcp copy —help

316

M

= O

AA SMB 280|AM CHA SMB 282 NTFS CHA| H|O|E{
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C:\netapp\xcp>xcp copy —help

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve- atime] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-loglevel <name>] [-root] [-
noownership] [- aclverify {yes,no}] [-bs <n>] [-ads]

source target
positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match the

filter (see "xcp help -match’ for details)
—exclude <filter> Exclude files and directories that match the
filter (see “xcp help - exclude  for details)
-preserve-atime restore last accessed date on source
-acl copy security information
-fallback-user FALLBACK USER

the name of the user on the target machine to
receive the permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

the name of the group on the target machine to
receive the permissions of local (non-domain) source machine groups
(eg. domain\administrators)

-loglevel <name> option to set log level filter (default:INFO)
-root copy acl for root directory
-noownership do not copy ownership
-aclverify {yes,no} choose whether you need to skip acl verification
-bs <n> read/write block size for copy (default: 1M)
-ads copy NTFS alternate data streams.

A2 -v

£ MEELIC -v 07 Ha copy AHM[eE M HEE MSsts SHEYLICE
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xcp copy -v \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp copy -v \\<IP address of SMB destination server>\src

\\<IP address of SMB destination server>\dest\dl

failed to set attributes for "dl1": (5, 'CreateDirectory', 'Access is
denied.")

failed to copy "fl.txt": (5, 'CreateFile', 'Access is denied.')
failed to set attributes for "": (5, 'SetFileAttributesW', 'Access is
denied.') error setting timestamps on "": errno (code: 5) Access 1is
denied.

H:\p 4\xcp latest\xcp cifs\xcp\ main .py copy -v \\<IP address of SMB

destination server>\src \\<IP address of SMB destination
server>\dest\dl

3 scanned, 0 matched, 0 skipped, 1 copied, 0 (0/s), 3 errors
Total Time : 3s

STATUS : FAILED

SAb-EHE <n>

E MEELICt -parallel <n> 07} 4= copy XCP SA| ZZNAQ| 25 O &Lt O A MA™st=

o| 7|2 ZULICt -parallel CPU £=9 Z+&L|CH

xcp copy —-parallel <n> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, Oerrors

Total Time : 2s

STATUS : PASSED

<filter>E SAEIL|C}
E MNEELICE -match <filter> Of7H 4 copy MEEl Q149 UX|SH= H|O|E{ Tt EAlSH=E HAEQLICE
2

xcp copy -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

offl 271

c:\netapp\xcp>xcp copy -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 5 matched, 4 copied, 0 errors

Total Time : 1s

STATUS : PASSED

Copy - <filter>E H|2|&ILIC}

E MEEILICE ~exclude <filter> OH7H B copy MI2|El G|O|E 2 SAISHE HHEQUL|CE
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xcp copy -—-exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

CtZ oflofl M= OIE0 "resync" EALE O] U= TH 3 CIZE{2|7L SALO]| ol A 2= ASLICt.

ol 271

c:\netapp\xcp>xcp copy -exclude "'resync' in name" \\<IP address or
hostname of SMB server>\source_share \\<IP address or hostname of SMB
server>\dest share

xcp copy -—exclude 'resync' in name \\<IP address or hostname of SMB
server>\source share \\\\<IP address or hostname of SMB
server>\dest share

18 scanned, 2 excluded, 0 skipped, 15 copied, 122KiB (50.5KiB/s), O
errors

Total Time : 2s

STATUS : PASSED

copy-preserve-atime = ME{BtL|C}

E MEYLICt -preserve-atime Of7 ¥4+ copy XCPZt IHYE ¢47| H0of| "atime"s el 22 MAHSH=
D=|E:IOI|__| El.
ood .

T2

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

copy-acl-fallback-user <fallback_user>-fallback-group <fallback_group>2!L|Ct

£ MEELICt -acl 071 M= copy ACL(EQH BEHXNS| TS gdstol= BHYULIC

Directory®| &X|5HX| ¢t= ALEALE ’é.*EEOPXI ELCt

xcp copy -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

copy-aclverify {yes, no}

E MEELICE —~aclverify {yes,no} Of7H H copy ACL SAF &Y S0 ACL &lS AL ALt Zetst=
SHE M S5h= EFUL|CH

- ood
£ MEdl0F BLICt ~aclverify {yes, no} EIH7H B copy -—acl HH. 7|2XOZ ACL SA U2 ACLS
2*°|°"'—|Ef g MI"°|'._ 8% aclverlfy SME 2 AHELICH no, ACL &2l 3 E AHE & JELICH
fallback-user % fallback-group & 10| n'9.°|'x| FELICH E MYYLICt —aclverify E MEHRILICE
yes, O] ZQBIL|Ct fallback-user YU fallback-group 82 MEASIL|CE,

-2

xcp copy -acl -aclverify yes -fallback-user <fallback user> -fallback
-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

E MEELICE —~ac1 Oi7H #13 ~fallback-user % -fallback-group ?’E*(EEHIOJOI OfEly AN HFE ALEXL
=150 Hots gty 2ol cha ZRE E= Actlve Dlrectory01|k| ArEXF A OFE X|™5t= SHULICE Active
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C:\NetApp\xcp>xcp copy -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0O errors, 5s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 15s, O
acls copied xcp copy —-acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (634/s), 0 errors,
11 acls copied

Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp copy —-acl -aclverify no
\\<source IP address>\source share
\\<destination IP address>\dest share

xcp copy -acl -aclverify no \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (5.61KiB/s), 0
errors, 11 acls copied

Total Time : 1s

STATUS : PASSED

Copy-root & MEHSL|C}
E MLt -root IH7H 2 copy RE CIMEZ|Q ACLS SAMSH= HHEQIL|CE
22

xcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share
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C:\NetApp\XCP>xcp copy -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xCcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 200 (108/s), 0 errors, 6
acls copied

Total Time : 1s

STATUS : PASSED

A2RH A

£ MEELICE -noownership OH7H H copy 220 M CHACE ARHE SAGHK REE X|Hot= HEHQULICE
£ MEdl0F SL|Cl ~-noownership & AFESI0 —acl &M U EQ fallback-user ¥ fallback-group B4
Of7H =

22

xcp.exe copy -acl -noownership -fallback-user <fallback user> -fallback
—-group <fallback group> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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C:\Netapp\xcp>xcp.exe copy -acl -noownership -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 5s, O
acls copied

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

568 scanned, 0 matched, 0 skipped, 135 copied, 4.26MiB (872KiB/s), O
errors, 15s, 137 acls copied xcp.exe copy —-acl -noownership -fallback
-user "DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source_ share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (1.01MiB/s), O
errors, 567 acls copied

Total Time : 17s

STATUS : PASSED

S At -BS <n>

E ME8Y”LIC -bs <n> 0f7 = copy BHEE AHBSI0] Y7|/MT| E8 37|E MSLICE 7|22 1MYULICE
28

xcp.exe copy -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

c:\Netapp\xcp>xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (6.75MiB/s), O
errors

Total Time : 2s

STATUS : PASSED
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AH2ELICtH -ads D17 B4 copy 22 SMB 3R0IA CHA SMB S92 NTFS CHA| 0|5 AERE SAtst
0

JYLICt
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-
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xcp copy -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (2.41/s), 0O errors, 5s,
10 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 10s, 11 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 15s, 12 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 20s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 25s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 30s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 35s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 40s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 45s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 2mlbs, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 3mbs, 13 ads copied

xcp copy -ads \\<source IP address>\source share\src
\\<desination IP address>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 26 (0.137/s), 0 errors, 14
ads copied

Total Time : 3m9s

STATUS : PASSED
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2 S2BLICHsync THS A2 U ER BRO| W U AT ALSS WAE 25D ERL0|
T RIS MBOH0] EFHO0| A0k SUSH| HOIBLICE B 22UBLICH sync HHS
HOlE| 2HX, EIIAME, Tel £, AQH U HOt HEE H|mLICH

2

xcp sync \\<source SMB share> \\<IP address of SMB destination server>
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c:\netapp\xcp>xcp sync \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

Che Eoll= 7t LIEE|0] JESLICE sync Of7H M 51 A

OH7H tH == Ml

sync-h, — =3 O] =2 HAIXIE EAISt Z=8LICEH

712t -v ClHO ME EE 37t

<<smb_sync_parallel,57|3} - H&EH();n SA Z2MA (7242 <cpu-count>).

<<smb_sync_match,S7|2} & X|(); 2 E(); HE{2t X|Sh= mhY 9l Cj2 E2|oF M2 gL ChEE)
xcp help - match &X).

<<smb_sync_exclude, S 7|3} - H|2(); ZE(); ZEOof|l M oh S ClE 2|2 J[ gL Ct

sync-preserve-atimeS ME{SL|C} AAOM OFX|H O 2 HM|ASHLME SRSL|CH

&7|2t - noatime I} GHA|A A|ZHS SHOISHR| OFAIAI L.

5712t - noctime I A4 AIZHE QISR DHIAIL.

=7|%t - nomtime ol =3 A[ZHS 2QISHR| OFYAIL. (O] M2 o 0|4
AHEE|X| g4&LICE o M glo] S712t7t Al
HAHELICL)

sync-noattrs= ME{BIL|C} E4E AR ORYA| 2.

1% - ARH S ARHE FHQISHK| OHYA|2.
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OH7H =
<<sync_smb_atime,&
<<sync_smb_ctime,&
<<sync_smb_mtime,

SYNC-ACLZ MEHg!

5713} - mtimewindow()
FL|CH

<<sync_smb_acl,sync-fallback-user

<<sync_smb_acl,sync-fallback-group

7|2} -l
57|31 RE
s|3-M8

sync-aclverify {yes, no}

<<smb_sync_bs,S7|3} -

708 &1

sync -h, — = 28%

E MEELICH -n X —-help OHH HE U sync HH
22

xcp sync —-—help

7|2t - EFFRIE(), (),

)

7|3} - ctimewindow(); £5();

F3();

S M

o

52 7HsSt AM|A AIZEXO|(X).
518 THs S A1 AlZH XHO|(X).
S18&l= 3 AlZh xto| (%)

2ot HEE =ateLct

EZ(THlo] ofl) AA HFE AR XHO:
domain\administrator)2| H oS Bt7| {3 CHa HAFE2
Active Directory AHEX} EE= 2Z(LMH|Q10] Of:l)

A XHULILCE.

ZZ(THlo] ottty AA HF
domain\administrators)2| #

Hote ©o| ¢
ZHFE{2| Active Directory 18 & 2Z(ZH
aZelct

£ MR AletsS =YL

SE C|HE2|0f tfet ACLS S7I2HELICt
0t M EARBHLCh

ACL 57|12t 59} F0| ACL 2012 TestAL} L% 4
o= S48 Tt

Q17|/x7] 28 37|(7128k: 1M).

i
P

FEEILICE sync B2t &7H -ads &

SMB S0l A CHA| IZ1I0|E1 éE%lol HE A +H
YAsh= SeHAYLICE HE A0 A= E2 HE
LH 20| Ci&tol| HEE LTt

EtUO| 2 A9t SAUSHA| SfQlgtLCt.

g5t0 of| Chet ZtMiet HEE EAYLIL sync B
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C:\Netapp\xcp>xcp sync —--help

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-noatime] [-noctime] [-nomtime] [-noattrs]
[-atimewindow <float>]

[-ctimewindow <float>] [-mtimewindow <float>] [-acl] [-fallback-user
FALLBACK USER] [-fallback-group FALLBACK GROUP] [-loglevel <name>] [-1]
[-root]

[-noownership] [-onlyacl] [-aclverify {yes,no}] [-bs <n>] [-ads] source
target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit
-v increase debug verbosity
-parallel <n> number of concurrent processes (default:

<cpu-count>)

-match <filter> only process files and directories that
match the filter (see “xcp help -match® for details)

-exclude <filter> Exclude files and directories that match the
filter (see “xcp help -exclude ™ for details)

-preserve-atime restore last accessed date on source

-noatime do not check file access time

—-noctime do not check file creation time

—-nomtime do not check file modification time

-noattrs do not check attributes

—atimewindow <float> acceptable access time difference in seconds

-ctimewindow <float> acceptable creation time difference in
seconds

-mtimewindow <float> acceptable modification time difference in
seconds

-acl copy security information

-fallback-user FALLBACK USER
the name of the user on the target machine
to receive the permissions of local (non-domain) source machine users
(eg. domain\administrator)
-fallback-group FALLBACK GROUP
the name of the group on the target machine

to receive the permissions of local (non-domain) source machine groups
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(eg. domain\administrators)

—-loglevel <name> option to set log levelfilter

=1 increase output detail

-root sync acl for root directory

-noownership do not sync ownership

-onlyacl sync only acls

—aclverify {yes,no} choose whether you need to skip acl
verification

-bs <n> read/write block size for sync (default:

-ads sync ntfs alternate data stream

£ AFEELICt v 07 M= sync AtMlet ClH O HEE HS5h= S LI

xcp sync -v \\<IP address or hostname of SMB

server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxxx

1M)
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C:\XCP>xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target XxxXXx

ERROR failed to remove from target

"assembly\GAC 32\Microsoft.CertificateServices.PKIClient.Cmdlets\v4.0 6
.3.0.0 31bf3856ad364e35\p ki.psdl": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB tar
shil\\assembly\\GAC 32\\Microsoft.CertificateServices.PKIClient.Cmdlets
\\v4.0 6.3.0.0 31bf3856ad 364e35\\pki.psdl’

ERROR failed to remove from target

"assembly\GAC 64\Microsoft.GroupPolicy.AdmTmplEditor\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.Gro upPolicy.AdmTmplEditor.dl1": [Errno 13]
Access 1is denied: "\\\\?\\UNC\\10.61.

\vol SMB target xxxxxx\\assembly\\GAC 64\\Microsoft.GroupPolicy.AdmTmpl
Editor\\v4.0 6.3.0.0 31bf
3856ad364e35\\Microsoft.GroupPolicy.AdmTmplEditor.d11l"

1,933 scanned, 1,361 compared, 2 errors, 0 skipped, 0 copied, 1,120
removed, 5s ERROR failed to remove from target

"assembly\GAC 64\System.Printing\v4.0 4.0.0.0
31bf3856ad364e35\System.Printing.dl1": [Errno 13] Access is denied:
"N\\A\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
4\\System.Printing\\v4.0 4.0.0.0 31bf3856ad364e35\\System.Printing.dll’
ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.PowerShell.Workflow.ServiceCore\v4.0 3.0.0
.0 31bf3856ad364e35\Micro soft.PowerShell.Workflow.ServiceCore.dll":
[Errno 13] Access 1s denied: '\\\\

\\<IP address of SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.PowerShel
1.Workflow.ServiceCore\\v4

.0 3.0.0.0

31bf3856ad364e35\\Microsoft.PowerShell .Workflow.ServiceCore.dll' ERROR
failed to remove from target

"assembly\GAC MSIL\Microsoft.RightsManagementServices.ServerManager.Dep
loymentPlugin\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.RightsManagementServices.ServerManager.Deplo
ymen n.dl1l": [Errno 13] Access is denied: "\\\\?\\UNC\\<IP address of
SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.RightsMan
agementServices.ServerMana ger.DeploymentPlugin\\v4.0 6.3.0.0
31bf3856ad364e35\\Mic
.RightsManagementServices.ServerManager.DeploymentPlugin.dll"'

ERROR failed to remove from target



"assembly\GAC MSIL\Microsoft.WSMan.Management\v4.0 3.0.0.0
31bf3856ad364e35\Microsoft.WSMan.Mana gement.dll": [Errno 13] Access is
denied: "\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB
_xxxxxx\\assembly\\GAC MSIL\\Microsoft.WSMan.Management\\v4.0 3.0.0.0
31bf3856ad364e35\\Microsof t.WSMan.Management.dll'

ERROR failed to remove from target

"assembly\GAC MSIL\PresentationUI\v4.0 4.0.0.0
31bf3856ad364e35\PresentationUI.dl1l": [Errno 13] Access 1s denied:
"\\\\2\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
SIL\\PresentationUI\\v4.0 4.0.0.0 31bf3856ad364e35\\PresentationUI.dll"
ERROR failed to remove from target

"assembly\GAC MSIL\System.IO.Compression.FileSystem\v4.0 4.0.0.0
b77a5c561934e089\System.I0.Comp ression.FileSystem.dl1l": [Errno 13]
Access 1s denied: '"\\\\?\\UNC\\10.61.71.5

_SMB_ target xxxxxx\\assembly\\GAC MSIL\\System.IO.Compression.FileSyste
m\\v4.0 4.0.0.0 b77a5c561
934e089\\System.IO.Compression.FileSystem.dll"

ERROR failed to remove from target

"assembly\GAC MSIL\System.IdentityModel.Selectors\v4.0 4.0.0.0
b77a5c561934e089\System.IdentityM odel.Selectors.dl1l": [Errno 13]
Access 1is denied: '"\\\\?\\UNC\\<IP address of SMB destination
server>\\v

s_target xxxxxx\\assembly\\GAC MSIL\\System.IdentityModel.Selectors\\v4
.0 4.0.0.0 b77a5c561934e0 89\\System.IdentityModel.Selectors.dll"

2,747 scanned, 2,675 compared, 9 errors, 0 skipped, 0 copied, 2,624
removed, 10s ERROR failed to remove from target

"assembly\GAC MSIL\System.Web.DataVisualization\v4.0 4.0.0.0
31bf3856ad364e35\System.Web.DataVis ualization.dl1l": [Errno 13] Access
is denied: '"\\\\?\\UNC\\<IP address of SMB destination server>\\vol c
rget xxxxxx\\assembly\\GAC MSIL\\System.Web.DataVisualization\\v4.0 4.0
.0.0 31bf3856ad364e35\\Sy stem.Web.DataVisualization.dll'

cp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxXxx

2,831 scanned, 0 copied, 2,831 compared, 0 removed, 10 errors Total
Time : 10s

STATUS : PASSED

2IYILICt sync -parallel <n> FHL SA| ZEM AL £t FS7|SHEILICHI|22L: <cpu-count>).

SYL|Ct ~parallel <n> Of7H B sync XCP SA| ZENAS| £ O Lt O HA HHSt= HHQL|CY.
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xCcp sync -parallel <n>> \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

Oof|®| =71

C:\xcp>xcp sync -parallel 5 \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

658 scanned, 244 compared, 0 errors, 0O skipped, 0 copied, 0 removed, 5s
658 scanned, 606 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

658 scanned, 658 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

Sending statistics...

Sync-Match(&7(2 YX| <filter>)

Z AMEILICt -match <filter> D7 B4 sync AA Sl ER EB|E ZMSt D TE] Q149 YUX|SH= THUO|Lt
Cl2E2|2F Hl{woh= HHRULICH x10|7} Qe AR HAE2 ERIO| st X2 Mt S7|5tE| =& BfL|Ct,

e

xcp sync -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -match "'gx' in name" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 10 compared, 0 removed, 0 errors

Total Time : 2s

STATUS : PASSED
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SYNC - <filter> H|2|

E MEYLIC ~exclude <filter> OH7H M4 sync TEO|A ot 5 C2UE 2|2 H2|5t= HHYLICE

e
=

xcp sync —exclude <filter> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

ol 271

C:\netapp\xcp>xcp sync -exclude "path ('*Exceptions*')" \\<IP address or

hostname of SMB server>\source_share \\<IP address of SMB destination
server>\dest share

xcp sync —exclude path ('*Exceptions*') \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

451 scanned, 427 excluded, 0 copied, 24 compared,
0 errors

Total Time : 2s

STATUS : PASSED

0 skipped, 0 removed,

sync-preserve-atimeS MEHS}L|C}

E MEYLICt -preserve-atime 7 B4 sync XCP7t IMAUS 17| ™o "atime"S {2 24 = MAHSH=
D=|E:IOI|_| EI.
o =] .

o

-
Ho

xcp sync -preserve-atime \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp sync -preserve-—-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 4s

STATUS : PASSED

%73} - noatime

£ MEYLIL -noatime O Ha sync BMA A[ZHZE XHO|7F = THAS M|QIStn A0 BE Xt0| S EHUO
S7|etsts BHE YLt

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ofi| 271

c:\netapp\xcp>xcp sync -noatime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED
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7|2t - noctime

S MBYULICH -noctime W7 ¥4 sync M4 AlZHojet xto|7t QU= THUS F|Q|stn AA0] BE Xto|S EFNO|
Solstete BRelLct

o

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -noctime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

£7|3} - nomtime
E MEELICE -nomtime OH7H #3 sync 8 A|ZHOf|2t X107t Q= THU S H|Q|stl AAQ| B E XIO|E EFZIO|

%7|2f t= BEYLICL (0l S82 O o] MEBEIX| gd5LItt. & S2YULC sync BH2 0| M glo| A%
HHELICE)

2

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp sync -nomtime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync-noattrs= ME{BL|Ct

£ MEYLIT -noattrs U7 Ha sync THY S-42| XH0[2t Q= THUS H|QIStT A9 2= X0 S Efzlof|
of ™

AN
S7|2t5t=s HHYULICE XCP= HHXTIICHE 02t IS =

—_ = —-—
=
L

xcp sync —noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Oof|H| =71

c:\netapp\xcp>xcp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

XCp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

£ MEYLICt -noownership D70 HE: sync 2R/ 0| XH0|7} = THA R M5t A A9 = X}0|S EHUO|
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xcp sync -noownership \\<IP address or hostname of SMB

server>\vol SMB source xxxxxx \\<IP address of SMB destination

server>\vol SMB target XxxXXx

Ol 271

>xcp sync —-acl -noownership -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share

Truncated Output

302,909 scanned, 301,365 compared, errors, skipped,
copied, O removed, 9m46s
307,632 scanned, 303,530 compared, errors, skipped,
copied, 0 removed, 9m51s
308,434 scanned, 305,462 compared, errors, skipped,
copied, O removed, 9m56s
310,824 scanned, 307,328 compared, errors, skipped,
copied, O removed, 10mls
313,238 scanned, 310,083 compared, errors, skipped,
copied, O removed, 10mé6s
314,867 scanned, 313,407 compared, errors, skipped,
copied, O removed, 10mlls
318,277 scanned, 315,856 compared, errors, skipped,
copied, O removed, 10ml7s
321,005 scanned, 318,384 compared, errors, skipped,
copied, O removed, 10m22s
322,189 scanned, 321,863 compared, errors, skipped,
copied, O removed, 10m27s
323,906 scanned, 323,906 compared, errors, skipped,
copied, O removed, 10m29s

xcp sync —-acl -noownership -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<source IP address>\source share \\<IP address of SMB
destination server>\dest share

323,906 scanned, 0 copied, 323,906 compared, 0 removed, 0 errors

Total Time 10m29s

STATUS PASSED

7|3t & X| <float>

£ MEYLICt -atimewindow <float> OH7H B4 sync 220N SHX|7HX|Q| I A|ZH0l| CHall & &[= %HO|

337



(X)E X[Fot= BHYLICEL atime?| Xt0|7} <value>2L} XM XCP= MY S LHE AL 2 ESHA| i&LILt.

2

xcp sync -—-atimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

CHE oIA[oll A xCP= AA Tbdnt Tt IHY 7t| atime XIO|E £|CH 102 O|LHE 2HOFS0| 11 EtZO| atimeS
YO0 ESHX| gig L Ct.

Oof|®| =71

c:\netapp\xcp>xcp sync -atimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\source share

xcp sync —atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\source share

xcp sync -—atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source_ share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync-ctimewindow <float> S £ ZsI&A|Q
£ MEYLICE -ctimewindow <float> OH7H #H4 sync 2A0M SAX[7HX]Q] It ctimed| CHSH S E&|= XIO|
(X)E K™tz HHYLICH xCPE ctime®| X}0|7} <value>E L 2 OH MAS CtE ZI0Z HIGHK| YU&L|CE

= =1 (o =]
T2
xcp sync —-ctimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

CtS OiIFIOIA xCPE AA MU} ChAF IHY 7H| atime AHO|Z A|CH 1012 S0 224311 EFAIQ| ctimeS B0 E 31|
orAL|C}
[y =1 .
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c:\netapp\xcp>xcp sync -ctimewindow 600 \\<IP address or hostname of

SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

57|3} - mtimewindow <float>

£ MEYLICt -mtimewindow <float> OH7H B4 sync 2A0AM SAX[7HX]Q| IR0 CHEt mtimed| CHSH 618
7tsst X10| & = £t 2 X|HSt= Y ULICE mtime XH0[7} <value>ELt 22 B2 XCP&= OIYUS CHE Ao =2
HSEX| k& LICH

am

xcp sync —mtimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -mtimewindow 600 \\<IP address or hostname of

SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors Total Time

3s
STATUS : PASSED
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sync-acl-fallback-user <fallback_user>-fallback-group <fallback_group>%!L|C}

£ MEYLICt -acl, -fallback-user ¥ -fallback-group U7 ¥4 8l sync 2AA2| H|O|HQt HOt HHE
EtZi3f H| St ERZIO| ot 22 M26t= HHYUL|CE E Z=ISLICt -fallback-user ¥ -fallback
-group M2 EH(H|QI0] Otl) &2 AFEX} EE= O 52| Hot3 = A ARE| = Active Directory2|

AHEXH EEE OEYLICH

ArEe £ UEBLICH —acl E MESIX| %= &M -fallback-user U -fallback-group
M

—_-

©
mo i

xcp sync -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB
server>\performance SMB home dirs \\<IP address of SMB destination

server>\performance SMB home dirs
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C:\xcp>xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

10,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied,
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied
15,796
copied

scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,
0 removed,
scanned,

0 removed,

4,002 compared,
S

8,038 compared,
Os

8,505 compared,
5s

8,707 compared,
Os

8,730 compared,
5s

8,749 compared,
Os

8,765 compared,
5s

8,786 compared,
Os

8,956 compared,
5s

9,320 compared,
Os

9,339 compared,
5s

9,363 compared,
mOs

10,019 compared,
Imb5s

10,042 compared,
Iml0s

10,059 compared,
Iml5s

10,075 compared,
1Im20s

10,091 compared,
Im25s

10,108 compared,
Im30s

10,929 compared,
Im35s

12,443 compared,
Im40s

0

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,
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15,796 scanned, 13,963 compared, 0 errors, O skipped, 0

copied O removed, 1m4d5s
15,796 scanned, 15,488 compared, 0 errors, O skipped, 0
copied O removed, 1m50s
15,796 scanned, 15,796 compared, 0 errors, O skipped, 0
copied O removed, Im51s

xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

15,796 scanned, 0 copied, 15,796 compared, 0 removed, 0 errors
Total Time : 1m51

STATUS : PASSED

71t -l

£ AFSR-LICt -1 07 M= sync targetOl | XCP7t =gt 2= SE0f| Chict XiMet 22 YEE BE F2H0=
M S5t EF0{0ILt.

-2

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Oof|H| =71

c:\netapp\xcp>xcp sync -1 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

File "atime" changed, timestamps set for "agnostic"

File "atime" changed, timestamps set for "<root>"

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

7= RE

£ A EY™LILt -root U7 M4 sync FE CIHEZ|Q ACLE S7[<tot= S YL
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xcp sync —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Ol 271

C:\NetApp\XCP>xcp sync -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

12 scanned, 0 copied, 12 compared, 0 skipped, 0 removed, 0 errors, 1
acls copied

Total Time : 2s

STATUS : PASSED

sync-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group>2| 2f0{2IL|C}

£ MEYLICt -onlyacl, -fallback-user, ¥ -fallback-group OH7H B4 & sync 2 AL} CHAF 7H| HOt
HEE H|wotn chatol| Haot 2Hg ME5H= HHRULICH E SEIYLICt -fallback-user ¥ -fallback
-group 2Z(THQI0] OFLl) Y& ALt EE= O 52| HHE = Y AFE| EE= Active Directory?| AFEXt EE=
JEL|C

@ E MNEY £ ELICt -onlyacl E AFESHA| &= 7 HLQLICH -fallback-user ¥
-fallback-group =M.

12
xcp sync -onlyacl -fallback-user <fallback user> -fallback-group

<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

343



ol 271

C:\Users\ctladmin\Desktop>xcp sync -onlyacl -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

8,814 scanned, 0 copied, 620 compared, 0 skipped, 0
removed, 0 errors, 6s

9,294 scanned, O copied, 2,064 compared, 0 skipped,
removed, 0 errors, 1lls

12,614 scanned, 0 copied, 3,729 compared, 0 skipped,
removed, 0 errors, 16s

13,034 scanned, 0 copied, 5,136 compared, 0 skipped,
removed, 0 errors, 21s

14,282 scanned, O copied, 7,241 compared, 0 skipped,
removed, 0 errors, 26s

14,282 scanned, O copied, 8,101 compared, 0 skipped,
removed, 0 errors, 31ls

14,282 scanned, 0 copied, 8,801 compared, 0 skipped,
removed, 0 errors, 36s

14,282 scanned, O copied, 9,681 compared, 0 skipped,
removed, 0 errors, 41s

14,282 scanned, O copied, 10,405 compared, 0 skipped,
removed, 0 errors, 46s

14,282 scanned, O copied, 11,431 compared, 0 skipped,
removed, 0 errors, b51s

14,282 scanned, 0 copied, 12,471 compared, 0 skipped,
removed, 0 errors, 56s

14,282 scanned, 0 copied, 13,495 compared, 0 skipped,
removed, 0 errors, 1ml

14,282 scanned, 0 copied, 14,282 compared, 0 skipped,
removed, 0 errors, 1m6s

xcp sync -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

14,282 scanned, 0 copied, 14,282 compared, 0 skipped, 0 removed, O
errors
Total Time Im7s

STATUS PASSED
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sync-aclverify {yes, no}

E MEELICE —~aclverify{yes,no} OH7H {4 sync ACL sync 2 5 ACL AE2 ZeSHAL AHE = U=

oo = E2 T M
=SS M3ot= BYULICE O] M2 Of|MEHAFBE £ J}ESLICH sync -acl & sync -onlyacl BH. ACL
S8tz 7|2MO 2 ACL &2 +AHYLICH E dESH=E B2 —aclverify 88 E HEYLICH no, ACL 201 8l
E HA4HE £ UELICH fallback-user ¥ fallback-group &M0| ZR6HX| Q&L|CH E AATL|Ct

-—aclverify & MEHPILICt yes, O] ZQTIL|Ct fallback-user U fallback-group M2 MEdSIL|CE

-2

xcp sync -acl -aclverify yes -fallback-user <fallback user> -fallback
—group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\NetApp\xcp>xcp sync -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 0
0 acls copied
25 scanned, 0
0 acls copied
25 scanned, O
0 acls copied

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,

copied, 24 compared, 0 skipped, 0O removed, 0 errors, 15s,
xcp sync —-acl -aclverify yes -fallback-user "DOMAIN\User"

-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

25 scanned, 1

copied, 25 compared, 0 skipped, 0 removed, 0 errors, 12

acls copied Total Time : 16s
STATUS : PASSED
C:\NetApp\xcp>xcp sync —-acl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -acl

—aclverify no \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

27 scanned, 1

copied, 27 compared, 0 skipped, 0 removed, 0 errors, 13

acls copied Total Time : 2s
STATUS : PASSED
C:\NetApp\xcp>xcp sync -onlyacl -aclverify yes -fallback-user

"DOMAIN\User"

-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

24 scanned, O
0 acls copied
24 scanned, 0
0 acls copied
24 scanned, O
0 acls copied
"DOMAIN\User"

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,

xcp sync -onlyacl -aclverify yes -fallback-user
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

C:\NetApp\xcp>xcp sync -onlyacl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -onlyacl -aclverify no \\<source IP address>\source share

\\<IP address
24 scanned, O

acls copied

of SMB destination server>\dest share
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 11



Total Time : 2s
STATUS : PASSED

7|3} - BS <n>
E MEELICE -bs <n> O§7} H sync BEHE AFESIH 7|/ 7| 5 37|E MSELICH 7|12 37|= 1MYLICE.
=1l

xcp.exe sync -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ofi 271

C:\Netapp\xcp>xcp.exe sync -bs 64k \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

1,136 scanned, 0 copied, 1,135 compared, 0 skipped, 95 removed, O
errors, 5s

xcp.exe sync -bs 64k \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share 1,136 scanned, 283 copied, 1,136
compared, 0 skipped, 283 removed, 0 errors

Total Time : 10s

STATUS : PASSED

S7|st E4

AH2 -ads O B sync 22 3 ERZU SMB 3R0I|A CHA| O|E| AEZIS| HEF 8l 3 At M=

[=] o = 0O
YYYLICH HE AL0| A= B EHI0] 229 SUBHR| 2HQI57| 2l tHE Arets EHZI0| HEFL|CY.
72

xcp sync -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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C:\netapp\xcp>xcp sync -ads \\<source IP address>\source share\src

\\<dest IP address>\dest share

13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,

removed,

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1 copied, 12
5s,
1 copied, 12
10s, 1
1 copied, 12
15s, 1
1 copied, 12
20s, 1
1 copied, 12
25s, 1
1 copied, 12
30s, 1
1 copied, 12
ImOs, 1
1 copied, 12
2m50s,
1 copied, 12
2m55s,
1 copied, 12
3m0Os, 1
1 copied, 12
3m55s,
1 copied, 12
dmOs, 1
1 copied, 12
4m55s,
1 copied, 12
5mOs, 1
1 copied, 12
5mb5s, 1
1 copied, 12
5ml0s,
1 copied, 12
5mb55s,
1 copied, 12
om0Os, 1
1 copied, 12
om5s, 1

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

compared,

1 ads copied

compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

xcp sync -ads \\<source IP address>\source share\src
\\<dest IP addess>\dest share



13 scanned, 1 copied, 13 compared, 0 skipped, 0 removed, 0 errors, 1
ads copied
Total Time 6m9s

STATUS PASSED

SFRIRfLICE

SEIYLICt verify
HSgfLIcH E At
T30 ZHAIglo] 2 E

LA

xcp verify \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

oflx| 271

c:\netapp\xcp>xcp verify \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\ <IP
address of SMB destination server>\dest share
xcp verify \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share
0 different,
\\<IP address of SMB source server>\source share

0 errors
\\<IP

374 scanned, 373 compared, 373 same, 0 missing,
xcp verify
address of SMB destination server>\dest share
Total Time 3s

STATUS PASSED

ChE BEoll= 7t LIBEI ASLICE verify OW7H H4= 8

OH7H =
verify -h,—-help & HZstAIL
a5 -v

<<smb_verify_parallel,2fQI--3H();n

<<smb_verify _match,2rQ1- x| (); ZE{();

<<smb_verify_exclude,2HQ!-H|2|();ZE();

Ml

O] =2 HAIXIE EAISI Z=8LICEH
ClHO ME HE B9t

SA| ZENA (7|22 <cpu-count>).

TE ot YX|Sh= mbY o Cl2 22| 3F M2 L CHEX)
xcp help - match &ZX).

ZEO| M mp S Ol E2| 2 M RfL(Ct
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oH7H 4
SHAAIR

HiolE g1

verify-preserve-atime 2 &=
Verify-NoData (22! -
[20l-atime]
noctime= &tQIgfL|Ct
Verify-nomtime(&+2l - HA|
verify-noattrs £ XS AIR

ol

—

N
e
1o

ok
e
Ok
fd

ok

- noacls

<<verify_smb_atime,=?! - atimewindow(); £5();
<<verify_smb_ctime, & !-ctimewindow
<<verify_smb_mtime,&2!-mtimewindow

verify-stats £ X5 A|2

verify -I(2FQl - |
verify -lI(2H2l

<<verify_smb_acl,verify-fallback-user

<<verify_smb_acl,verify-fallback-group

verify-root £ MEHSFL|C}

&2l - Only

verify -h,--help & HZ5IMAIL
E MEYLIC-h Y —-help Wi H W verify BH
2e

xcp verify —help
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_I

verify ‘-ads'Oi7 Ha7t A= HEH2 249 Tiyof
U= CHA| HIOE] AEZS =I5t X10|H S EAIRLIC

-

ACLE 215X DAL,

St 4y AlZEXHof(x).

ZZ(ZH[Ql0] Of:l) AA H
domain\administrator
Active Directory A+ X} L&
AHE XL,

*7_6
B o
r|r :
e
H‘|
=
o
°
°
i

EZ(THlo] ofl) AA A
domain\administrators)2| #et= t”7| T|c>+ CHAH
ZFE{2| Active Directory
JELC

FE C|AE2|of gt ACLS foletLCt.

Hot Mot shol|shL|C}

o

S ALESHO] off Tt RiM[et SEE EARLICE verify



ol 271

C:\Netapp\xcp>xcp verify —-help
usage: xcp verify [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime]

[-loglevel <name>] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-noacls] [-nodata] [-stats] [-1] [-
root] [-noownership] [-onlyacl] [-noctime] [-nomtime] [-noattrs] [-
atime]

[-atimewindow <float>] [-ctimewindow <float>] [-mtimewindow <float>] [-

ads] source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-v increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match

the filter (see "xcp help -match’™ for details)
-exclude <filter> Exclude files and directories that match the
filter (see “xcp help -exclude ™ for details)
-preserve-atime restore last accessed date on source
--help-diag Show all options including diag.The diag options
should be used only on recommendation by NetApp support.
-loglevel <name> option to set log level filter (default:INFO)
-fallback-user FALLBACK USER

a user on the target machine to translate the
permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

a group on the target machine to translate the
permissions of local (non- domain) source machine groups (eg.
domain\administrators)
-nodata do not check data
-stats scan source and target trees in parallel and
compare tree statistics

=1 detailed file listing output
-root verify acl for root directory
—-noacls do not check acls
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-noownership do not check ownership

-onlyacl verify only acls

-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes

-atime verify acess time as well

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in

seconds
—ads verify ntfs alternate data stream
B3 -v

E AF2ELICt -v D7 M= verify AbM|TH LI FYEE HSot= HFYLIC

__I_l.

Ho

xcp verify -v \\<IP address of SMB source server>\source share address of
SMB destination server>\dest share

off 271

c:\netapp\xcp> xcp verify -v \\<IP address of SMB source
server>\source share address of SMB destination server>\dest share
xcp verify -v  \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -v \\< IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify - & <n>
E AEELICH -parallel <n>OH7H B4 verify XCP SA| Z2MAC| 42 O &L} O MA MEsH=

I: IT
HHYULICH E S=IYLICt verify -parallel <n> BH2 SA| ZEM|AL 5 SQITHLICHI|22E: <cpu-
count>).
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xcp verify -v -parallel <n> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 4s

STATUS : PASSED

Verify - <filter>Z 2 X|A|ZJL|C}

E MEZLICt —-match <filter> O7 B veri

i % ERA E2|S HMotT LE| 149} Aot TRAO|LE
Cl2E2|0t B @oks BHRULIC X0|7H 9l ZL YL EAY

f
Zest HUS HEIIH S7|ote| =5 eLct.
72

xcp verify -v -match <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -v -match "'Microsoft' in name" \\<IP address
of SMB source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -v -match "'Microsoft' in name" \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -match 'Microsoft' in name \\<IP address of SMB source
server> \source share \\<IP address of SMB destination

server>\dest share

374 scanned, 0 compared, 0 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

ol - <filter> |2

I

MEBEILILE —exclude <filter> OH7H == verify EHE{O|M I 5! CI2AE2[TH M| 2|5t= SHEYLICE
7=

xcp verify -—-exclude <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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C:\netapp\xcp>xcp verify -exclude "path ('*Exceptions*')" \\<IP address
of SMB sourceserver>\source share \\<IP address of SMB destination
server>\dest share

210 scanned, 99 excluded, 6 compared, 5 same, 1 different, 0 missing, O
errors, 5s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 10s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 15s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 20s

335 scanned, 253 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 25s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 30s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 35s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, O
missing, O errors, 40s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 45s

445 scanned, 427 excluded, 16 compared, 15 same, 1 different, 0
missing, 0 errors, 50s

xcp verify -exclude path('*Exceptions*') \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

445 scanned, 427 excluded, 17 compared, 17 same, 0 different, 0
missing, 0 errors

Total Time : 1mlls

STATUS : PASSED

verify-preserve-atime 2 & Tt A|Q

E ME2YLICt -preserve-atime 7 = verify AEYStH= HHQUJLICH atime XCPZt OHYLE 17| Mo el
ztoa
HA — .

-2

xcp verify -preserve-atime \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 179 compared, 179 same, 0 different, 0 missing, 0 errors,
5s

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 8s

STATUS : PASSED

Verify-NoData(2?! - C|0[E] g2
E A2ILICE -nodata W7 4 verify HIO|E{E H| WX b= HHEQILICE,
q2

xcp verify -nodata \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -nodata \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nodata \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nodata \\<IP address of SMB source server> \source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED
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2tol-atime
Z AEILICE -atime Oi7H 4 verify AA0M CHAIO R MM MM A EFQ ABHITE H|Wdh= HAHQIL|CE
1=

xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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c:\Netapp\xcp> xcp verify -11 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

WARNING: your license will expire in less than one week! You can renew
your license at https://xcp.netapp.com
dirl: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564423)
+ 2023-04-14 10:24:40 (1681482280.366317)
dir2: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564424)
+ 2023-04-14 10:24:40 (1681482280.366318)
<root>: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.054403)
+ 2023-04-14 10:28:35 (1681482515.538801)
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
14 scanned, 13 compared, 10 same, 3 different, 0 missing, 0 errors
Total Time : 1s
STATUS : FAILED

noctimeS &QIgtL|Ct
£ MNEELICE -noctime OH7H H4: verify AAOA CHAOZ T MM EFQl ABHTE H| 81X Qb= HAHQIL|CE
2=

xcp verify -noctime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noctime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify-nomtime(&HQ! - HA|
E MEELICH -nomt ime OW7H HS verify AAOM CHAOR MY 8 EFQ AT S H|WSHK| ot HFQJLICH
22

xcp verify -nomtime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

oflwl 271

c:\netapp\xcp>xcp verify -nomtime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-noattrs £ XA

E MEYLICt -noattrs O H verify S AAISHA| Qb= HAHQULICE
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xcp verify -noattrs \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp verify -noattrs \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

a7d =l
E MEELICH -noownership 70 B4 verify AR HES SQISHX| Qb= HAHQILICE,

-

|
[

xcp verify -noownership \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source

server>\source share \\<IP address of SMB destination

server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Fol

Jtot
ok

f

‘—ads HEFIL M O7H HAEE ARSI Cverify AACL CHANO| CHAM| HIO|E AEZI0| Q=X
gtolsta Xto|HES HAIBLICE.

-2

xcp verify -ads \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 10s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 4mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6bmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6ml0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7/mb55s
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7 scanned, 5 compared, 5 same, 0 different, O

missing, 0 errors, 8m0Os

xcp verify -ads \\source Ip address>\source share\src

\\<dest IP address>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 8més

STATUS : PASSED

&2l - noacls
E MEBYLICE -noacls 7 M verify ACLE &QISHK| Qb= BHQLICE
T2
xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
Ol x| 27|

c:\netapp\xcp>xcp verify -noacls -noownership \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

318 scanned, 317 compared, 317 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

noacls -noownership2 &HQIgtL|Ct

mjo

£ MEELICE -noownership O H 7t ZotEl AL verify -noacls 2A0A CHAOZ ACL E= A9 H
SoISHR| A& LILCE.

(=]

-
Mo

xcp verify -noacls -noownership <source> <target>
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Verify-atimewindow <float>(2}2l-22)
E MEB8YLICt -atimewindow <float> OH7H ¥ verify HHES ALESHO] Of CHSH 518 7t k10| X T2
X HYLICE atime 2200M SHX|7HX|Q] THA. XCP= Ol M X10|7t /S ER OiYS CHE A2 H5HK| &L Tt
atime <value>EC} ZELICtH & 22ISLICt verify - atimewindow HHE NN T ALEE &~ JELICT
-atime Y.
=L
xcp verify -atimewindow <float> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

Of|H| =71

c:\Netapp\xcp> xcp verify -atimewindow 600 —-atime \\<IP address of SMB
source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -atimewindow 600 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

14 scanned, 13 compared, 13 same, 0 different, 0 missing, 0 errors

verify-ctimewindow <float> £ X X5 A|2
£ MEYLICE -ctimewindow <float> OW7H H4 verify HHES AFESI0] Of CHolf {8 7tsTH AIO|E X THR 2

K| ™HSLIC ctime 220N SAEX|IHX|Q] THY. XCP= 2| A1O|7t U2 f oYU S CHE Ao Z HSHK| tSLICH
ctime <value>=C} Z&L|CT

e
=

xcp verify -ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ctimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination

server>\dest share
xcp verify -ctimewindow 600 \\<IP address
server>\source share \\<IP address of SMB
server>\dest share

xcp verify -ctimewindow 600 \\<IP address
server>\source share \\<IP address of SMB

of SMB source

destination

of SMB source
destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 errors
Total Time 3s

STATUS PASSED

0 different, 0 missing,

verify-mtimewindow(&2l-mtimewindow <float>

£ MEYLIC -mtimewindow <float> NN ¥ verify BHE ALESIY] Off CH3l S & 7ts¢ XH0|E X EHel=2
XZLICt mtime 2A0|M SXX|HXQ Tt XCP= 2| A10[7t US W MUS CHE A2 HISHX| k&LCtH

(=]
mtime <value>E2Ct Z&L|CE
72

xcp verify -mtimewindow <float> \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

364



ol 271

c:\netapp\xcp>xcp verify -mtimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-stats £ & ZX5IMA|IQ

E MEYLIC -stats O B verify 220 LS AZMSI D £ S/ 2t QAFHO|LE XHO|-E HO| F= EZ|
A EUME E5t= FFYULIL

e

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -stats \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

== Number of files ==

empty <8KiB
100MiB >100MiB
81
on-target same
on-source same
== Directory entries ==
empty 1-10
>10K
on-target
on-source
== Depth ==
0-5 6-10
>100
317
on-target same
on-source same
== Modified ==
>1 year >1 month
<15 mins future invalid
315
on-target same
on-source same

Total count: 317 / same / same

Directories: 2 / same / same
Regular files: 315 / same / same
Symbolic links:

Junctions:

Special files:

8-64KiB

170
same

same

10-100

same

same

11-15

1-31 days

64KiB-1MiB 1-10MiB
62 2
same same
same same
100-1K 1K-10K
1
same
same
16-20 21-100
1-24 hrs <1 hour
2
same
same

10-

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

635 scanned, 0 errors Total Time

STATUS PASSED

1s
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verify -1(2+2l - |

£ MEZ-LICE -1 07 B verify IS AHSOI0] 24 Sl Tidof Q= That CIH EE| Zto| Xto| ™S LIE-LICE.

e
=

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

CHZ ool M= SASHE SO 2R3 FE7F MEE X Ao H Y £l XHo[HE & & AUSLICH

Oof|®| =71

c:\netapp\xcp>xcp verify -1 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different,
Total Time : 3s

STATUS : PASSED

0 missing, 0O errors

verify -lI(2¢Q!
Z AFRELICE -11 OH7 B2 verify A4 S ERZIDF IHQl = C2 E 29| XEA|SH XHO| ™ S LIgst= HAEQIL|CE.
SiA

A2 git diffe Z&LITH B 22 Aao] 0[F 30| =4 2t Ebzte] Af ZreiLict.

ol
Ho

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -11 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-fallback-user <fallback_user>-fallback-group <fallback_group>2!L|C}

E MEYLICt -fallback-user ¥ -fallback-group ONW7H H4 U verify £2AQF CHANO|A DHU D} CIREIER]
Zte| ACL & A R/3 XHO|E LIEdH= BEALICE

£=3 B fallback-user ¥ fallback-group SAt E= S7|2t 22| 2L NetApps
@ T MY AS HEPLICE fallback-user W fallback-group Verify 20| U= 0474

xcp verify -fallback-user <fallback user> -fallback-group <fallback group>
\\<IP address of SMB source server>\source share \\<IP address of SMB
destination server>\dest share

verify-notorigrity-fallback-user <fallback_user>-fallback-group <fallback_group> £ & Zst&A|2

£ MEELICE -noownership, -fallback-user, ¥ -fallback-group OH7H H4 S verify ACL XIO|E
LISt AAQ CHAOA Mt ClAER| 2o ARH &lS HUH = BFLICE

—
-2

xcp verify -noownership -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-noacls-fallback-user <fallback_user>-fallback-group <fallback_group> S XXM A2

£ MEYLICt -noacls, ~-fallback-user, ¥ -fallback-group OH7H B4 % verify ACLS| QIS
AT 0 AAQ LA M M} ClAEE| Z2Ho| ARES 2015h= HHAL|CH
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xcp verify -noacls -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-root £ ME{BIL|C}

‘—root OH7H WE cverify BRI &M AESIH FE CIHAEZ|Q acrs =l

—

-2

xcp verify -root -fallback-user <fallback user> -fallback- group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

ol 271

C:\NetApp\XCP>xcp verify -root -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -1 -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors

Total Time : 1s

STATUS : PASSED

verify-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group> £ & x5}

>
to

£ ME%LICt -onlyacl, -fallback-user ¥ -fallback-group ONWH H4 U verify £2AQF CHA 71O
HHOHH|wot= HHULICE

-2

xcp verify -onlyacl -preserve-atime -fallback-user <fallback user>
-fallback- group <fallback group> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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C:\Users\ctladmin\Desktop>xcp verify -onlyacl -preserve-atime -fallback

-user "DOMAIN\User" -fallback- group "DOMAIN\Group" -11
\\<source IP address>\source share \\<IP address of SMB destination
server>\dest share

4,722 scanned, 0 compared, 0 same, 0 different, 0 missing, 0
errors, 5s

7,142 scanned, 120 compared, 120 same, 0 different, 0 missing, O
errors, 10s

7,142 scanned, 856 compared, 856 same, 0 different, 0 missing, O
errors, 15s

7,142 scanned, 1,374 compared, 1,374 same, 0 different, 0 missing,
0 errors, 20s

7,142 scanned, 2,168 compared, 2,168 same, 0 different, 0 missing,
0 errors, 25s

7,142 scanned, 2,910 compared, 2,910 same, 0 different, 0 missing,
0 errors, 30s

7,142 scanned, 3,629 compared, 3,629 same, 0 different, 0 missing,
0 errors, 35s

7,142 scanned, 4,190 compared, 4,190 same, 0 different, 0 missing,
0O errors, 40s

7,142 scanned, 4,842 compared, 4,842 same, 0 different, 0 missing,
0 errors, 45s

7,142 scanned, 5,622 compared, 5,622 same, 0 different, 0 missing,
0 errors, 50s

7,142 scanned, 6,402 compared, 6,402 same, 0 different, 0 missing,
0 errors, 55s

7,142 scanned, 7,019 compared, 7,019 same, 0 different, 0 missing,
0 errors, ImOs

xcp verify -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" -11 \\<source IP address>\source_ share
\\<IP address of SMB destination server>\dest share

7,142 scanned, 7,141 compared, 7,141 same, 0 different, 0 missing, O
errors

Total Time : 1m2s

STATUS : PASSED

M
(=

-

[=]
2l A|ARof| HZELICE

=
=
=
S

S2IBLICt configure BHE SMB A|AHIS M3t PostgreSQL H|O|E{H|0| A7} AlSH
(o]
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xcp.exe configure

ol 271

C:\NetApp\XCP>xcp.exe configure

Please choose the menu you want to start:
1. Configure xcp.ini file
0. Quit

BHOHAIL

£ 2L 1isten HH0= XCP HIO|HE|E ¢111 XCP MH|AE A|ZfgfL|Ct,

xXcp.exe listen

ol 271

c:\NetApp\XCP>xcp.exe listen
* Serving Flask app "xcp rest smb app" (lazy loading)
* Environment: production
WARNING: This is a development server. Do not use it in a production
deployment. Use a production WSGI server instead.
* Debug mode: off

XCP Z£ At

XCP NFS Z! SMB2| At ALl

NetApp XCP2| C}e¥st o|0|E{ 00| 1[04 AR Ab2ilof| CHal Lot AlA| 2.
"7-ModeOl|lAX]l ONTAPZ Ci|O|E{ Of0|22{|0]M"

"AA AEE|X| AXI0|A ONTAPZ ACLS AF St CIFS H|0|E{ OFo|1z{|o|M"
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https://docs.netapp.com/us-en/netapp-solutions/xcp/xcp-bp-cifs-data-migration-with-acls-from-a-source-storage-box-to-ontap.html
https://docs.netapp.com/us-en/netapp-solutions/xcp/xcp-bp-cifs-data-migration-with-acls-from-a-source-storage-box-to-ontap.html

Xcp 224

logConfig M2 MANSL|Ct

9| logConfig &M0]| CHsl LOtFLIC xcpLogConfig. json XCP NFS 2! SMBE JSON
A oL CH

CHE OlAl= "logConfig" &40] Z&HEl JSON 71 It MEE HHFLICE

* o~

{

"level" :"INFO",
"maxBytes":"52428800",
"name" :"xcp.log"

}

* 0| FHE ALESIHH oM RETH & S MEISHH Mo w2t HAIXIE EEE Y & JASLICH CRITICAL,
ERROR, WARNING, INFO, % Debug.

* £ SEYLI0 maxBytes 8F S AFESHH 2|H 20 Thdo| I 37|15 HEY = JAFLILE 7|22
S50MBYILICE ZtE 02 = AFotH 2| H0| SX|=| 2= 270] choh T ThAo| Mg E LTt

£ 2EYLIT name FM2 23 I 0|E2 FHHLICL

7| A0 FEHE FR AL-R V=4S AL YLILL 7|E 7|2l 0|82 R XIFst=s 32 M 7|12 M| =M M
71= AMAH EE UHOILE A|AH- IS0 SES FX| &LIC

XCP= E A5t gdeted &= Q= O|HE HA|EZ X|HELICt eventlog 2 &M
xcpLogConfig.json JSON 7t O,

NFS2| 22 2= O[HIE HA|X[Z} o] 7|FEILICt xcp _event.log IMYUO| 7|2 2[X|0f A&L|CH
/opt/NetApp/xFiles/xcp/ & LIS &tF HEE ALESI A E AFEXF X|E 2K

XCP_CONFIG DIR

G =

SMB2| 32 ZE O|HIE HA|X[7} IHUO]| 7|FEILICt xcp _event.log 7|2 X0 [AELICE C: \NetApp\XCP\.

i

D= MASHH xcP 1.0G DIR AM2EL|CE.

NFS 3! SMBE O|HIE HA|EE ¢/t JSON 4

CHE Olloil M= JSON T+ IHUS S NFS % SMBO]| Lot O|HIE HIA|IE S X[ ELICt.
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EventLog S40| &2tz JSON #4 It of

{

"eventlog": {
"isEnabled": true,
"level": "INFO"

b

"sanitize": false

}

EventLog 3! 7|Et 40| €& JSON 71 It of

{
"logConfig": {

"level”: "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

by

"eventlog": {
"isEnabled": true,
"level": "INFO"

by

"syslog": {
"isEnabled": true,
"level": "info",
"serverIp": "10.101.101.10",
"port": 514

by

"sanitize": false

}

CtS EO|A= EventLog 19| M1t sffet 8H2 HO| &
otel 2M JSON Gi[O|E 7|22k
4
isEnabled Hs aEN
level N HE

NFS O[HIE 21 m|A|X|Q| BIZ2IQIL|C}
CHS HOIME HE3l3t NFS OJHIE
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2O HAIXIS oIS

O] 22 M2 O[HIE HA|YS 2Fot= ol AEELICH
false 2 Q7otH OHE HA|X|7} Y= K| g0 O[HIE
23 llf%'oil O[HIE 27} A A EX| Si&LICE.

O[#IE BIAIX| A2t TE| £FYLICE OHE HATS
NS ke 57bR] M2E 2E(9IY, °F, 31, BE
% Cl# )2 XLt

Hof FLot.



HIZZ|
o= A

<Time stamp> - <Severity level> {"Event
ID": <ID>, "Event

Category":<category of xcp event log>,
"Event Type": <type of event
"ExecutionId": < unique ID for
each xcp command execution >,

"Event Source":
"Description":

log>,

<host name>,
<XCP event log message>}

EventLog HIA|X| M
EventLog HIA|X[Of| AFEE = U= M2 CHa 2t

* Event ID:Z O|HIE 27 HA|X|Q I Al
* Event Category: O|HIE R4 Sl O|HIE 21
* Event Type: O|HIE HA|XIE BHSH= B2 XS

* "Description"dH ZE0[= XCPO|A| 443t O|HIE

* ExecutionId: ASHEl 2t XCP EH0f Cist 017
syslog 2C0|HEE 2hdatetL|C}

XCP£ syslog 22t0|A
.

HE
HIAIXIE HEELCt 7|2 ZE 5148

NFS 5! SMBO|| Cidl| syslog 2210|¢HE

syslog 22I0|HEE &y
SMBO| Ciet #+d o

=

NFS % SMBE& syslog 22I0|HE0]| CHt CFS 74 of:

{

"syslog":{
"isEnabled":true,
"level":"INFO",
"serverIp":"10.101.101.4",
"port":514

b

"sanitize":false

}

ZaLlch

HIAI K| 2]

obsteiH S oo YLIC syslog HSE

o

2020-07-14 07:07:07,286 - ERROR {"Event
ID": 51, "Event Category":

"Application failure", "Event Type":
"No space left on destination

error", " ExecutionId ": 408252316712,
"NETAPP-01",

"Target volume is left

"Event Source":
"Description":
with no free space while executing
copy {}. Please increase the size of
target volume
10.101.101.101:/cat vol"}

KtLCE.

HE0ll CHal 2F

LI} of2] O[HIE FYO| StLto| HF0| £& 4 AFLICH.

gfLct,

20 HAIX|ZF ZetEl LT,

AEXILICE

= X|&H5t0| NFS 2 SMBE &4 syslog +417|=Z XCP O[HIE 21
A3t UDP Z2EZES

X|ghL|ct.

MEHBIL|C} xcpLogConfig. json NFS 8!
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Syslog &M

Ct2 HOl= syslog ot¢l &4 5! 20| Liet ALt

otel =M JSON O|O]|H 7|22k
24

isEnabled =22 7=

level 2xg He

serverlp =XAE re=

port OlE|H 514

£ Z=ILICt sanitize "syslog" A0

FMS XForH ¢ gLch o] g2 ©

243

0| 22 82 XCPO||M syslog S2I0|HEE
ehd3tetLict & 2 ™SIt
false= syslog 72 FAIgL|Ct

O|HIE MIAIX| M= TE] +=ZFQL|CE OHE HIAF2
HAEI 2 57K A +F(RIY, 2F, 31, FE
% CIHI)S X[t

Ol M2 ¢4 syslog MH IP F4A = SAE 0|ES
LiggeL|ct,

O] M2 24 syslog =417| ZEQIL|Ct O] FMS
AH23810] CHE X EO0] syslog HIO|E| 1S S22
syslog £=2A17|12 e £ QJELICH 7|2 UDP ZE
514iL|C}t.

rr 4

=3
(i) JSON config Lol 22, OI#IE 271 8 syslogoll BEX .2 AFZELICE. 0] 22 "true"2 AB ol
syslog AHO|| AH|A[El syslog HIA|X[0f| Z2%F MEIt &HEL|CH

Syslog MIA|X| HAIIL|Ct

UDPE Edli ®4 syslog AIHZE M&E[= 2 E syslog HAIX|= NFS % SMBO|| CHet RFC 5424 A0 2t

ZoHELICY.

CHS = XCPO| Lt syslog HIAIX|Of| CHEH K| E|= RFC 54240 E A2 e +F2 20 FLCL

0z

2 g

N o b~ W

NS 2F
°F: F MLt
Zint

=

T o
B0 el
e

0

H: HE HAX Lt

ClEHO: C{EH O =& HAIX]

NFS 2 SMBO|| CH$t syslog SIIE0IA HF Z+2 10|10 XCPO| CHet 2 E HIA|X|Q] 7|5 22 12 ™ EL|ICHAIZX}

& HAIR]).

<PRI> = syslog facility * 8 + severity value

NFS& syslog dllC{7t A= XCP O Z2|#|0| M syslog HIA|X| HA!:
CHS HOl= NFSE syslog 8l 7t U= syslog HIA|X| HAIQ| HZSIat of| 7} Liet AELICE
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EEP of

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-08T06:30:34.3417Z netapp

xcp nfs - - - <XCP message> xcp nfs - - - INFO {"Event ID": 14,
"Event Category": "XCP job status",
"Event Type": "XCP scan completion",
"Event Source": "netapp",
"Description": "XCP scan is completed
by scanning 8
items"}

NFSOi| CHt syslog 6|57t Si= XCP OfZ2|A[0]M4 HA|X|IL|Ct
CHS HOfl= NFSOf| Ci$t syslog 8lICI 7t 1= syslog HIA|X| & Alo| EIESlat of| 7} Lt} U&LIC

HEE o

<message severity level i.e CRITICAL, INFO {"Event ID": 14, "Event Category"

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion”™, "Event Source":
"netapp", "Description": "XCP scan is

completed by scanning 8 items"}

SMBE syslog SlICIE AFE5H= XCP OHE2|#[0|M syslog HIA|X| &AL |Ct

[=]

CHe HO0ll= SMBE syslog 8llE 7t = syslog HIA|X| @Alo| HIE 31Dt o 7F Lot QLELICH

A

HES of

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-10T10:37:18.452Z

xcp _smb - - - <XCP message bansalall xcp smb - - - INFO {"Event
ID": 14, "Event Category": "XCP job
status", "Event Type": "XCP scan
completion", "Event Source": "NETAPP-
01", "Description": "XCP scan is
completed by scanning 17 items"}

SMBE syslog 3l 7} 21= XCP O E2(H|0| M HIA[X]|
CHS HOl= SMBO| CH$t syslog SlIE 7t 8= syslog HIAIX| &Alo| RIE S0t of| 7F LIeF UELIC

"Esl o

<message severity level i.e CRITICAL, NFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"NETAPP-01", "Description": "XCP scan

is completed by scanning 17items"}
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XCP NFS O[HIE 21

XCP NFSOf| Cist O|HIE 27 0| 2 ZHETHL|LCY.

CHE HOll= XCP NFSOf| Chist O[HIE 27} Liet & LT

O|HIE IDQIL|Ct
401

181

378

ojIE HZ3!

Mounted on NFS export <mount
path> with maximum read block
size <read block size> bytes,
maximum write block size <write
block size> bytes. Mount point
has mode value<mode bits> and
type: <fattr3 type>.

This license is issued to
<username>of <company

name>, license type is <license
type> with <license status>
status, license willexpire on
<expire date>

O[HIE o

2020-07-14 03:53:59,811 - INFO
{"Event ID":401, "Event
Category": "Mounting unmounting
file system", "Event Type":
"Mount file system
information", "ExecutionId":
408249379415, "Event Source":
"NETAPP-01", "Description":
"Mounted on NFS export
<IPaddress of NFS
server>:/testl with maximum
read block size 65536 bytes,
maximum write block size 65536
bytes. Mount point has mode
value 493 and type

Directory"}

2020-07-14 03:53:59,463 - INFO
{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"License information",
"ExecutionId": 408249379415,
"Event Source": "NETAPP-01",
"Description”: "This license is
issued to NetApp User of
Network Appliance, Inc, license
type is SANDBOX with ACTIVE
status, license will expire on
Thu Jul 1 00:00:00 2021"}
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183

581

582
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ojHE Bz

[ |

Ml

The license issued to
<username> of <company name>
will expire in less than one
week

Catalog path <catalog volume
path> to store catalog
directory is not accessible.
Refer user guide for
configuring catalog volume.

Failed creating catalog
directory in catalog volume
path <catalog volume

path>

O[HIE of

2020-07-14 04:02:55,151 -
WARNING {"Event ID": 183,
"Event Category":
"Authentication and
authorisation”, "Event Type":
"License warning",
"ExecutionId": 408249519540,
"Event Source": "NETAPP-01",
"Description”: "The license
issued to NetApp User of
Network Appliance, Inc will
expire in less than one week"}

2020-07-14 04:05:00,857 - ERROR
{"Event ID": 581, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog exporting error",
"ExecutionId": 408249552351,
"Event Source": "NETAPP-01",
"Description": "Catalog path
<IP address of NFS
server>:/testll to store
catalog directory is not
accessible. Refer user guide
for configuring catalog
volume."}

2020-07-14 04:10:12,895 - ERROR
{"Event ID": 582, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog directory creation
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Failed creating catalog
directory in catalogvolume path
10.234.104.250:/cat _vol"}
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586

351

380
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ojHE Bz

[ |

Ml

Error in creating index
directory <index id> for
<command>

Failed to create index <index
id> in catalog volume while
executing command

<command>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

O[HIE of

2020-07-14 04:52:15,918 - ERROR
{"Event ID":584, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250278214,
"Event Source": "NETAPP-01",
"Description”: "Error in
creating index directory abc7
for scan"}

2020-07-14 04:45:46,275 - ERROR
{"Event ID": 586, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250177021,
"Event Source": "NETAPP-01",
"Description": "Failed to
create index abc6 in catalog
volume while executing command
scan {- newid: 'abco6'}"}

2020-07-14 05:08:35,393 - INFO
{"Event ID":351, "Event
Category": "System resource
utilization”™, "Event Type":
"Resources available for scan",
"ExecutionId": 408250529264,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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XCP <command> is running on
platform <platform info> for
source <source info>

XCP scan completed successfully
after scanning <scan item
count> items.

Source <source

scanned>

System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

O[HIE of

2020-07-14 05:08:35,478 -
{"Event ID": 13, "Event

Category": "XCP job status",
"Event Type":

INFO

"Starting xcp
scan operation", "ExecutionId":
408250529264,
"NETAPP-01",

"XCP command

"Event Source":
"Description":

scan {-newid:
'abc7'} is running on platform
Linux-2.6.26-2-amd64-x86 64-
with-debian- 5.0.10 for source
10.234.104.250:/testl"}

2020-07-14 05:08:35,653 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":

408250529264, "Event Source":
"NETAPP-01",

"XCP scan completed

"Description":

successfully after scanning 479
items. Source
10.234.104.250:/testl"}

2020-07-14 05:15:13,562 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization”, "Event Type":

"Resources available for copy",

"ExecutionId": 408250596708,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command copy ,
are CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,

cache 0.5"}
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Ml

XCP <command> is running on
platform <platform info> for
source <copy source> and
destination <copy
destination/target>

XCP copy completed successfully
after scanning <scanned item
count> of which <matched item
count> are matched and <copied
item count> items are copied to
the destination. Source <copy
destination :<copy
destination/target

source>,

O[HIE of

2020-07-14 05:15:13,647 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation",
408250596708,
"NETAPP-01",

"XCP command

"ExecutionId":
"Event Source":
"Description":
copy {} is
running on platform Linux-
2.6.26- 2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS
server>:/source vol and
destination <NFS destination
source>:/testl"}

2020-07-14 05:15:13,885 - INFO
{"Event ID":26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":

408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after scanning 3
of which 0 are matched and 2
items are copied to the
destination. Source <IP
address of NFS
server>:/source vol,
destination <NFS destination
source>:/testl"}
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XCP <command> is running on
platform <platform info> for
source <sync source> and
destination <sync destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

O[HIE of

2020-07-14 06:41:20,145 - INFO
{"Event ID":

16, "Event Category": "XCP job
status", "Event Type":
"Starting xcp sync operation",
"ExecutionId": 408251920146,

"Event Source": "NETAPP-01",

"Description”: "XCP command
sync {-id: 'autoname copy 2020-
07- 14 06.22.07.233271"} is
running on platform Linux-
2.6.26-2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS server>:/src vol
and destination <NFS

destination source>:/dest_vol"}

2020-07-14 06:41:28,728 -
{"Event ID": 352,
Category": "System resource
utilization",

INFO
"Event

"Event Type":
"Resource available for sync",

"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "System
resources available while

executing xcp command sync {-
id: 'autoname copy 2020-07-

14 06.22.07.233271"'} , are

CPU: count 4,

(1/5/15m) 0.1,
memory (GiB) :

7.8, free 6.6,
cache 0.5"}

load avg

0.0, 0.0, System
avail 7.2, total
buffer 0.1,
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XCP sync is completed. Total
scanned <scanned item count>,
copied

<copied item count>,
modification <modification item
new file <new file
delete item <delete
item count>.

count>,
count>,
Command executed
<command>

XCP <command> is running on
platform <platform info> for
source <verify source> and
destination <verify
destination>

System resources available
while executing xcp command:
<CPU info>,

<command>, are

<memory info>

O[HIE o

2020-07-14 06:41:29,245 - INFO
{"Event ID":17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":

408251920146, "Event Source":
"NETAPP-01", "Description":
"XCP sync is completed. Total
scanned 66, copied O,
modification 1, new file O,
delete item 0. Command executed
sync {-id:
'autoname copy 2020-07-
14 06.22.07.233271"}"}

2020-07-14 06:54:59,084 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408252130477,
"NETAPP-01",

"XCP command

"Event Source":
"Description":
verify {} is running on
platform Linux-2.6.26-2-amd6c4-
x86 64-with- debian-5.0.10 for
source <IP address of NFS
server>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:54:59,085 - INFO
{"Event ID": 353,
Category": "System resource

utilization",

"Event

"Event Type":
"Resources available for
verify", "ExecutionId":
408252130477, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify , are CPU:
load avg (1/5/15m)
0.0, System memory
7.3, total 7.8,
buffer 0.1,

count 4,
0.0, 0.0,
(GiB) :
free 6.6,
cache 0.5"}

avail



215

54

=

ojHE Bz

[ |

Ml

log file path <file path> ,

severity filter level <severity
level>,
sanitization is set as

log message

<sanitization value>

Event file path: <file path>,

severity filter level <severity
level>,
sanitization is set as

event message

<sanitization wvalue>

Catalog volume is left with no

free space please increase the

size of catalog volume <catalog
volume running out of space>

O[HIE of

2020-07-14 06:40:59,104 - INFO
{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":

"XCP logging information",
408251920140,
"NETAPP-01",
"Log file path
/opt/NetApp/xFiles/xcp/xcplogs/
xcp.log, severity filter level
INFO, log message sanitization
is set as False"}

"ExecutionId":
"Event Source":
"Description":

2020-07-14 06:40:59,105 - INFO
{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408251920140,

"Event Source": "NETAPP-01",

"Description": "Event file path
:/opt/NetApp/xFiles/xcp/xcplogs
/xcp_event.log, severity filter
level INFO,

sanitization is set as False"}

event message

2020-07-14 04:10:12,897 - ERROR
{"Event ID":54, "Event
Category": "Application
failure", "Event Type": "No
space left on Catalog volume
error", "ExecutionId":
408249630498, "Event Source":

"NETAPP-01",
"Catalog volume is left with no
free space. Please increase the
size of catalog volume<IP

"Description":

address of NFS destination
server>:/cat _vol"}
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Catalog volume <catalog volume>
is left with no free space to
store index <index id> while
executing <command>. Please
increase the size of the
catalog volume <catalog volume

running out of space>

NEFS LIF <LIF IP> is not
reachable for path <volume path
without IP> while executing
<command>. Please check volume
is not offline and is
reachable.

TCP connection could not be
established for IP address

<IP>.
configuration.

Check network setting and

O[HIE of

2020-07-14 04:52:15,922 - ERROR
{"Event ID": 53, "Event
Category": "Application
failure", "Event Type": "No
space left for catalog volume
error", "ExecutionId":
408250278214, "Event Source":

"NETAPP-01", "Description":
"Catalog volume
10.234.104.250:/cat_vol is left
with no free space to store
index abc7 while executing

scan {-newid: 'abc7'}. Please
increase the size of the
catalog volume <IP address of
NFS destination

server>:/cat vol"}

2020-07-14 07:38:20,100 - ERROR
{"Event ID":61, "Event
Category": "Application
failure", "Event Type": "NFS
mount has failed",
"ExecutionId": 408252799101,

"Event Source": "NETAPP-01",
"Description": "NFS LIF <IP
address of NFS destination
server> is not reachable for
path /testll while executing
scan {}. Please check volume is

not offline and is reachable"}

2020-07-14 07:44:44,578 - ERROR
{"Event ID": 71, "Event
Category": "Application
failure", "Event Type": "IP is
not active", "ExecutionId":

408252889541,
"NETAPP-01", "Description":
"TCP connection could not be
established to the address <IP
address of NFS destination
server>.

"Event Source":

Check network setting

and configuration."} (UT done)
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Target volume is left with no
free space while executing:
<command>. Please increase the
size of target volume <volume
running out of space>.

Index id {} is already present
Use new index id and rerun

command

<command>

CPU usage has crossed
<percentage CPU used>%

Memory Usage has crossed
<percentage memory used>%

O[HIE of

2020-07-14 07:07:07,286 - ERROR
{"Event ID": 51, "Event
Category": "Application
failure", "Event Type": "No
space left on destination
error", "ExecutionId":
408252316712, "Event Source":
"NETAPP-01", "Description":
"Target volume is left with no
free space while executing
copy {}. Please increase the
size of target volume <IP
address of NFS destination
server>:/cat vol"}

2020-07-14 09:18:41,441 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command:
scan {-newid: 'asd'} "}

2020-06-16 00:17:28,294 - ERROR
{"Event ID": 362, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01 ",
"Description": "CPU Usage has
crossed 90.07%"}

2020-06-16 00:17:28,300 - ERROR
{"Event ID": 363, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01",
"Description": "Memory Usage
has crossed 95%"}
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XCP <command> is running on
platform <platform information>
for source <resume source> and
destination <resume
destination>

System resources available
while executing xcp command:
<CPU info>,
<memory information>

<command> , are

O[HIE of

2020-07-14 06:24:26,768 - INFO
{"Event ID": 22, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
resume operation",
408251663404,
"NETAPP-01",

"XCP command

"ExecutionId":
"Event Source":
"Description":
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} is running
on platform Linux-2.6.26-2-
amd64- x86 64-with-debian-
5.0.10 for source <IP address
for NFS sever>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:24:26,837 - INFO
{"Event ID": 356,
Category": "System resource
utilization", "Event Type":

"Resource available for

"Event

resume", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01","Description":
"System resources available
while executing xcp command
resume {-id:
'autoname copy 2020-07-
14 06.22.07.233271"} ,
CPU: count 4, load avg
(1/5/15m) 0.1, 0.1, 0.0, System
memory (GiB): avail 7.2,total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

are
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XCP resume is completed. Total
scanned items <scanned item

count>, total copied items
<copied item count>. Command

executed :<command>

Index id <index id> is already
present. Use new index id and

rerun command <command>

Index id <index id> used while
executing sync is incomplete.
Try resume on the existing
index id <index id>

O[HIE of

2020-07-14 06:26:15,608 - INFO
{"Event ID": 23, "Event
Category": "XCP job status",
"Event Type": "XCP resume
completion", "ExecutionId":
408251663404,
"NETAPP-01",
"XCP resume is completed.
total

Command

"Event Source":
"Description":
Total
scanned items 5982,
copied items 5973.
executed resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} "}

2020-07-14 09:43:08,381 - ERROR
{"Event ID": 76,
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
o1", "Index id

asd is already present

"Event

"Description":
Use
new index id and rerun command

scan {-newid: 'asd'} "}

2020-07-14 10:33:09,307
{"Event ID": 82,

Category": "Application
failure",

- ERROR
"Event

"Event Type":
"Incomplete index used for
"ExecutionId": null,
"NETAPP-01",
"Index id
autoname copy 2020-07-

14 10.28.22.323897 used while
executing sync is incomplete.
Try resume on the existing

sync",
"Event Source":
"Description":

index id autoname copy 2020-07-
14 10.28.22.323897."}

389



O|HIE IDQIL|Ct O|HIE HIZE]
365 CPU utilization reduced to <CPU

percentage used>%

364 Memory utilization reduced to

<CPU percentage used>%

10 XCP command <command> has
failed

XCP SMB O|HIE 21
XCP SMBO|| CHst O|HIE 271 o|E ZHESL|C}.
C}2 HOil= XCP SMBO|| CH3t O[HIE 237} Lt9t QI&LICEH

O[HIE IDYLICE

355 CPU usage has crossed <CPU
percentage use>%

390
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2020-07-14 09:43:08 381 - ERROR
{"Event ID": 364, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for xcp",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description™: " CPU
utilization reduced to 26%}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 364, "Event
Category": " Resources
available for xcp", "Event
Type": "Resources available for
xcp", "ExecutionId":
408351663478, "Event Source":
"NETAPP-01", "Description": "
Memory utilization reduced to
16.2%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure",
"ExecutionId":4082516634500,
"Event Source": "NETAPP-01",
"Description": " XCP command

verify has failed”

Ot E o

2020-06-23 12:42:02,705 - INFO
{"Event ID": 355, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed 96%"}
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Memory usage has crossed
<memory percentage use>%

Address was not found:
<complete address over which
command is fired>

Interface cannot be found: <
complete address over which
command is fired >

Invalid Address. Please make
sure that the Address starts
with "\\'

O[HIE of

2020-06-23 12:42:02,705 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed92.5%"}

2020-07-15 02:57:06,466 - ERROR
{"Event ID": 61, "Event
Category": "Application
Failure", "Event Type":
"Address was not found",
"ExecutionId": 408264113690,
"Event Source": "NETAPP-01",
"Description": "Address was not
found: \"\\\\<IP address of SMB
server>\\cifsl\""}

2020-07-15 02:52:00,603 - ERROR
{"Event ID": 62, "Event
Category": "Application
Failure", "Event Type":
"Interface was not found",
"ExecutionId": 4082640716l6,
"Event Source": "NETAPP-01",
"Description": "Interface
cannot be found: \"\\\\<IP
address of SMB
server>\\cifsl1l\""}

2020-07-15 03:00:10,422 - ERROR
{"Event ID": 63, "Event
Category": "Application
Failure", "Event Type":
"Invalid Address",
"ExecutionId": 408264197308,
"Event Source": "NETAPP-01",
"Description™: "Invalid
Address. Please make sure that
the Address starts with "\\'"}
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Destination volume is left with
no free space please increase
the size target
volume:<destination volume>

Log file path <file path>,
severity filter level <severity
level>, log message
sanitization is set as <value
of sanitization option>

Event file path <file path>,
severity filter level <severity
level>, Event message
sanitization is set as
<sanitization option>

O[HIE of

2020-06-15 17:12:46,413 - ERROR

{"Event ID": 41, "Event
Category": "Application
Failure", "Event Type": "No

space left on destination
error", "Event Source":
"NETAPP-01", "Description":
"Destination volume is left
space please
increase the size of target
<IP address of SMB
server>\\to"}

with no free

volume:

{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":

"XCP logging information",
408252673852,
"NETAPP-01",
"Description": "Log file path
C:\\NetApp\\XCP\\Logs\\xcp.log,
severity filter level DEBUG,
log message sanitization is set
as False"}

"ExecutionId":
"Event Source":

{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":

"XCP event information",

408252673852,
"NETAPP-01",
"Event file path

"ExecutionId":
"Event Source":
"Description":

C:\\NetApp\\XCP\\Logs\\xcp_ even
t.log, severity filter level
INFO, Event message
sanitization is set as False"}
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This license is issued to <user
name> of <company name>,
license type is <license type>
with <status> status, license
will expire expires on
<expiration date>

XCP <command> is running on
platform <platform information>
for source <scan source>

System resources available wile
command <command>, are : cpu
<CPU information>, total memory
<total memory on system>,
available memory

O[HIE of

{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"license information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description™: "This license is
issued to calin of NetApp Inc,
license type 1s SANDBOX with
ACTIVE status, license will
expire on Mon Dec 31 00:00:00
2029"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP {scan} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 351, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for scan",
"ExecutionId": 408263470688,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command
are : cpu 4, total memory
8.00GiB, available memory
6.81GiB"}

scan,
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XCP scan completed successfully
after scanning <scanned items
:<scan

count> items. Source

source>

XCP <command> is running on
platform <platform information>
for source <copy source> and
destination <copy destination>

System resources available
while executing command

cpu

total memory
available

:<command>, are
<CPU information>,
<Total memory>,
memory <memory available for
execution>

O[HIE of

2020-07-15 02:12:57,932 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":

408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 29
items. Source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:19:06,562 -
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation",
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP {copy} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

INFO

"ExecutionId":

2020-07-15 02:19:06,562 - INFO
{"Event ID": 352,
Category": "System resource
utilization"™, "Event Type":

"Resources available for copy",

"Event

"ExecutionId": 408263563552,
"Event Source": "NETAPP-01",
"Description": "System
resources available while

executing xcp command
are cpu 4,
8.00GiB, available memory
6.82GiB"}

Copy,
total memory
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XCP copy completed successfully
after copying <copied items

count> items. Source :<copy
source>, destination <copy
destination>

XCP <command> is running on
platform <platform> for source
<sync source> and destination
<sync destination>

System resources available
while executing xcp command:
cpu <CPU
information>, total memory
<total memory>, available

<command>, are

memory <available memory>

O[HIE of

2020-07-15 02:19:14,500 - INFO
{"Event ID": 26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":

408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after copying 0

items. Source

2020-07-15 02:27:10,490 - INFO
{"Event ID": 16, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
sync operation", "ExecutionId":
408263688308,
"NETAPP-01", "Description":
"XCP {sync} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

"Event Source":

2020-07-15 02:27:10,490 -
{"Event ID": 353,

INFO
"Event

Category": "System resource
utilization"™, "Event Type":
"Resources available for sync",
"ExecutionId": 408263688308,
"Event Source": "NETAPP-01",
"Description": "System

resources available while
executing xcp command sync,
are cpu 4, total memory
8.00GiB, available memory
6.83GiB"}
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XCP sync completed successfully
after scanning <scanned item

count> items, copying <copied
item count> items, comparing
<compared item count> items,

removing <removed item count>

items. Source <sync source>,
destination <sync
destination>

XCP <command> is running on
platform <platform information>
for source <verify source> and
destination <verify
destination>

System resources available for

command <command>, are cpu
<CPU information>, total memory
<total memory>, available

memory <available memory for
execution>

O[HIE of

2020-07-15 03:04:14,269 - INFO
{"Event ID": 17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":

408264256392, "Event Source":
"NETAPP-01", "Description":
"XCP sync completed
successfully after scanning30
items, copying 20 items,
comparing 30 items, removing O
items. Source \\\\<IP address
of SMB server>\\cifs,
destination :\\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 03:14:04,854 -
{"Event ID": 19, "Event

Category": "XCP job status",
"Event Type'":

INFO

"Starting xcp
verify operation",
"ExecutionId": 408264409944,
"NETAPP-01",
"XCP {verify
-noacl} is running on platform
Windows-8.1-6.3.9600-SP0 for
source \\\\<IP address of SMB
server>\\cifs and destination
\\\\<IP address of SMB
destination

"Event Source":
"Description":

server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":

"Resources available for
verify", "ExecutionId":
408264409944, "Event Source":
"NETAPP-01",
"System resources available

"Description":

while executing xcp command
verify, cpu 4, total
memory 8.00GiB, available
memory 6.80GiB"}

are



357

358

10

=

ojHE Bz

[ |

Ml

XCP verify is completed by
scanning <scanned item count>
items, comparing <compared item

count> items

CPU utilization reduced to <CPU
utilization percentage>%

Memory utilization reduced to
<memory utilization
percentage>%

XCP command <command> has
failed

ORI E off

{"Event ID": 20, "Event
Category": "XCP job status",
"Event Type": "XCP verify

completion”, "command Id":
408227440800,
"NETAPP-01", "Description":
"XCP verify is completed by

scanning 59 items, comparing 0

"Event Source":

items"}

{"Event ID":
Category":
utilization",

357,
"System resource

"Event

"Event Type":

"CPU usage for xcp", "Event
Source": "NETAPP- 01",
"Description": "CPU utilization

reduced to 8.2%"}

{"Event ID": "Event
Category":

utilization",

358,
"System resource
"Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",

"Description": "Memory

utilization reduced to 19%"}

2020-07-14 09:43:08,381 - INFO

{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure", "Event Source":

"NETAPP-01",
XCP command
H:\\console msg\\xcp cifs\\xcp\
\ main .py verify \\\\<IP
address of SMB server>\\cifs
\\\\<IP address of SMB
destination server>\\source vol
has failed”

"Description": "
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