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xcp help
Ol x| 22|
[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]

optional arguments:

help Show XCP help message and exit

-version Show XCP version number and exit

To see help text, you can run:

xcp help Display this content

xcp help info Step by step usage of all commands

xcp help <command> Individual command help

command:

activate Activate an XCP license on the current host

license Show XCP license information

show Request information from host about NFS exports

scan Read all the files from export path

copy Recursively copy everything from source to target

resume Resume copy operation from the point it was halted

sync Synchronize increment changes on source to target after copy

isync Sync changes on target without index

verify Verify that the target is the same as the source

delete Delete data on the NFS exported volume

chown Change the ownership on the NFS exported volume

chmod Change the permissions on the NFS exported volume

logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir

estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog
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[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:

xcp copy -newid idl server:/exportl server2:/e

8. If the copy is halted for some reason, you can use the "xcp resume"
command to resume the copy operation:

xXCcp resume -id idl



9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS

help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with
output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)

—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the



filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or



reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—-exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)



activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time
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-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,



ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.

11
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For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.



For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP_CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx
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[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED

15



AMEBILICEH —v O§7H 2 show IP A L= SAE 0|28 AF2310] NFS AMH0f| CH3E M8 MHE distst=

xcp show -v

2fo| Ml A
NFS 1icense Command= XCP 2i0|MA HEE FA|SL|CT.

o| HHES Mast7| Moj 2to[ A mUO| CHREEE[0] Off SALE|J=X| 2RIt AR
/opt/NetApp/xFiles/xcp/ XCP Linux 22l0|HE S AEQ| C|H E2|LCE,

T2

xcp license

Oof|H| =71

[root@Rlocalhost /]1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

2O MIA HH|0|E
£ MEYLICt update OHIH 4 1icense XCP MEHO|A| |2l 20| MIA S AMSH= HHQULICE
=

xcp license update

16
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[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

=gkl
NFS activate HES AMSH XCP 20| AT} 2Hd &L CY

@ O] HHES AM&sty| Hof| 2to| A mA0| CHREZEE|K Off SALE[RU=X] lotHAIR
opt/NetApp/xFiles/xcp/ XCP Linux 22I0|HE S AEQ| C[AE2|RL|C}.

-2

xCcp activate

ol 271

[root@localhost linux]# ./xcp activate

XCP activated
can BHS FH| AA NFSv3 LIELY| Z22 HAXOR ZASHD MY

=

Xxcp scan <source nfs export path>

17
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[root@localhost

source vol

source vol

linux]#

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

Xcp command

1

2

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt

1/logfile.txt

1/logl.txt
2/FILE_1
2/FILE_5
2/FILE 2
2/FILE_3
2/FILE_ 4

CHE EOl= 7t LIRE|0] JASLICE scan O17H H

<<nfs_scan_newid,

<<nfs_scan_id, 271 ID

2Z-H|91();01F & GT,

<<nfs_scan_match,A7H LX|():ZE();

<<nfs_scan_fmt,AZH-FMT

18

ol A
T S 4g

M olclAo| F1ELHZ

O|F EAFE E= A7
X|gehct.

ZE|9f LX|ot= ol 8l

Al X|Sh= oh 8

./xcp scan <IP address of NFS server>:/

xcp scan <IP address of NFS server>:/source vol

5! CIEE 2| 2F M2l .

S CEE 2|2 M2l .



oH7H i

AZH - du

<<nfs_scan_md5,A7H - MD5 2! It; string_expression
GT;

<<nfs_scan_depth,A7ZH Z10|():n
<<nfs_scan_dircount,AZH C|ZIE2| £=(); n[k]
A2 =5 WA

<<nfs_scan_bs,A 71 - BS n[k]
<<nfs_scan_parallel, 271 - H&E():n

Al OLEl

—_—l— -

scan-subdir-names £ EX5HMA|Q

[A7H-EH ZE-atime]

<«s3.insecure & AZEL|C>>
<<nfs_scan_endpoint,scan-s3.endpoint
<<nfs_scan_s3 profile,-s3.profile

A7H();PROFILE_NAME

<«s3.noverify & AZHEL|CE>>

scan-l(A7H -1

S AFSEILICH -1 D7 ¥4 scan 72| 22 Z2 HAOR T

=
=

ClE2|S Tareto] 2t ClaEalo| 27t ALRRS

CIHMER|S g8 M 2F 372 XFEL
HIuMo| 5 ®MA =ZYXE ZeedLct
= AE3H0] E1|0|E1§ A= 2O /M| E8 AT|E

= —edupe (7|22} 64k).
E XIgeLth@|2ak: 7).
AELICHZ |22t false).

CIE2[0f| A 2| &9l 5t2l CIZE|2[2] 0| §2 AMBLICE.

DEOIIYE
S gL|Ct.
S3 K3l EA10f| HTTPS CHAl HTTPE AtESt= &M
Xl=gfLlct.

2A0|M OFX[2te = AN A o =

o

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Sofl s XI™E URLE IHEQI%“—IE}.

S3 H{3! 412 9I8 AWS Xt E% Iio|H TS
x| & gHc

S3 Kzl S4lof thet ssL 152 7|=
Mol Ct.

fol

1ot
mjo

xcp scan -1 <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

H-q
AFZEILICE -q 07} 13+ scan BS ALSSI0 A2 THd +8 BAELICH

| |
[

xcp scan —q <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

scan-stats, scan-csv 2! scan-html

£ MEYLICt -stats, —csv, A -html 07 H L scan EE| SH E1OM Y42 MUS LIES= BHAULICL

* O] —stats SN2 AIZ0| A £ Q= HOME 220 QIAEILICLH CIE BN "A M2
~html E= "-csv' QLICH CSV(REZ TEE Zh gAlol= Jatst o] JYELICH =20t
@ Q= AR CSV & HTML E1 M7t 7tEr2 0] Ai5 2 2 NEHEIL|CE.

* XCP 211 XM(.csv, .html)= Aol X E FHEH=T 2[X|0| xcp.ini AMEELICH T2
<catalog path>/catalog/indexes/1/reports =L MZELICH M ME EOME
£ 4 "NetApp XCP 1.9.3 &Z="U&L|Ct.

xcp scan -stats <ip address>:/source vol

21
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root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

22



MiB
== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34
Directories: 1
Regular files: 33
Symbolic links: None
Special files: None
Hard links: None
Multilink files: None
Space Saved by Hard links (KB): 0
Sparse data: N/A
Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used:

Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB

Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

2

xcp scan -csv <ip address or hostname>:/source vol

23
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root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960



Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

xcp scan -html <ip address or hostname>:/source vol

Oof|®| =71

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS
server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML
4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

= o
A7H-0|5 AUS
E MEYLIC —-nonames 17 HE: scan I S5 L= HOMOM AFEX S OF 0|22 N|Qste @HQULICE

@ QF A A 2E AL scan B, YULICH —nonames 017 HE&E S AFESH] BhetEl o SE0f| 3t
HMEEILICH -1 SMHS MEHBIL|CY,

e
=

xcp scan -nonames <ip address or hostname>:/source vol
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[root@localhost linux]#
NFS server>:/source vol

source vol
source vol/USER.1
source vol/USER.2

source vol/USER.1/FILE
source vol/USER.1/FILE
source vol/USER.1/FILE_
source vol/USER.1/FILE
source vol/USER.1/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE

Xcp command : XCp scan
NFSserver>:/source vol

13 scanned, 0 matched,

Speed : 3.73 KiB in (4.66 KiB/s),

Total Time : Os.
STATUS : PASSED

./xXcp scan -nonames <IP address or hostname of

1
2
3
4
5
1
5
2
3
4

-nonames <IP address or hostname of

0 error

756 out (944/s)

MERILILE -newid <name> OW7H = scan HALS AT o A A= A0 CHEE 72T 0|2 X o=
9

xcp scan -newid <name> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

AZH ID <catalog_name>

S AHSBILICE -1d 017} #14 scan OIF BAHE i AZH QI A0| lEt2 ] 0[S XIHsHs BYLYLICE
T2

xcp scan -id <catalog name>

Oof|®| =71

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex sOl/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), O0s.

27



xcp scan -match <filter> <ip address or hostname>:/source vol

o 271

root@localhost linux]# ./xcp scan -match bin <IP address or hostname of

NFS server>:/source vol

source vol

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4
Filtered: 0 did not match

Xcp command : xcp scan -match bin <IP address or hostname of
NFSserver>:/source vol

18 scanned, 18 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

AZH - FMT <string_expression>

E MEYLICH -fmt 07 M scan XIFE HAD LX|oH= b 3 C2IE 2|2 Brete| = 8 X|Y5t=

[}

-2

T YLICE

xcp scan —-fmt <string expression> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95

29



FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name,

atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

AZH - du
E MEYLICE -qu 07} ¥4 scan o9 CIMERZ|E Zetsto] 2t ClER|Q 3
=1

xcp scan -du <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -du <IP address or hostname of

NFSserver>:/source vol

24KiB source vol/USER.1
24KiB source vol/USER.?2
52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of

NFSserver>:/source vol
18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)

Total Time : Os.
STATUS : PASSED

A7H - MD5 <string_expression>

=
=

MEELICH -md5 Oi7H H4 scan QEAS o IHY S 20| CHSH M HS MM
7|22 false 2 AHEE|0] JYELICE

MIdg2 ot AS0| ASEIX| oM A &

18]

Mo (:)

__I.l.

xcp scan -md5 <ip address or hostname>:/source vol

0| ot S =042 AL ELICE
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root@localhost linux]#

NFSserver>:/source vol

source vol

./xcp scan -md5 <IP address or hostname of

d47b127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47pb127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d41d8cd98£00b204e9800998ecfB8427e
d41d8cd98£f00b204e9800998ecf8427e
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f234422a92289fb57bc8£f597ffa9 source vol/rl.txt

source vol/USER.1
source vol/USER.?2

d47bl27bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47bl27bc2de2d687ddc82dac354c415
d47bl27bc2de2d687ddc82dac354c415
d47bl27bc2de2d687ddc82dac354c415
Xcp command : xcp scan —-mdb <IP address or hostname of NFS

server>:/source vol

18 scanned, 0 matched,

Speed : 16.0 KiB in
Total Time : Os.
STATUS : PASSED

AZH Z10| <n>

£ METLICt -depth <n> OH7H
Of7 4= XCP7 OHU S AZHEt
XCPE XS = 79| 81| C|2E{2|

-2

(34.5 KiB/s),

0 error

n

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

2.29 KiB out (

Mol AM 70|E Hetdt= F
tel CIZIE{2[o] ZO|E RIFELICY.

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt

2/FILE 1
2/FILE 5
2/FILE 2
2/FILE 3
2/FILE 4

4.92 KiB/s)

olE S0, =Xt 27t X[HE B2

xcp scan -depth <n> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-depth 2 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -depth 2 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

A7H - dircount <n[k]>

=
=

MEYLICH -dircount <n[k]>Oi7H ¥4 scan AZHOIN CIAER|S YS 1) @F 37|15 X|Hsts BEYLICH
7|2gke eakLict.

-4
Ho

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -dircount 64k <IP address or
hostname of NFS server>:/source_vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

| >

U= S= HA

i

AF2BILIC}H —edupe OH7H B4 scan EIMO| B2 ®H FHKIE TEsty| Qe EQUL|CE

@ S3(Simple Storage Service)= &€ IS X|ASHX| ELICH M2t S3 HZIE 2| EtZ iAo =
X|IHBLICH scan -edupe 3|2 H|O|E{0]| CHSE gf "None"g HtetetL|Ct.

-2

xcp scan —edupe <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

== Maximum Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9

== Average Values ==
Namelen Size Depth Dirsize
6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11
== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour
4

<15 mins

11

future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
Total count: 18



Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

A7H - BS <n[k]>

£ AF8™LILt -bs <n[k]> Oi7H M= scan BHE AESIH YH7|/M7| 28 37| XIFELICE Ol= & AE5HK
CIOIEE 8= 2700 HEELICH -md5 L= -edupe U7 B 7|2 S8 37| = 64KYLICEL

-2

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -bs 32 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

A7 HEH <n>

£ MEYLIC -parallel B = scan 2[CH SA BIX| Z2M|A #5 X|Fot= HHYLICE 7|=32 7LICH

o
Ho

xcp scan -parallel <n> <ip address or hostname>:/source vol
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AZH

—

[root@localhost

linux]#

./xcp scan -parallel 5 <IP address or hostname

of NFS server>:/source vol

source vol

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

.1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.
1/file2.
1/logfil

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

1

2

.2/FILE 1
.2/FILE 5
.2/FILE_ 2
.2/FILE 3
.2/FILE 4

txt
txt
e.txt

1/1logl.txt

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS

server>:/source vol

18 scanned, 0 matched, 0

Speed : 4.59 KiB in

Total Time : Os
STATUS : PASSED

O} =
| M |

E MEELICH -no1d 047 H4: scan 7|
QUL|CE.

e

error

H o|dlA A
-1 O

(7.36 KiB/s), 756 out (1.19 KiB/s)

HE MESHA| =5 AHot=

xcp scan -nold <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -nold <IP address or hostname of NFS

server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -nold <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

scan-subdir-names £ & X5IAAIQ

E METLICH -subdir-names Of7 B4 scan CIEIE 2|0 A £|AH2| St CI2E{Z|9] O|1E=2 4

__I_I.

|
[

xcp scan -subdir-names <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

AZH-HZ=_atime

E MEYLICt -preserve-atime 7 HE scan BE THIYS AAN A OFX|2fOZ HM|ASH LM Z FH6H=
HHULICE

NFS SR7t ME|H AEZ[X] A|ARIO| 7] A| HMA AZHE £THSIEE M E 22 THYO| CHot A A|ZHO]
SHELICH XCP= WM A AZH2 2N HESHA| AELICH XCP= THY S S o M| A A[ZHd| CHot RIHIO|EE
E2|AELICEH E S2IYLICt -preserve-atime 82 AM|A A|ZHS XCP ¢47| 2H Mol ™=l 22l 2=
MAE™ELICt

=
=

Xcp scan -preserve-atime <ip address or hostname>:/source vol
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[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1



source vol/USER1/DIR1 3/FILE DIR1 3 7475 3
source vol/USER1/DIR1 3/FILE DIR1 3 65536 2
source vol/USER1/DIR1 3/FILE DIR1 3 13926 4
source vol/USER1/DIR1 3/FILE DIR1 3 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 26828 6
source vol/USER1/DIR1 3/FILE DIR1 3 33279 7
source vol/USER1/DIR1 3/FILE DIR1 3 39730 8
source vol/USER2/DIR1 3/FILE DIR1 3 1024 1
source vol/USER2/DIR1 3/FILE DIR1 3 65536 2
source vol/USER2/DIR1 3/FILE DIR1 3 7475 3
source vol/USER2/DIR1 3/FILE DIR1 3 13926 4
source vol/USER2/DIR1 3/FILE DIR1 3 20377 5
source vol/USER2/DIR1 3/FILE DIR1 3 26828 6
source vol/USER2/DIR1 3/FILE DIR1 3 33279 7
source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol

Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 14.14.15.334173 scan.log

STATUS : PASSED

-s3.insecure & AZHEL|C}

E MNEELICH -s3.insecure Oi7H B4 scan S3 K3 EX0| HTTPS CHA HTTPE AtE5t= E

-2

xcp scan -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

A7H - S3.AE=HEQIE <s3_endpoint_url>

=
=

AEYLICE -s3.endpoint <s3 endpoint url> O§7f = scan S3 H3! S4IE 28 X[HE URLE 7|2

AWS B URLE MH2lst= HHLIct.

__I.I.

=
[L

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

-s3.profile <name>S AZNEIL|C}

E MEELICE s3.profile Oi7H #H scan S3 H3 S410| AFRE AWS A1H BE DIHUNAN ZE2EHEZ X|Hot=
H2q
o o

TR

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1
USERL/FILE USER1 1024 2

USER1/FILE_USER1 1024 3
USERL/FILE USER1 1024 4
USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

-s3.noverify S AZHEIL|C}

£ MEYLICt -s3.noverify 07 ¥4 scan S3 HZ EA0| CHot SSL Q1E2Q| 7|12 HES M
D=|E:IOI|__|[:|.
ooHd .

-4
Mo

xcp scan -s3.noverify s3://<bucket name>
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root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

A

XCP NFSQULIC copy BHS MM AA CIHIERZ| 2T E HAMSI CHA NFSv3 LHELHZ |2

SAFRLICE,

S SBLICE copy HHS SR AA U h4 F27t HA2 BBLICE A U ZALE
FTAIZH AR FEoE EAL K B2 Al BAIELICH

2l 21 M2 of AFLICH
2 E = FHEZE00| 71 2Z0| JASLIH.

=
‘Mode AIAZIOl 2D Athst 2ALZS AAZ ALBY 4 AUBLICE 0f

o > oy o

- N
~

©
my! I-; $0

-2

xcp copy <source nfs export path> <destination nfs export path>

46

=2 =
=2 =2 =

Cl. <ip address>:/vol/ex s01/.snapshot/<snapshot name>

/opt/NetApp/xFiles/xcp/xcp.log 0| A2= 7A

Ch=at
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root@localhost linux]#
server>:/source vol < IP address of
destination NFS server>:/dest vol

xCcp: WARNING: No index
autoname copy 2020-03-
03 23.46.33.153705

Xcp command
address of destination NFS
server>:/dest vol

0 matched, 17 copied, 0

(51.2 KiB/s),

18 scanned,
38.9 KiB in
Total Time 0s.
STATUS PASSED

Speed

CHE E0ll= 7t LIE R0 ASLICE copy OH7H H4 8

OH7H i

7tml - ol & S

<<copy_match, = A2 X|(); ZE]();
<<copy_md5,copy-md5
<<copy_dircount, SAt C|2 E2| £(); n[k]
SA-S S HA

ZAt-BS n[K]
Ab-eH

<<copy_bs,
<<copy_parallel,=

(:n

= MEfghLCt

copy-preserve-atime
-s3.insecure 2 SAFEL|CH
<<copy_s3_endpoint,copy-s3.endpointE +EL|C}
<<copy_s3_profile,-s3.profile It;profile_name=

SARILITH)E +ELI

-s3.noverify 2 SAFL|Ct

name has been specified,

81.2 KiB out

./xcp copy <IP address of NFS

creating one with name:

xcp copy <IP address of NFS server>:/source vol <IP

error
(107KiB/s)

243
o S5 W EOM0M AHEXL S OF 0|2

CIE2IS A4S o ¥

21 = od
HIuMo| 55 ®MA FYXE ZetetL|c).
S71/27] 25 37|12 XZLLITHI =L 64k).
SAIBIK| Z2M|AQ| |t 5 X[FELICHZI=EL: 7)
HE DS AA0 M OMX[2 e 2 AN A LU=

St

S3 H3l EA10|| HTTPS CHAI HTTPE A3
M-S gL,

o
= SMHE

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Slofl chs XI™E URLE XH’S.*QI%*LIEF.

S3 H3l EAIE QI8 AWS AtZ ZSE O ZZ2LS
X| & gL},

S3 K2l S0 thek sSsL
Mol Ct.

fol

tot

21529l 7=

J
fjo

47
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£ MEYLICt -nonames 474 #H copy Y SE E£= HIOX M AFEXL S OF 0|E2 M st HEYULICH

Xcp copy -nonames <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol

ol 271

[root@localhost linux]# ./xcp copy -—-nonames <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.48.1472¢61

Xcp command : xXcp copy —nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)

Total Time : Os.

STATUS : PASSED

<filter>E SAI2L|Ct

MEYLIEt -match <filter> U0 Ha copy BE{QF LX|Sh= Th 8l I E2|R N2 = =5 X|Hst=
o

=
=
THYULICE.

-4
Mo

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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C

=
=

7|

__I.l.

[root@localhost linux]# ./xcp copy -match bin <IP address or hostname

of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-
04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS

server>:/source vol <IP address
of destination NFS server>:/dest vol
18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.
STATUS : PASSED

opy-MD5 <string_expression>(MD5 = A})

AMETILICH -md5 O§7H HE copy QEAS f IHY S 20 CHet MIMES MMStD M3
242 false £ ™ E[O] YSLILCH

| |
[

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)

Total Time : Os.

STATUS : PASSED

Copy-dircount <n[k]> £ & =SIMA|2

£ MEYLICt -dircount <n[k]> Oi7H HE: copy BHS AFESIH CIAMEERIE S M 2F 375 XIFELICL
7|22 64kYLILCE.

-2

xcp copy -—dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

50
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[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-
03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS

server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)
Total Time : Os.

STATUS : PASSED

SALEE H|H

£ MEELICt -edupe 71 B copy HIMO| S HMAH =FX|E Z5H7| elet SHYLICH

@ S3(Simple Storage Service)= 2% OIS X|otX| QE&L|Ct [2tM S3 HZIS 2] Etzl
K| ™MELICE copy -edupe 2|4 H|O|E{0]| CHE 2t "None"S dhetstL|Ct,

— =
72
—

xcp copy -edupe <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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52

[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future



10 5

Total count: 18
Directories: 3
Regular files: 15
Symbolic links: None
Special files: None
Hard links: None,
multilink files: None,

Space Saved by Hard links (KB):

Sparse data: None
Dedupe estimate: N/A

Total space for regular files:

size: 10.0 KiB, used: 40 KiB

Total space for symlinks: size: 0, used: 0

Total space for directories:

Total space used: 52 KiB

S

ize: 12 KiB, used: 12 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS

server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error
Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)

Total Time : 1s.
STATUS : PASSED

S Al - BS <n[k]>

E MEELICE -bs <n[k]> D47 H= copy
64K LICE.

-2

0H2d
[SX=)

2 AE3I0] 7|/ S8 3712 XFELILE 712 25 371=

xcp copy -bs <n[k]> <ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)

Total Time : Os.

STATUS : PASSED

A -HE <n>

E ME8LICE -parallel <n> 017 B4 copy Z[CH SA| HiX| T2 MA 5 X|™HSt= HHQULICE 7232
7LICE

-2

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>
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[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED

copy-preserve-atime S MEHSHL|C}

E METLICt -preserve-atime 7 HE copy BE TS AANA OHX|2fO 2 HAM| AT LMZ A=
D=|E:|O||_| [_|.
ooHd .

£ 22/YLIL -preserve-atime M2 HM|A A[ZHS XCP 17| 2t Tof| B E 2l 22 MAF L.

T2

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@clientl linux]# ./xXcp copy —-preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272 copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.742272_ copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

-s3.insecure = SALEILICE
£ MEYLICI -s3. insecure 7] ¥4 copy S3 HA EMH HTTPS CHA HTTPE ALEdt= &
TE

xcp copy -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-
08 09.01.47.581599
Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded,
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)
Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

5

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-
08 09.15.58.807485
Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded,
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)
Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
08 09.15.58.807485 copy.log

STATUS : PASSED

Copy-s3.Endpoint <s3_endpoint_url> £ & XA

5

£ ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f M copy S3 H3! SAIE 2I8H X[HE URLE 7|2

AWS 28 URLE ME2lst= BH LI

57
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xcp copy -s3.endpoint https://<endpoint url>: s3://<bucket name>
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.profile <name> £ SAEtL|Ct

S Ar8ELICt s3.profile D7 M= copy S3 M2l S0 ArEE AWS AtF T Ot M Z2ES X| 5=

H2q
oo

e

60
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.noverify 2 SALefLICt

£ MEYLICt -s3.noverify W7 H= copy S3 HZ! 4101 Lot SSL @1F 29| 7|2 AES MAElH=
HajolL El.
o .

xcp copy -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670



KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

S7|%t

XCPO| CHet AH, o7l Ha~ 5L of
MEELICHdry run SMS ME{SL|C,

XCP NFS@LIC sync B FHE21 QIE|A E411 0|5 tE 0| HX| Keio| HSS AFBOH0| A4 NFS
ClE2|o] 17 W 4% ARS AMBILICH AA0] i3t S7H2 HZ Argol SR=D e Cl2Ea|o] MSELIT,
O[T FHEZ ] QIE|A MisL S7|3t Bef 3 A 202 TN ELC

() Solst = 30| £ A ClE2)7t chak NFSV3 LS| 2 ChA = RIELIC
G

xcp sync -id <catalog name>

@ £ 2=ILICt -id <catalog name> Of7H M= Off HREL|CH sync A,
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[root@localhost linux]#
04 01.10.22.338436
Index:

XCp: {source:

server>:/source vol,

Xcp command
0 scanned, 0 copied,
26.4 KiB in
Os.

PASSED

Speed
Total Time
STATUS

Ct2 HOll= 7t LIRE|0| AELILE sync OH7H

o7} 4

<<sync_id,sync-id &7|} ID 7221 0|

o

|

718t - 0| &

<<sync_bs,&7|%} - BS n[k]

<<sync_dircount,&7|2} C|2E2| 2=(); n[k]

<<sync_parallel, 57|} - HZH();n

MEHSILICE

sync-preserve-atime=

37|t -0l

ojn

[e3]
HA

0jo

£ METLICt -nonames D74 H sync I S5 EE= H A0 AFEXL S

-2

target:

./xcp sync -id autoname copy 2020-03-

<IP address or hostname of NFS

<IP address of
destination NFS server>:/dest vol}

0 modification,

(27.6 KiB/s), 22.7 KiB out

xcp sync -id <catalog name> -nonames

xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 new item, 0 delete item,

(23.7 KiB/s)

0 error

A
O|™ SALZ QIElAo| FHEIZ T 0| X|HRLICE. 2
E 07 HaJLDH sync BE.
oY =5 A 2OMOM ALK S O 0|82
A2 °|=.H—|E|'.

AHIIIMT| EE

E ol
= 21=

C|2E 2 W 2 37|E XYLt

SAIBIK| Z2M|AQ| | =5 X[FeLCh7|=

DE MU AACAM OFX|SHOR A
Selgt|ct

_ll_H

—

OE 0|22 H2dt= BY

o

8 e}

37|18 XNEYLICHZ|22L: 64k).

HIL
HA .

(=

ol
=

L|Ct.

7).
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[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

7|3} - BS <n[k]>

£ MEYLIC -bs <n[k]> 7 B sync BHS ALESI0] 247|/47| 28 37| X[FeLLL 7|2 28 37|=
64KILICE.

-2

xcp sync -id <catalog name> -bs <n[k]>

ol 271

[root@localhost linux]# ./xcp sync -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

sync-dircount <n[k]> £ EZT5IMA|L

£ AFE™LILt -dircount <n[k]>OW7H H sync BES AHESHH CIAMERE S M 2F 37[S XIFELICL
7| 222 64kQLICE
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xcp sync -id <catalog name> -dircount <n[k]>

o 271

[root@localhost linux]# ./xcp sync —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error

Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)
Total Time : Os.

STATUS : PASSED

37|t -EE

£ AFE™LIL -parallel O 4 sync Z|CH SA| BX| Z2M|A =5 X|F5t= BHYULICH 7|2 42 7QILICH

HA (=]

-2

xcp sync -id <catalog name> -parallel <n>

ofixl 271

[root@localhost linux]# ./xcp sync -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error

Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)
Total Time : 1s.

STATUS : PASSED

-preserve-atime

E MEYLICt -preserve-atime 7 HE sync 2E TS AAN A OFX|2fO 2 HAM|ASTH LM Z SH6H=
D=|E:|OI|_| E_I.
o .

od
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__I.I.

ZEI2LICt -preserve-atime M2 HNA A|ZHS XCP 7| &

[
L

XCp sync -preserve-atime -id <catalog name>
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[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED
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S71t E2to] &

E 22BLICt sync BHD B dry-run SHS 27| YO OF L2 QYA HSE ALZEI0] 24 NFS
ClMEZ|Q HE = 3 ArYS ZELICh ot O] BH2 o|F =H| g 0|= M I+, 0|F, AMK| 2= 0|F0|
HEE o 2 lZIE"E1EIE dMetL|ct BE2 AA HE LIS EOSHK| T EFU0| HE5HX|= °a$l-llif
1=

xcp sync dry-run -id <catalog name>

(i) 228U -1d <catalog_name> 07} #4E O BRELICE sync dry-run BY S4.
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[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)
Total Time : Os.

STATUS : PASSED

CHE Bl 7t LIEE[X] /}ELICE syne dry-run Of7H H4 51 HH

OH7H H = A

<<sync_dry_run_id,&7|%} dry-run-id O|™ SALR QIElAS| FHEIZ= T 0|58 X|™EILICE 2
E 07 Ha LD sync EE.

E2to| H SAHE S7|=2teLct ™ E ClHE2|of ChEt MM HALE HstD 2E AS
HagtL|Ct
MER 7|s.

Dry-run-I2 &7|2t&L|Ct HZAE MY 9 CIAE2(0f CHet M2 HEE QIAHSLIC).

&7|2t dry-run-nonames O} 22 9l HTMOA AFRXF L O2 0|22
H|eleL|ct.

<<sync_dry_run_dircount, 7|3} dry-run-dircount n[k] C|ZEZ|E AUS M @K A7|E X|HELICE

<<sync_dry_run_parallel, 7|2} 714 EZ E&();n SA| HYX| T2 M| A X[CH 5 X[FRfLICHZI22E: 7).
dry-run-id <catalog_name> = 7|3}

E MEYLICt -id <catalog name> Of7H It EEHE AR sync dry-run O SAE QIEIAQ| FHEIZT
O|E2 X|HgL|Ct.
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@ £ S=LICt -id <catalog name> OH7i Ha= Off HREL|CH sync dry-run &

oft
o
[z

xcp sync dry-run -id <catalog name>
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[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0O1

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

Ea2to] & SHE S7|=tetLct

E MEYLICE -stats OHH HEIF ZotEl AR sync dry-run £HE CIAEZ|E XHM[S| AAISID 22 2E
AtgtE BagtL|Ct,

2

xcp sync dry-run -id <catalog name> -stats
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[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),

5.49 MiB out (1.09 MiB/s),
5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),

12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)
Total Time : 13s.

STATUS : PASSED

Dry-run-I2 S7|3tgtL(Ct
E AMEELCt -1 07 T Z8HEl AR syne dry-run HAE DY 9 CIAE2|0f CHst M2 HE
2=

xcp sync dry-run -id <catalog name> -1

off| 271

[root@Rlocalhost linux]# ./xcp sync dry-run —-id ID0O01 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED
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-
Ho

xcp sync dry-run -id <catalog name> -nonames

Oof|®| =71

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

Dry-run-dircount <n[k]> &7|3}

E MEYLICt -dircount <n[k]> 07 HLIb ZotEl AL sync dry-run CIEEZE S T QF 37|E

XIFELICE 7|1 222 64k LICt.

e
=

xcp sync dry-run -id <catalog name> -dircount <n[k]>

FERILICE -nonames OH7H M7t ZEHEl AR sync dry-run MY 58 £ BEOMOIM AKX OE
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[root@localhost linux]# ./xcp sync dry-run -id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED

244 w3 5|8t

=
=

N
7|12at2 7LCt

-

| |
[

xcp sync dry-run -id <catalog name> -parallel <n>

ol 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

ChA] A%

XCP NFSQLICE resume HHS FIEIZ2 1 QIHIA 0|8 EE= HS E X|™SH0 STHE EA}
A S CHA| A|RFEhLCY OIJH EM IOl FIEIZ2 0 QIHIA 0|2 L= HS = of| QELICE

i B —

<catalog path>:/catalog/indexes C|HEZ].

74
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xcp resume -id <catalog name>

(D £ 2=LICt -id <catalog name> OH7 Ha= Of
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[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out (5.46 KiB/s), ls.
xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...

xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}

xcp: resume 'ID0O0O1': Merged options: {-id: 'IDOO1l', -newid: u'IDOO1l'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s),

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25

(17

.2 MiB/s),

.9 MiB/s),

100.0 MiB

465

558



MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951

77



CHE ®oll=

MiB/s), 1ml6s

114,726 scanned*, 97,016 copied*,
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copiedx*,
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*,
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*,
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*,
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied%,
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés

134,630 scanned*, 121,742 copied%,
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1lmbls

134,630
MiB/s),

(21.0 MiB/s),

134,630
MiB/s),

(31.8 MiB/s),
Xcp command

134,630
item,

Speed

Total Time

STATUS

OH7H i

scanned*™,

2.17 GiB

scanned*,

126,057 copied~,

out

Im56s
130,034 copied~,

2.33 GiBout

scanned*™,

0 error

2.40 GiB

PASSED

7t LIE &[0 ASLILE resume OH7H tH

<<resume_id,0|EH A -

<<resume_bs,CtA| A|Z} -
<<resume_dircount,CtA| A|Z} -

<<resume_parallel,CtA| A|Z} -
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2mls
xcp resume -id ID0O1
134,630 copied*,

in (19.7 MiB/s),

2mis.

A Ol
— X

BS n[k]

dircount n[k]

HAH():n

74,158 indexed*,

79,331 indexed~®,

84,217 indexed¥®,

84,217 indexed¥*,

99,203 indexed¥*,

104,317 indexed*,

109,417 indexed¥*,

109,417 indexed¥*,

114,312 indexed¥,

0 modification, O

2.37 GiB out (19.5

2k

EE

m115%$ﬂ L=
resume 9| ’é

Cl2iEf2lE 22 of 9F

1

i

1.46 GiB in

.65 GiB

.77 GiB

89 GiB

.99 GiB

2.06 GiB

2.10 GiB

2.20 GiB

2.36 GiB

new item

MiB/s)

LS| FEHEI 0|IES
oK 7H

3718 XE

H LI}

SH

37|12 XE

ot

in

in

in

in

in

in

in

in

(26.6

(22.8

(21.1

(13.8

(9.02

(21.0

(32.1

, 0 delete

II-I
(==

FL|C}.

ZLICHZ |22k 64k).

fLICt.

SAIBIK] Z2M|AQ| 2| =5 X[FgLChZ|=22L:
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OH7H H == Moy
resume-preserve-atime 2 HZSHMAIQ DE IS AA0N ORX|HO = HMATH S E
SELC

-s3.insecure S CHA| A|ZfEL|CE S3 K3l SAI0| HTTPS Tl HTTPE AF8%t= 842
MlZeLct.
<<resume_s3_endpoint,resume-s3.endpoint 7|2 AWS(Amazon Web Services) 28 URL= S3 H3l
S10f| chisll X|FE URLZ IHEBI&*LIEt.
<<resume_s3_profile,-s3.profile CHA| S3 H3l EAIS QI3 AWS XtZ ZE OIUoM Z2LS
A|ZH();PROFILE_NAME X|&ghLct,
-s3.noverify £ CHA| A|ZFEHLICE S3 K3l S4lof| CHSt SSL 2152| 7|2 &elg
o gt

0|2 M - BS <n[k]>

rir

E MEEILICE -bs <n[k]> 070 H3 resume BHE ALESIH 7|/A7| 2 37|E KHTYLICE 7|2 2 37|
64K LILCE.

T2

xcp resume -id <catalog name> -bs <n[k]>
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[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:
u'ID001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before
resume

44,242

MiB/s),

scanned*™,

5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12

59,558

MiB/s),

59,558

scanned*,

10s

scanned*™,

30,698

35,234

copied™,

copied*,

19,440

19,440

indexed~*,

indexed*,

142

203

MiB

MiB

in



in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824

81



MiB/s),

scanned*,

55s

84,911 copied*, 58,962 indexed*, 1013 MiB in (32.8 MiB/s), 991 MiB out
(33.2

101,667 scanned*, 91,386 copied*, 73,849 indexed*, 1.06 GiB in (15.4
MiB/s), 1.04 GiB out (15.4

MiB/s), 1mOs

118,251 scanned*, 98,413 copied*, 89,168 indexed*, 1.13 GiB in (14.0
MiB/s), 1.11 GiB out (13.3

MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*, 89,168 indexed*, 1.25 GiB in (23.9
MiB/s), 1.22 GiB out (23.2

MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*, 94,016 indexed*, 1.38 GiB in (25.7
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*, 94,016 indexed*, 1.52 GiB in (28.6
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*, 94,016 indexed*, 1.64 GiB in (24.6
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*, 94,016 indexed*, 1.80 GiB in (34.0
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*, 104,150 indexed*, 1.88 GiB in (16.2
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*, 119,455 indexed*, 1.95 GiB in (13.6
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command : xcp resume -id IDO001 -bs 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (19.9 MiB/s), 1.99 GiB out (19.7 MiB/s)

Total Time : 1mé43s.

STATUS : PASSED

resume-dircount <n[k]> £ & ZX5IA AL
£ MEELICE ~dircount <n[k]> Oi7H # resume BHE ALESI0| CIAERZE S M @K 37|
XI-EeL|CE 7| 282 64k LT,

L HA'LC

i

82



xcp resume -id <catalog name> -dircount <n[k]>
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root@localhost linux]#

xcp: Index:

{source:

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp: resume
xcp: diff
progress

39,520 reviewed,

1s.

xcp: resume 'ID0OO1':
directories...

xcp: resume 'IDOO1':
xcp: resume 'ID0OO1':
xcp: resume 'IDOO1':
xcp: resume 'IDOO1':
-newid: u'ID0OO01'}
xXCcp: resume 'IDOO1':
resume

76,626 scanned¥*,

MiB/s), 23.0 MiB out (4.60
MiB/s), 5s

79,751 scanned*, 49,942 copied*,
MiB/s), 131 MiB out (21.5
MiB/s), 10s

79,751 scanned*, 55,901 copied*,
MiB/s), 223 MiB out (18.3
MiB/s), 15s

79,751 scanned*, 61,764 copied*,
MiB/s), 313 MiB out (17.9
MiB/s), 20s

84,791 scanned*, 68,129 copied*,
MiB/s), 384 MiB out (14.2
MiB/s), 25s

94,698 scanned*, 74,741 copiedx*,
MiB/s), 473 MiB out (17.8
MiB/s), 30s

99,734 scanned*, 80,110 copiedx*,
MiB/s), 591 MiB out (23.7
MiB/s), 35s

104,773 scanned*, 86,288 copied*,
MiB/s), 703 MiB out (22.3
MiB/s), 40s

'IDO01":
'ID001"':

2.47 MiB in

Reviewing the incomplete index...

Starting second pass for the in-progress

(1.49 MiB/s),

12.6 KiB out

./xcp resume -id ID001 -dircount 32k

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:
{_

{-dircount:

dircount:

'32k"',
'32k', -

u'ID001'"}
=1elg

id:

Found 4,582 completed directories and 238 in

(7.62 KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

39,520

39,520

39,520

39,520

44,510

54,039

59,044

69,005 indexed¥*,

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

31.7 MiB in

140 MiB

234 MiB

325 MiB

397 MiB

485 MiB

605 MiB

in

in

in

in

in

in

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076 scanned*, 93,265 copied*, 79,102 indexed*, 795 MiB in (15.8
MiB/s), 781 MiB out (15.5

MiB/s), 45s

121,341 scanned*, 100,077 copied*, 84,096 indexed*, 897 MiB in (20.4
MiB/s), 881 MiB out (19.9

MiB/s), 50s

125,032 scanned*, 105,712 copied*, 89,132 indexed*, 1003 MiB in (21.2
MiB/s), 985 MiB out (20.7

MiB/s), 55s

129,548 scanned*, 110,382 copied*, 89,132 indexed*, 1.14 GiB in (32.0
MiB/s), 1.12 GiB out (32.1

MiB/s), 1mOs

131,976 scanned*, 115,158 copied*, 94,221 indexed*, 1.23 GiB in (19.2
MiB/s), 1.21 GiB out (18.3

MiB/s), 1lm5s

134,430 scanned*, 119,161 copied*, 94,221 indexed*, 1.37 GiB in (27.8
MiB/s), 1.35 GiB out (28.3

MiB/s), 1mlOs

134,630 scanned*, 125,013 copied*, 109,402 indexed*, 1.47 GiB in (21.2
MiB/s), 1.45 GiB out

(21.4 MiB/s), 1ml5s

134,630 scanned*, 129,301 copied*, 114,532 indexed*, 1.61 GiB in (29.4
MiB/s), 1.60 GiB out

(29.8 MiB/s), 1m20s

134,630 scanned*, 132,546 copied*, 124,445 indexed*, 1.69 GiB in (14.8
MiB/s), 1.67 GiBout

(15.0 MiB/s), 1m25s

Xcp command : xcp resume -id ID0O01 -dircount 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 1.70 GiB in (19.7 MiB/s), 1.69 GiB out (19.5 MiB/s)

Total Time : 1m28s.

STATUS : PASSED

MoK - EE <n>

£ MEYLIC - parallel <n> 07 M4 resume 2|0 SA| BIX| Z2MA £5 X|FHot= HHYLICL 7|22
7Lt

2

xcp resume -id <catalog name> -parallel <n>
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

-parallel:

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

resume

resume

resume

resume

3}

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5



84,600 scanned*, 74,238 copied*, 64,150 indexed*, 723 MiB in (22.5
MiB/s), 705 MiB out (22.3

MiB/s), 46s

94,525 scanned*, 80,754 copied*, 74,157 indexed*, 807 MiB in (16.7
MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied*, 74,157 indexed*, 1007 MiB in (39.9
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*, 89,192 indexed*, 1.08 GiB in (20.7
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*, 94,248 indexed*, 1.18 GiB in (19.3
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*, 94,248 indexed*, 1.36 GiB in (36.8
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*, 104,275 indexed*, 1.51 GiB in (29.8
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s

129,694 scanned*, 117,218 copied*, 109,236 indexed*, 1.67 GiB in (33.2
MiB/s), 1.65 GiB out

(33.1 MiB/s), 1m21ls

131,753 scanned*, 123,850 copied*, 114,358 indexed*, 1.80 GiB in (25.9
MiB/s), 1.77 GiB out

(25.9 MiB/s), 1m26s

134,630 scanned*, 130,829 copied*, 124,437 indexed*, 1.85 GiB in (11.2
MiB/s), 1.83 GiBout

(11.2 MiB/s), 1m31ls

Xcp command : xcp resume -id ID0O01 -parallel 3

134,630 scanned*, 134,630 copied*, 0 modification, 0O new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (21.6 MiB/s), 2.00 GiB out (21.3 MiB/s)

Total Time : 1m35s.

STATUS : PASSED

resume-preserve-atime S & Xt A|Q

E MEYLICt -preserve-atime DI B4 resume ZE OIUS A A|A DXL O Z HMASH LIWZ E15H=
H24QIL|C}
ocood .
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xcp resume -id <catalog name> -preserve-atime
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root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats :

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

-s3.insecure = CIA| A|ZtEELICH

E MELICt -s3.insecure D17 i resume S3 H3! EXMO| HTTPS CHA HTTPE AM2%t= B H

2 %ELICH-53. insecure N7} H4E B 8H ALBEILIC copy BYS MMOHH ChA| AIXHe of
SAIEILICE S RIRSOF BLICH -3 . insecure CHA| IR Al M2 AFBBILIC

©

Xxcp resume -s3.insecure -id <catalog name>
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root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996
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s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

resume-s3.endpoint <s3_endpoint_url>

£ MEYLICt -s3.endpoint <s3_endpoint url> O§7H = resume S3 K3l E4I2 2[d X[™HE URLE
712 AWS EF URLE THE2elst= YLt

@ 7|2HMOE Resume SAF &Y 0| X|HE S3 Z=H 5l S3 2X S ALSRILICE J2{LE TH7H Al M
S3 2 3 s3 Z2AS XTI off AEE[= 7|=2240] FAIELIC copy BE.

e

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:
-id <catalog name>
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[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,



14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

s3.profile <profile_name>Z LCA| A|ZHEtL|CE

E ME8YLICt -s3.profile <profile name> D7 4 resume S3 HZl SAI0|| AHE S AWS XA BF
oo Z2HS X|™Hst= HE

(D 712X QO Resume2 At &Y S0 X|FE S3 Z=H 3! S3 EFS ALSELICH TI2{Lt XHZH A A
S3 28 % S3 Z2ES XIHSHH off A8E|= 7[=2L0] RAIELICH copy E.

e
=

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

-s3.noverify S CtA| A|ZFEILICEH

E MEYLICE -s3.noverify 07 H4 resume S3 H3! EA10]| LS SSL 2152| 7|2 HE 2 MAHL[St=
D=|E:IOI|__|[:|.
ooHd -

-4
Ho

xcp resume -s3.noverify -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
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Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

stolstL|C}

g 22U verify BY2 2T QIHA HSE AISSIX| ob1 56| 2 = 44
Cl2i=2|ef Chaf CI2E2| ZH] TA| HEO|E Che| CIOJE H| WS AFSBILICE HHE2 AL MBS
Zostod = AlZE 3! 7|EF ot = DA ER] £48 eolgfu|tt. ot 0] B2 &F

ETWMM%E%THMHEME FLICE.
T2

xcp verify <source NFS export path> <destination NFS exportpath>
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[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (86.4 MiB/s), 69.2 MiB out (1.18 MiB/s)
Total Time : 58s.

STATUS : PASSED

Ch2 HEoll= 7 LIBEI ASLILE verify OH7H = 5 &

OH7H = Ml

verify-stats S & Tt AIQ AN SQLERN ERE HEE AZNStD ER| SAE
Cljmi- S

Verify-csv & & XSt AIR A SEN ERE HEE AZNSID EB| EAE
Cljmi-y Sy

Verify-NoData(2t?! - H|O|E 8IS O[O|E{E =tQISHR| & LICt

verify-noattrs & HZEsHAIR E4E LA gE&LICH

22l - nomods o 3 AZES 2RISR etE LTt

<<nfs_verify _mtimewindow,22l-A|Zt EA|7]();s SIE 2l 8= 1 AlZt Xt0| & K| ™ gLt

A5 -v YAHE KIO| ™S LIgst7| sl == YAl AMBL|Ct

verify -I(ZHQl - | LAHE XIO| ™S LiIgsty| st == YAlg AMBtL|Ct

Verify - 0|2 QIS oYl =5 E= BN AFEXH S OF 0|§2
M elghlct
<<nfs_verify_match,2fQI-2 X[ ();ZE(); YA UX[Sh= oHd S ClalE 2|2 X2 Ct,
<<nfs_verify_bs,2?! - BS n[k] 7I/M7| E8 37|18 KFEELICHZ |22 64k).
<<nfs_verify_parallel,2tQI-H&();n SA| BiX| ZEMA S| X|Cf 5 X[HELICHZ|22L: 7)
<<nfs_verify_dircount,ZQ! - C|2 E2| £(); n[K] ClEEZ|E 12 W 8 37| X[HELICt
noidE =IgtL|Ct 7|2 QIHUAE OhEX| ELICHZ|272): False)
verify-preserve-atime 2 &ZXSHMA|L DE IUS AA0N DXL = AN ATHLRWZ
SLCH
-s3.insecure &QIgIL|C} S3 HZl SA0| HTTPS CHA HTTPE At8%t= SN S
NS ELCt.
<<nfs_verify_s3_endpoint,verify-s3.endpoint 7|2 AWS(Amazon Web Services) 28 URLZ S3 HZ!

S4of o8l XY E URLZ IH’SQI%“-IEL

<<nfs_verify_s3_profile,-s3.profile &Q!();profile_name S3 H3l EAIZ2 2o AWS AtZ ZE OIUM ZZ2LS
INESEIE |

fol

tot

-s3.noverify ZHQIgtL|C} S3 HZl S4lof| chigh SSL el&2| 7|2
gl gLt

J
o
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verify-stats 5! verify-csv

MELLICE -stats & —csv I H A verify 2AA S EHH ER

=
=
T YLICE.

i

-
Ho

cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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100

[root@localhost linux]# ./xcp verify -stats

<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s),

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same
Directories: 13,108 / same

Regular files: 121,385 / same
Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -stats <source ip address>:/source vol

5s



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

-2

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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102

[root@localhost linux]# ./xcp verify -csv

<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s),

== Number of files ==
empty

235

same <8KiB 73,916
same 8-64KiB
43,070

same 64KiB-1MiB
4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K
3

same 10,300

same 2,727

same 67

same 11

same

== Depth ==

0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772

same 7,608

same 130

same

== Modified ==

>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins

>10K

2.95 MiB out

(603 KiB/s),

5s



future

15
same 121,370
same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED

T

xcp verify -stats -csv <source ip address>:/source vol
<destination ip address>:/dest vol
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104

[root@localhost linux]#
NFS server>:/source vol <IP

address of destination NFS server>:/dest

224,618 scanned, 48.7 MiB in
== Number of files
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10
235 73,916 43,070 4,020 129 15

same same same same same same

(9.54 MiB/s)

Directory entries
empty 1-10 10-100 100-1K 1K-10K >10K
3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24
15

same 121,370

same

hrs <1 ho

134,630 / same

13,108 / same

121,385 / same

137 / same

Special files: None / same

Hard links: Multilink files:
Xcp command xcp verify -stats -csv <IP

Total count:
Directories:
Regular files:
Symbolic links:

None / same,

vol
, 2.98 MiB out (597 KiB/s),

-100MiB >100MiB

ur <15 mins future

None / same
address of source NFS

./xcp verify -stats -csv <IP address of source

5s



server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

Verify-NoData(2?! - O[0|E &

£ MEYLICt -nodata 7] H4= verify H|O|E{E HASIX| F=5 X|Hot= HHYLIC.
ag

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED
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verify-noattrs £ & Z5IMA| 2

E MEELICH -noattrs O HE: verify $482 A

e
xcp verify -noattrs <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,
autoname verify 2020-03-05 02.19.14.011569

creating one with name:

40,397 scanned, 9,917 found, 4,249 compared, 4,249 same data, 211 MiB
in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared, 8,867 same data, 475 MiB
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared, 15,038 same data, 811
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared, 19,928 same data, 1.02
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared, 24,803 same data, 1.32
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found, 32,595 compared, 32,595
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s

75,179 scanned, 34,656 indexed, 47,680 found, 40,371 compared, 40,371
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s

75,179 scanned, 34,656 indexed, 58,669 found, 51,524 compared, 51,524
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s

78,097 scanned, 39,772 indexed, 69,343 found, 61,858 compared, 61,858
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned, 69,593 indexed, 80,049 found, 69,565 compared, 69,565
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out (1.18 MiB/s), 50s

110,213 scanned, 69,593 indexed, 86,233 found, 75,727 compared, 75,727
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out (612 KiB/s), 55s

110,213 scanned, 69,593 indexed, 93,710 found, 83,218 compared, 83,218
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out (705 KiB/s), 1mOs

110,213 scanned, 69,593 indexed, 99,700 found, 89,364 compared, 89,364
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same data, 3.20 GiB in

(56.9 MiB/s), 48.7 MiB out (593 KiB/s), 1mbs

124,888 scanned, 94,661 indexed, 107,509 found, 95,304 compared, 95,304
same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s), 1mlO0s

134,630 scanned, 104,739 indexed, 116,494 found, 102,792 compared,
102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s), 1ml5s

134,630 scanned, 104,739 indexed, 123,475 found, 109,601 compared,
109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s), 1m20s

134,630 scanned, 104,739 indexed, 129,354 found, 115,295 compared,
115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s), 1m25s

Xcp command : xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, mods), O

different item, 0 error

Speed : 4.95 GiB in (56.5 MiB/s), 69.2 MiB out (789 KiB/s)

Total Time : 1m29s.

STATUS : PASSED

tot

ol - nomods

]

£ MNEZLICH -nomods TH7H H4 verify It 3 AlZtS HQISHK| $=5 X|Fot= FHLICt
Az

xcp verify -nomods <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
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verified (data, attrs), O

different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out (1.24 MiB/s)
Total Time : 56s.

STATUS : PASSED

verify-mtimewindow(22!|-mtimewindow <s>

£ MEYLICI -mtimewindow <s> D7 H verify QIS 2ol S1EE[= £H AlZt XI0|E X|HSt=
HIAQUYLICH
22

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs

1M



server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

verify -v 3! verify -|

S AFSRLICH -v 3 1 07 = S verify £ YAIS HMSH L AE XHO|H S LIEshs FEYLICH

w2

xcp verify -v <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED
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xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED

2

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.

STATUS : PASSED

Verify - 0| & 82
E MEZLICt —-nonames 7] HE verify IIY S8 L= HOANNM AFEXL S OF 0|52 N2t EHQULICH

-2

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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xcp verify -match bin <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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[root@localhost linux]# ./xcp verify -bs 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.20.19.266399

29,742 scanned, 9,939 found, 5,820 compared, 5,820 same data, 312 MiB
in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed, 119,203 found, 105,402 compared,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out (986 KiB/s), 50s

134,630 scanned, 104,656 indexed, 127,458 found, 113,774 compared,
113,774 same data, 4.49 GiB

in (103 MiB/s), 70.8 MiB out (1.15 MiB/s), 55s

Xcp command : xcp verify -bs 32k <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O



different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s), 77.5 MiB out (1.29 MiB/s)
Total Time : 1mOs.

STATUS : PASSED

Verify - & <n>
E MEYLICt -parallel <n> 07 ¥ verify X|Cf SA| HiX| ZENA 5 X|HSH= HEQUL|CE
22

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652



same data, 3.47 GiB in

(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmé6s

120,151 scanned, 104,848 indexed, 111,491 found, 100,317 compared,
100,317 same data, 3.95 GiB

in (97.2 MiB/s), 56.3 MiB out (733 KiB/s), 1mlls

130,068 scanned, 114,860 indexed, 119,867 found, 107,260 compared,
107,260 same data, 4.25 GiB

in (60.5 MiB/s), 60.6 MiB out (871 KiB/s), 1lmlés

134,028 scanned, 119,955 indexed, 125,210 found, 111,886 compared,
111,886 same data, 4.65 GiB

in (83.2 MiB/s), 63.7 MiB out (647 KiB/s), 1lm2ls

134,630 scanned, 129,929 indexed, 132,679 found, 119,193 compared,
119,193 same data, 4.93 GiB

in (56.8 MiB/s), 67.9 MiB out (846 KiB/s), 1lm26s

Xcp command : xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

verify-dircount <n[k]> £ &5t A|L

£ MEYLIC -dircount <n[k]> O M verify BES ARSI CAEZ S IS M 2F 37|12
XEeHC 71222 64k LTt

-2

xcp verify -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O



different item, 0 error
Speed 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22
Total Time 56s.
STATUS PASSED
noidE =lgtL|Ct
E MEYLICE -notd OH7H 2 verify 7|2 QHA MMS MK UAEE HYS
L|Ct.
=

xcp verify -nolId <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@localhost linux]#

MiB/s)

t= BHYLICE 7| 222 false

./xcp verify -noid <IP address of source NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify
49,216 scanned, 10,163 found,
GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s),
49,615 scanned, 4,958 indexed, 27,018 found,
3.08 GiB in (390 MiB/s), 15.1 MiB out
34,884 indexed, 46,365
31 GiB (420 MiB/s),
44,880 indexed, 63,171
23 GiB (377 MiB/s),
69,906 indexed, 79,587
13 GiB (387 MiB/s),

9,816 compared,
6s
26,534
same data,
73,401 scanned,
KiB same data, 5.
80,867 scanned,
KiB same data, 7.
83,102 scanned,
9.

found,
26.6 MiB out
found,
36.2 MiB out
found,
46.0 MiB out

in
in
in

KiB same data,

Xcp command xcp verify 10.235.122.70:/source vol

9.59 KiB same data,

(1.86 MiB/s),

45,882 compared,

62,704 compared,

79,246 compared,

1.15
25.9 KiB
11s

44 .8
(2.12 MiB/s), 1lé6s
61.2
(1.83 MiB/s), 21s
77.4
268

compared,

(1.95 MiB/s),

10.235.122.86:/dest_vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time 28s.

Job ID Job 2024-04-22 07.19.41.825308 verify
Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-
22 07.19.41.825308 verify.log

STATUS PASSED
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xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

oflw| 271

[root@clientl linux]# ./xcp verify -preserve-atime
<IP_address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

-s3.insecure 2QIgtL|Ct
E MEYLICt -s3.insecure 7] ¥ verify S3 H3l EAH| HTTPS CHAl HTTPE AI2%t= E@&

T2

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>

s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP_verify 2023-06-
08 09.04.33.301709
Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-

bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

verify-s3.endpoint <s3_endpoint_url>

£ AMB™LICt -s3.endpoint <s3 endpoint url> O H verify S3 HZl S4I12 2[8 X|HE URLE

7|2 AWS BX URLE MEo|st= & QLT
=L

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)

Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

-s3.profile <name>E& &QIIL|C}

E MEY”LICE s3.profile W7 B verify S3 Al SO ALEE AWS AHH S Tt Z2ES X Fs=
=ZE
12

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

-s3.noverify ZHQISHL|Ct

E ME8YLICH -s3.noverify D7 M verify S3 HZ! S410] Chet SSL @1E2| 7|2 &
ma IuEf
o o

Ol
o
=
0z
10
Ke;
rr
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xcp verify -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same
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data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same
data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same
data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),
15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)

Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod £ Z2IgfL|Ct
XCP NFSQULICI chmod HEE XM=l CIHEZ| 20| Ciet R E THUQ| mY HotZ HAlst

HASILICE 'chmod' @30l RE t= ##X NFS 28 £= POSIX 227t
ZLRTIL|CE xCPRILICE chmod BE2 K™=l AZ0| CHot A2 Hot2 BHEX O 2 HATIL|CT

O _L_=

T S0 ANE B TUT S04 HFE Hto| EAEILIC

—
-2

xcp chmod -mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #
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Ch2 o= 7t LIEE|| AELILE chmod OW7H 4

OH7H tH ==
<<nfs_chmod_exclude,chmod-H|2|(); ZEl();
<<nfs_chmod_match,chmod-match
<<nfs_chmod_reference,chmod-&Z&(); & Z();

olaAstL|C}

H=-g

chmod -v &

chmod - <filter> H|2|

L
EE
Ejo} R[St TR O ClE2|S HQBHLICH
{9} UKISHS THY U CI2E2|Bt K2(BILIC,
MEE Y £ Ol XHS L,
x2|El BE JHHoll 2t 242 HDBLIC

£ MEYLICt —exclude <filter> U0 ¥4 chmod EE{QF LX|Sh= Ot 2 CIEE|S H2[sh= BHYLICH

-2

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

ol 271

[root@user-1 linux]#
101.11.10.10:/s_v1/D3/

./xcp chmod -exclude "fnm('3.img')" -mode 770

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s _v1/D3/

Stats 5 scanned, 1 excluded, 5 changed mode

Speed 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)

Total Time Os.

STATUS PASSED

[root@user-1 linux]#

chmod - <filter> & X|

E METLICt -match <filter> 71 B4 chmod TE{QF YX[St= I 8

-2

xcp chmod -match <filter>

CIRE2[2 XE2|5h= BHYLIC.

-mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s _v1/D2/

Stats : 6 scanned, 1 matched, 2 changed mode
Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]

chmod - & X <reference>

E METL|Ct -reference <reference> 70 B4 chmod X El OfY = CIAEZ| XM 2 K| ™=
D=|E:|O||_| El-
o .

od

-
Ho

xcp chmod -reference <reference> <source NFS export path>

ol 271

[root@user-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1l/1.txt
102.21.10.10:/s_v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s _v1/D1/1.txt
102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v £ Q/2stL|C}

£ MEYLICE —v O Ha chmod BES ALESI0] X2[El 2E JHA|of thet 223 2 gt}
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chmod -mode <value> -v <source NFS export path>
Oof|%| =71

[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/D1' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/Dl1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1l/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

A2

XCP NFSQIL|Ct chown BHE 2 X[HE CIAEZ| £20f| CHoH 2= TiYHe[ ARHE HAISH
HAGLICE E SEIELICH chown BHE AWM NFS 2/ £= PO
HReL|C XCP chown2 X & Z20f et ARHS MHAHHE2 = HFLL|CE & S=IgL|ct
chown Command= It 2| HEEl UID(AFEX ID)E EAIRLICE

%
X
oX
u
N
rE
i
fu

-2

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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[root@user-1 linux]#

101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022
changed ownership of 101.
1004:0

changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0
changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0

changed ownership of

101.

101.

101.

101.

101.

10.

10.

10.

10.

10.

110:

110:

110:

110

110:

./Xcp chown -user user2 -v

/s _vl/smaple set/Dl1 from 1001:0 to
/s _vl/smaple set/D1/1.txt from

/s_vl/smaple set/Dl/softlink 1.img

:/s_vl/smaple set/D1/1.img from

/s _vl/smaple set/Dl/hardlink 1.img

101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from

1001:0 to
1004:0
Xcp command

101.101.10.110:/s_v1l/smaple set/Dl

xcp chown -user user2 -v

Stats 6 scanned, 6 changed ownership

Speed 2.25 KiB in (1.82 KiB/s), 1.11 KiB out (923/s)

Total Time 1s.

STATUS PASSED

[root@user-1 linux]#
CHe Holl= 7t LIEE|0] }ELICE chown D47 M 5 HEH
OH7H tH == A4
<<nfs_chown_exclude, Mg - H|2|(); ZE(); ZEQt YX[ot= ofY 9 CIAER|E QgL CE
<<nfs_chown_match,x{'d L X|();ZE(); ZEQt UX[St= o S A E|2F X2l |Ct,
<<nfs_chown_group, Mg J&();2&(); A A0 Linux GID(Group ID)E A& gtLCE.

<<nfs_chown_user,X{'d ALEX}();AFRXK();

<<nfs_chown_user_from,chown-user-from {2 A2X}

- H2();

<<nfs_chown_group_from,chown-group-from xlj'2-

WAL,

xrx() 7C|-I()-

<<nfs_chown_reference,Xi'd -

M -
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chown - <filter> |2
E MEBILICt —exclude <filter> OH7H B4 chown ZE{QF YX|otH= Ot 8l ClAER|E H|Q|St= HEQL|CE.

e

xcp chown -exclude <filter> -user <user name> <source NFS export path>

oflxl 271

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - <filter> 2 X|

E A EELICt -match <filter> OH7H $5= chown 2E{QF X[St= i 8! L2 EE2|2H X2(|5t= B LI

=

=

xcp chown -match <filter> -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - 715 <group>
£ METLICt -group <group> M7 Y chown B@EHAHZE AA0|A Linux GIDE AHgfL|C.
T

xcp chown -match <filter> -user <user name> <source NFS export path>

ofi 271

[root@user-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown - AF2X} <user>

£ MEYLICt ~user <user> {7 ¥4 chown 220 Linux UIDE X st= HHEQULICE
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XCcp chown -user -user <user name> <source NFS export path>

o 271

[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown-user - ZX{: <user_from>
£ MEYLICt ~user-from <user from> Oi7} ¥ chown UIDE HASH= EHRULICE
e

xcp chown -user-from userl -user <user name> <source NFS export path>

Oflx| 271

[root@user-1 linux]# ./xcp chown -user-from userl -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown-group-from <group_from>(X{d 18)
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Xcp chown -group-from <group name> -group <group name> <source NFS export
path>

Oof|®| =71

[rootQuser-1 linux]# ./xcp chown -group-from groupl -group group2
101.101.10.210:/s_vl/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group2
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown - & X <reference>

E MEZYLICt -reference <reference> O§7f ¥4 chown REE OfY L= CIAMEZ| XS X|HSH=
Hajol El.
ooHd

xcp chown -reference <reference> <source NFS export path>

Oof|®| =71

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl1l/smaple set/Dl

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#
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£ ArEELICt -v 07 M= chown B™E S AFESI0] M2 &l 2= iAol Chst =

e

-V

HE 21

gfLict.

xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

ol 271

NFS logdump HHL2 O10|12{|0|M |D EE= = | =
2OE o YEELICH . zip SA CIAEER|0f s ThAAL|CH,
o
=]

O|F2 B0l ArEE|= 00| 22|0]d = &

=

[root@user-1 linux]#
_vl/smaple set/Dl1

101.101.10.210:/s

./xcp chown -user-from user2 -v -user userl

changed ownership of 101.101.10.210:/s_vl/smaple set/Dl1 from 1004:1003

to 1001:1003
changed ownership

1004:1003 to 1001:

changed ownership

1004:1003 to 1001:

changed ownership
from 1004:1003 to
1001:1003

changed ownership
101.101.10.210:/s

changed ownership
from 1004:1003 to
1001:1003

Xcp command : XCp

101.101.10.210:/s
Stats : 6 scanned,
Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out

Total Time : 1s.

STATUS : PASSED
[root@user-1]

- OO

of 101.101.10.210:/s vl/smaple set/D1/1.img from

1003

of 101.101.10.210:/s_vl/smaple set/D1/1.txt from

1003

of 101.101.10.210:/s_vl/smaple set/Dl/softlink 1.img

of

1003

_vl/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:

of 101.101.10.210:/s_vl/smaple set/Dl/hardlink 1.img

chown -user-from user?2 -v —-user userl

vl/smaple set/D1l
6 changed ownership

(1.00 KiB/s)
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xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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xcp delete <NFS export path>
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[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete
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items, 0 error

Speed : 48.7 MiB in (869 KiB/s), 22.2 MiB out
(396 KiB/s)Total Time : 57s.

STATUS : PASSED

Cts HOoll= 7t LIEEO JAELICH delete Of7H Ha 51 MH

Of7H = M

<<nfs_delete_match, & - &X|(); ZE(); ZEt UX[St= ot S A E2|TF Xa[efLCt,

AH| - 5t SIOISHX| Qf 0 APK|RLICE.

delete-removetopdir® L|C} Stel CIHER|E Xatsto] CIME2|E AR LICE

<<nfs_delete_exclude,2A| - M|2|(); ZE](); ZEQt YX[ot= oHY Sl CIAER|E NQEL|Ct.

<<nfs_delete_parallel,AtX| - EZ():n i SA| HiX| ZEMAE X|HSLICHI|22L: 7).

delete-preserve-atimeS MEHEIL|C} oM = CIAMER| ] BMA AZES RXIELICHZ |24k
false).

<<nfs_delete_loglevel, A - 23 £Z();0|Z(); 20 S AYSYLICE A8 7tsT 2[E2 Info,
debug(7|22f: Info)IL|Ct,

-s3.insecure S AH|EHL|CH S3 HZl SAI0| HTTPS CHAI HTTPE At83t= SN S
HSglct,

<<nfs_delete_endpoint,2IX| -s3.endpoint 7|2 AWS(Amazon Web Services) 28 URLS S3 H3!
S0 cHel XI”E URLE IH’é*ng.“—lEf.

<<nfs_delete_s3_profile,-s3.profile S3 H3Zl EAIE QI8 AWS XA SH Mo Z2ES

AFH|();PROFILE_NAME X|&s|C}.

-s3.noverify 2 AFH|ErLICH S3 3l SAlof| cist SSL 21F 29| 7|2 &telg

otk

AbH| - <filter>S YL X|A|ZILIC}
E MEYLICI -match <filter> Of7H B4 delete ZEQF YX|StHE DM 8l CIAE2|0F X 2[5t HEQULICE.
72

xcp delete -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -match

"fnm ('XCP_copy 2023-04-

25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete
WARNING: You have selected 10.101.10.101:/xcp catalog for removing

data. Data in this path
/xcp_catalog will be deleted.
Are you sure you want to delete (yes/no):

yes

Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command
25 05.51.28.315997")
10.101.10.101:/xcp_catalog

xcp delete -match fnm('XCP copy 2023-04-

Stats 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID Job 2023-04-25 06.10.29.637371 delete

Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS PASSED

AMH| - 55
E MEYLICI -force D7} M delete 20l §10| AH[St= EH
22

xcp delete -force <NFS export path>

Lt
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910 will
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

delete-removetopdir® L|Ct
£ MBELICt -removetopdir Oi7H B delete 619l CIMER|E EE5H0] CIMERIE HAHSH= BHYLICL
2

xcp delete -force -loglevel <name> -removetopdir <NFS export path>
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[root@client]l linux]# ./xcp delete -force -loglevel DEBUG -removetopdir

10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing
data. Data in this path

/temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70 MiB out

(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70 MiB out

(806 KiB/s), 10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42 MiB/s),

153 MiB out (922
KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@clientl linux]#

AR - <filter> M| 2|
E MEILICt —exclude <filter> D7 B4 delete TEIQF Y X|SH= It 8l CHEE|E H|Q|St=
2e

xcp delete —-force -exclude <filter> <NFS export path>

HHYLICE
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[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"
10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing
data. Data in this path

/temp7/user2 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in
(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs
Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)

Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

AN - HEH <n>

E MEYLICt -parallel <n> OH7H 4= delete X[ SA| HIX| Z2M|A 5 X|™ots HBQULICL 7|22
74LICE

T2

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

-

delete-preserve-atimeS AMEHEIL|C}

E MEYLICI -preserve-atime <preserve-atime> Of7] H delete OMY = CIHEZ[Q] MMA A[ZHS
HZESH= HYYUL|CE 7| 2242 false ILICE

w2

xcp delete -force -preserve-atime <NFS export path>
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

AMH| - 23 & <name>

E ME8LICE -10glevel <name> Ol7H 4 delete 2 S MNstE HHQULICEH AL 7158 HEE Info
% debugLICH 7|2 H[H2 InfoRdLILCE.

w2

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

-s3.insecure S AtH|gL|C}

E MEELICH -s3.insecure |7 H4 delete S3 H3l EMO| HTTPS CHA HTTPE A

e

xcp delete -s3.insecure s3://bucketl

Hg ot By
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

delete -s3.endpoint <s3_endpoint_url>

£ MEYLICt -s3.endpoint <s3_endpoint url> O M delete S3 HI! E4IZ 2[d] X[HE URLE
7|2 AWS X URLE MHolst= BELICE

k=

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:

s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-

testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.39.33.042545 delete.log

STATUS : PASSED

-s3.profile <name>S AtH|efL|Ct

=
=

H
o

__I_l.

METLICH s3.profile OH7H #H4 delete S3 HI EAO| AF2S AWS X1H T OIUNGAM Z2EEZ X|HSH=

2
=]

- |
[

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint

https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data.

path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

-s3.noverify 2 AMH[EL|CH

E MEELICE -s3.noverify OH7H H4 delete S3 KA S410] it SSL 2152 7|2
HIAYULICH

-
Mo

xcp delete -s3.noverify s3://bucket
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[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

ek
XCP NFSLICt estimate BBE AFE0I0 220 M EUCZ 7= SHIE 2=0t=
L% AIZHS FHELICL CPU, RAM, UEH3 3! J|E} O{7H Ha-2 20| BT AL 7hs0t
ANAR 2| AAE BE AESHY 7|&E SAE tEdte Ol 220t ol AlZtS AlLeLIch §
MEE £ USLILE -target ¥E SA AYS AZSID o AlZHS 7P 2= SHELIC

2

xcp estimate -id <name>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target

10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can

renew your license at https://xcp.netapp.com
Job ID: Job 2023-04-12 08.09.16.126908 estimate
Starting live test for 1m40s to estimate time to copy

'10.101.10.10:/tempd"' to
'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration

0 in (0/s), 0 out (0/s), 5s
0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’'

based on a 1m40s live test:
5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target

10.101.12.10:/temp8
Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED
[root@client-01linux]#

CHE BOl= 7t LIEE[X] /}ELICH estimate Of7 H

oH7H 4

<<nfs_estimate_id,H4%-id

<<nfs_estimate_gbit,=% - H|E(); n

<<nfs_estimate_target, 24X - EtZll(); 4 =2
<<nfs_estimate_t, 2% -t n/s/m/h]
<<nfs_estimate_bs, &% - BS n[k]

<<nfs_estimate_dircount,0{|l4} - dircount n[k]

FH-HZE atime

MM

<<nfs_estimate_loglevel, A& - 271 %
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2t0[2 HIAE SAt0f| AFSE TS XIFELIT.

2t0[E HIAE ZAF 7| 2F
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E
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r
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gy
O
3

AZI/MI| E8 A7|E XIFELLIC
ClE2|2 7] /3t 28 37|12 XIWELICHII23L:
64Kk).

OhY = DA EE|Q] HAHA AZHE SXISLCHZ|22t:
False).

20 AS d™ELICH AL 7Hs S 2|22 Info,
debug(?7|22f: Info)L|Ct,



Estimate-id <name>2!L|C}
E MEBILICI -1id <name> D7 HE: estimate ZE QL LX[St= T A ClAER|E X|Q|sts HEQLICE
7

xcp estimate -id <name>
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[root@clientl linux]# ./xcp estimate -id csdataOll

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id csdatalOl

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xXcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

of| & - Gbit <n>

E MEYLICE -gbit <n> 0§74 4 estimate BHS ALESHY £| X Q| A|ZHS | FELICHZ[22E: 1). O M2 1t
SHH AtEE £ RUELICH -target M2 MEHPIL|CE

2

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

Ol & - CH& <path>
E MEYLICI -target <path> Oi7H ¥ estimate 2f0|E HIAE SAL20]| ALY EtAE X|HSH= BHQYLICH
T2

xcp estimate -t 100 -id <name> -target <path>

ol 271

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#
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%3 -t <n[s|m|h]>

E ARBILIC -t <n[s|m|h]> 071 4 estimate 2l0|E HAE 2At 7|17tS K| Mst= HBQILICH 7|22
5mYUL|CE.

T2

xcp estimate -t <n[s|m|h]> -id <name> -target <path>
Ollx| 27|

[root@client-01 linux]# ./xcp estimate -t 100 -id estimateOl -target
10.101.12.12:/temp38

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’'
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target
10.101.12.11:/temps8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

=M - BS <n[k]>

E MEYLICI -bs <n[k]> Of7 H estimate BES ALESIH A7|/M7| 28 3 7|E X|HELICE 7|2442
64kIL|C}.
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can

renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate
63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k
Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

0f| 4 - dircount <n[k]>

£ ME8YLICt -dircount <n[k]> 07 = estimate BHS AFESI0] CIAER|E 17| 26 2FE 37|

X|FELIC 71222 64k LICt.

L HAL—

-

| |
[L

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>
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[root@clientl linux]#
-target <path>

xcp: WARNING: your license will expire in less than 11 days!

renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space:
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate
Starting live test for 5mOs to estimate time to
to “<path>"...

1,909 scanned,

Copy

126 copied, 2 giants, 580 MiB in

(115 MiB/s),

./xcp estimate -id csdataOl -dircount 128k -t 300

You can

99.99% used,

‘data-set:/userl

451 MiB

out (89.5 MiB/s), bs
1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s
1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110

MiB/s), 32.4 GiB out
MiB/s), 4mb57s

Sample test copy completed for, 300.03s
(-7215675436.180/s), 0 out (-6951487617.036/s),
610 KiB in (121 KiB/s), 76.9 KiB out
Estimated time to copy ‘data-set:/userlto

(110

0 in

2,186 scanned,

on a bmOs live test:
7d6h

Xcp command
10.101.12.11:/maprll

Estimated Time 7d6h

Job ID Job 2023-04-20 13.03.46.820673 estimate
Log Path
20 13.03.46.820673 estimate.log
STATUS PASSED

xcp: WARNING: XCP catalog volume is low on disk space:

61.6 MiB free space.
[root@clientl linux]#

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

5m2s
(15.3 KiB/s),
'10.01.12.11:/maprll' based

5m7s

xcp estimate -id csdatall -dircount 128k -t 300 -target

99.99% used,
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Estimate - & <n>

E MEYLICt -parallel <n> 07 4 estimate X|CH SA| BHX| Z2ENA 5 X|HSH= BHYULICE 7| 232
7ILICE.

T2

xcp estimate -loglevel <name> -parallel <n> -id <name>
Oof|®| =71

[root@client]l linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id

estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

EFH-HZ=-atime

METLICt -preserve-atime D7 3 estimate OHY = CIHIEZ|Q] HMA AZES HEESH= HHULICE
B2t false YLICt.

Nl

-

|
[

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id

estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

AN - 21 £+F <name>

E ME8LICE -10glevel <name> Of7H 4= estimate 21 2f|ES MAESIE HAQUL|CE A2 TSt g
Info % debugJLICH 7|2 &2 InfoRIL|LCE.

k=

xcp estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

A AFF|

- -

S indexdelete BHO| FIEIZ 0 QEAE A StL|C}

cp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

CHE HOll= 7t LIZE[O AJSLICE indexdelete Oi7H H4= 81 B
Oi7H H2 49

<<nfs_indexdelete_match,indexdelete - ¥X|(); BE{(); EE LX[St= Ot 2 ClAE2|TH H2[ehL|Ct,

<<nfs_indexdelete_loglevel,indexdelete - LoglLevel 20 WS M™HBIL|C AF2 7ts St B[ Info,
O|E GT; debug(Z|22}: Info)LIC},

indexdelete - <filter>2} Y X|EHL|C}

EA
o 24
o o

-4
Ho

FEEILICE -match <filter> O47H B4 indexdelete ZE{Q} LXKt OF 8l C|AIER|2E X 2|5H=
oIL|C}
= .

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete - LogLevel <name>%!L|LC}

E METLICt -10glevel <name> D7 4 indexdelete 21 2|HES MA™SH= HHULICH ALE 7HsTt
HE Info X debugLICH 7|2 2|HE InfoRIL|C.

&

-4
Ho

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023

testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85
KiB/s), 1s.

WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iSync S MEHBIL|C}

XCPO| Chet 2, O47H H=
MEEILICE estimate &M

|§ SLICE isync BHS AAHSLICE isync BHS F A

o yo

iSync E MEHSIL|Ct

XCP NFSQIL|Ct i sync HHS AAQ CHANS H|W3SID FIEZ 0 QIHA S ALSHX| Qf 1 EFZIQ| k}O|HS
S7|=tgtLCt.
12

xcp isync <source ip address>:/src <destination ip address>:/dest

176



ol 271

[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),
11s

57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879 KiB/s), 1l6s
92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s
137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),
32s
154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),
38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26
MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76
GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95.3 MiB/s),
545 MiB out (95.2 MiB/s), 49s

Xcp command : xcp isync <source ip address>:/src
<destination ip address>:/dest

Stats : 1 removed, 181,907 scanned, 10,263 copied

Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)

Total Time : 49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.11.03.128824 isync.log

STATUS : PASSED

[root@clientl linux]

CHS BOl= 7t LIEE|0] ASLICH isync D7 B4 5 &

OH7H == 29

iSync - NODataES ME{BtL|Ct OO|E & =tQI5HK| gb&L T

iSync-noattrs £ & ZEstAIL EME HAISHX| t&L|Ct

iSync - nomods £ &ZEsHUAIL ord =3 AZHE =RISHK| etELICt
<<nfs_isync_mtimewindow,iSync - mtimewindow();s =9I 2|8l |2 = 48 A|Zt X}0|E X|AHEtL|C}
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OH7H =
<<nfs_isync_match,iSync - L x|(); ZE();
iSync - BS U Lt; n[k] % GT:
<<nfs_isync_parallel,iSync - & ();n
<<nfs_isync_dircount,iSync - dircount n[k]
<<nfs_isync_exclude,iSync - | 2|(); ZE();
<<nfs_isync_newid,iSync-newid

<<nfs_isync_loglevel,iSync - 23 £Z&();0|8 % GT;

iSync-preserve-atime 2 HZEsHMAIR
iSync -s3.insecure & Tt AL
<<nfs_isync_endpoint,iSync-S3.endpoint
<<nfs_isync_s3_profile,iSync -s3.profile 5!
It;profile_name

iSync -s3.noverify & ZSHUA|L

iSync - NODataS ME{BtL|C}

£ AFYLICt -nodata 07 4= isync CIO|E{E ZAASHX]

T2

A
=

M

o

Ejo} QR[S IfR! O iz E2|nt K2 BHLict,
2171/47| 25 2712 XIFRLICH?|232E: 64k).

SA| Hjx] ZRM|AQ| o) 5 XYBLICHII=3L: 7).

CIBE(2|S 918 o 28 37|18 KIFELICHII22 64K).

ZEet LX|otes ot o LR ER| S Rl

M QIEA FIEFZ 0 FIEIZ T 0|2 K™ EL|Ct.
20 g[S AHBILICH AF2 THs 8 2”2 Info,
debug(Z12%Z}: Info )°'I—IEL

DE IIUS 2A0 M OX|2HO = HNATH LM ZE
S|t

S3 K3l EMO| HTTPS CHAl HTTPE AIEdts 82

HSect.

7|2 AWS(Amazon Web Services) 28 URLES S3 H3l
S210] CHall X|™E URLE IH’SQI%“—IEP.

S3 H2l EAIS 9I8h AWS AH2 E9 THloj M ZRLS
x|t

S3 K2l S0 tigk ssL el52| 7|= &l
Mo gfLICt.

o

BEE X Hots BB YLICH

xcp isync -nodata <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync-noattrs £ & X5HMAIL

E MEYLICt -noattrs OH7H #H isync S S AASHA| R EE X|™ot= HHQJLICH
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xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync -noattrs

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (488 KiB/s), 5s

30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12.0
(1.82 MiB/s), 10s
32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18.3
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s), 24.

(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s), 31.

(1.24 MiB/s), 26s

MiB out

MiB out

9 MiB out

2 MiB out

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (540 MiB/s),

73.7 MiB out (7.93 MiB/s),
31ls

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in (716 MiB/s),

582 MiB out (1.55 MiB/s),
Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/source vol

<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)
Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 22.49.22.056646 isync.error

STATUS : PASSED

iSync - nomods £ A ZTHAILR

£ MEELICt -nomods D47 H

4%
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o
o

180



-2

isync —-nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), 5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 1l6s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

6m42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

6m47s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync - mtimewindow <s> £ XA

>
L=]
Il
Ral
X
Sf
rir
08
ol
11
=
n

£ MEYLICI -mtimewindow <s> D7 H isync QIS 2ol S1EE[= £H AlZt
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xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6
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Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync-Match <filter> S & ZotA AL
E MEBYLICH -match <filter> 7 = isync TEQF YX|ote T 2l CIAER|TH H2|st= HFALIC
72

Xcp isync -match <filter> -id <name>
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[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out
(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out (2.06
KiB/s), 1l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out (86.6
KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out (4.95
KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out (1.00
KiB/s), 32s

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out
(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in (48.9
MiB/s), 4.51 MiB out

(117 KiB/s), 39s.

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out
(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)

Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.03.734323 isync.log

STATUS : PASSED

iSync - BS <n[k]> & HZdIMAIR

E MELICE -bs <n[k]> 047 HE isync BHS AFRSI0] A7|/MA7| 28 37|E X™ELICL 7|2 =25 37|
64K LILCE.

rr

-2

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s
30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s
30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s
30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.7 MiB out (2.56
MiB/s), 25s

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35

MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)
Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync - §3&

E MEYLICt -parallel <n> 07 ¥ isync £[CH SA| BHX] Z2NA 5 X[ HSH= &

7Lk,
e

xcp isync -parallel <n> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync - dircount <n[k]> £ & Z5tAA|IL

£ AFER”LICt -dircount <n[k]>OW7H Ha isync HS AFESHY CIAMER[S Y2 M 2F 37(E XLt
7|22 64kULILCE.

-2

xcp isync -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -dircount 32k
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s

31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s

33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s

33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls

42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),

Tm3s

42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),

Tm8s

Xcp command : xcp isync -dircount 32k <source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)
Total Time : 7mlls.

Job ID : Job 2023-11-16 23.33.45.854686 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.error

STATUS : PASSED

iSync - <filter> X| 2|

£ MEYLICt -exclude <filter> U7 H isync HEQ YX|S= 0t 9 CIHMER|E X2/t

rr
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xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED
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iSync-newid <name> £ & Z5HMA|IR

E M2BILICH -newid <name> D7 B4 isync A QIEA FIEFZ2 0| FIEI2 0 0|22 K| ™St HFQAL|CE
2=

xcp isync -newid <name> -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

ol 271

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3 endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync - 271 =& <name>

£ MEYLICE -1oglevel <name> D70 H isync 23 2|HS AHSH= BHULICH AFE 7tS3 2|22 Info U
debug®L|Ct 7[27t2 Info RL|CH

2

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

iSync-preserve-atime S X Z5HMA|IR

E MEYLICt -preserve-atime M7 HE isync ZE TS AAN A OHX|2fO 2 HM|ATH LM Z 2=

xcp isync -preserve-atime <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure ZZE5IMA|R

E METLICt -s3.insecure 7 B isync S3 HZ EAH| HTTPS CHA HTTPE ALEdt= E&
T2

Xcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync-S3.Endpoint <s3_endpoint_url> £ & X5t A|2

E MEYLICt -s3.endpoint <s3 endpoint url> Oi7H M isync S3 HAl S4IE I8 X[HE URLE 7|2
AWS 23 URLE MHElot= HHYULICL.

__I.I.

|

[

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>

<source_ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name> £ & XA

E MEYLIC s3.profile 7 B isync S3 M2l S0 AL EE AWS X2 B DHUMM Z2ES X|HH=
o2y
o o

-2

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate
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[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5
KiB/s), 38.4 KiB out (16.5

KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)
Total Time : 3s.

Job ID : Job 2023-11-16_05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify X5t A2

£ MSELICE-s3.noverify 7] #4 isync S3 M3 SA0j| et SSL Q152 7|
HaolLct

rhr
o
o[
o
=
oA
1o
Of
rr

e

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync =™ ZtLICt

£ 22U isync Y2 2 &M A8 = AELIL estimate Off H2[= AZE OFSH= FHYULC isync
SE HE LES S7|etots BYYLICH S S -id 17 Ha= O SAF R FHH 2 0|18

X gt

72

XCp isync estimate -id <name>

rx

() = 2¥8UCt-1a H B4 ol BRBILIC isync estimate B &

196



ol 271

[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s
Xcp command xCcp isync estimate -id <name>

Estimated Time 45.1s

Job ID
Log Path

Job 2023-11-20 04.08.18.967541 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.error

STATUS PASSED

Of7H =

iSync Estimate - NoData2| 2k0{IL|C}
iSync Estimate - noatirs & &%

iSync & - nomods

<<nfs_isync_estimate_mtimewindow,iSync =4 -
mtimewindow

<<nfs_isync_estimate_match,iSync A% - &X|(),
ZE(),

iSync A% - BS & Lt; n[k] % GT;
<<nfs_isync_estimate_parallel,iSync A& - HZ();n

<<nfs_isync_estimate_dircount,iSync X - dircount
n[k]

<<nfs_isync_estimate_exclude,iSync A% - H|2|(),
ZE(),

<<nfs_isync_estimate_id,iSync Estimate-id

I 7 A|ZHS QISR QHALICH
stol2 QI8 S1RE= 28 AlZH A0S XIHEL|CH

ZE{of UX[ot= o 8! O =2k X2[gh|Ct.

A71/27| £2 3718 XIFELICHI|23L: 64k

)-
SAIBIK| Z2M|AQ| T =5 X[FRLCHZ|=2L: 7).

CIZEZ|E el M ¥ 37|E XYYLITHII22t 64k).

ZE{Qt XSt ot 8l CIMER| S W QARLICE

JESENES

[e]

| 78 =7 0| E2 XIFELICE
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<<nfs_isync_estimate_loglevel,iSync Estimate -
LogLevel O|E GT;

iSync Estimate-preserve-atime 2 & ZsHAA|2

iSync Estimate -s3.insecure 2 & ZSHUA|R

iSync Estimate - s3.endpoint

<<nfs_isync_estimate_s3_profile,iSync -s3.profile 3

It;profile_name

iSync Estimate -s3.noverify 2 XX AR

iSync Estimate - NoData2| 2f0{/L|C}
£ A2ELICH -nodata OW7H Ha7F ZSHE F

T2

XCp isync estimate -nodata -id <name>

Oflx| 271

[root@clientl linux]#

Job ID:
Index: isync est {source:
<destination ip address>:/fv}
Xcp command
Estimated Time : 0.6s
Job ID

Log Path

f isync estimate O|O|E{E HASIK| &

<source ip address>:/fgl,

M3
20 YAS d™ELICH AL TS
debug(?7|22f: Info)4L|C,

oAU S AA0 A OFX[BtOZ MM ASH LR
2oIst |C
2elgtL|Ct,

o &2 Info,

S3 3l SA0| HTTPS CHAl HTTPE ALEdH= 82
XS gL,

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
S210f| cHeh X" El URLE IH’SQI%“—IEF.

S3 H2l 412 9lh AWS A EE T0|N RIS
x| FgLc

fol

to

S3 K2l S4lof| thek ssL ¢lE2 7|=
Mo gL ct.

J
fujo

tE2 X|HELC

./xcp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate

target:

XCp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS PASSED

iSync Estimate - noattrs S XTSI AR

E MEYLIC —-noattrs OH7H HETF EoHEl HL
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XCp 1sync estimate -noattrs -id <name>
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[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync estimate.log

STATUS : PASSED

iSync A% - nomods

£ AF2BHLIC -nomods OH7H B4 7F Z8HEl AR isync estimate TMY 8 A|ZHS &QISHK| Q=2 X|H et Ct.
282

XCp isync estimate -nomods -id <name>
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[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

omd7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync 0f| 4 - mtimewindow <s>

-

E MEYLICE -mtimewindow <s> Of7H HTt ISHEI AL isync estimate &S 2ol SIEE = +F A7
Xto|E X|FgL|Ct,

-2

xXCcp isync estimate -mtimewindow <s> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

iSync Estimate - Match <filter> S X ZsI&A|Q

2 AF8YILICH -match <filters M7H #47 SE HQ isync estimate HEIQL YX[SHs OFY 9
Cl2 2|t Haleh|ct,

-2

xcp isync estimate -match <filter> -id <name>

o 271

[root@clientl linux]# ./xXcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : xXcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED
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iSync 0f| & - BS <n[k]>

E AEILICE -bs <n[k]> OH7H BT TEE AR isync estimate H7|/M7| E2 37|18 X|HEtLICL 7|2
EZ 37|= 64KYLILCH

o

XCp isync estimate -bs <n[k]> -id <name>

Oof|®| =71

[root@clientl linux]# ./xcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSync £ -H3Z

E MEELICE -parallel <n> Of7H H4It ZXoHEl AL isync estimate SA| HHX| T2 M|AQ| £[CH 2
Mgt 7|22r2 7LCt.

-2

xCcp isync estimate -parallel <n> -id <name>
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[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID:

Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:

<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>

Estimated Time : 8m3s

Job ID
Log Path

16_02.15.

STATUS

iSync Estimate -

Job 2023-11-16 02.15.25.109554 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

25.109554 isync estimate.log

PASSED

dircount <n[k]> £ & ZESHAAL

£ MEYLICt -dircount <n[k]> 07 HLIF XSHEl B isync estimate CIEEZIE S I Q™ 3
X|™etL|Ct 7| 222 64kL|Ct.

- HATC

T2

xcp isync estimate -dircount <n[k]> -id <name>

Oof|®| =71

[root@clientl linux]# ./xXcp isync estimate —-dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:

<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>

Estimated Time : 8mb6s
Job ID Job 2023-11-16 02.15.56.200697 isync estimate
Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 02.15.56.200697 isync estimate.log
STATUS PASSED

iSync Estimate - <filter> X|<|

E MEYLICI -exclude <filter> D7 HpIF XoHEl AR isync estimate EEQF YX[SH= oHY &
ClHEE2[E M2l

7

i
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[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIRI1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

to

iSync Estimate-id <name> S Xt Z6HA|

E METLICt -id <name> Of7f HETF EXEHEl AL isync estimate 7HEI20 0|2 X|HSHH™ 0| EA}
A pfE K- EL|CE

2

xXCcp isync estimate -id <name>
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[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s

’
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSync Estimate - =71 2{|'! <name>

E MEYLICt -10glevel <name> D7 HLIF XSHEl AL isync estimate 21 2|HE A2 H Info AU
debug BHHS A & JUSLICE 7|22 Info RILICE

o

xcp isync estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

£ MEYLICt -preserve-atime O] HMpIt ZSEl B isync estimate BE IIES AA0M OXLO 2
HM|ATHEWME SRISfL|CH

w2

XCp isync estimate -preserve-atime -id <name>

Oof|®| =71

[root@clientl linux]# ./xcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xXcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync estimate.log

STATUS : PASSED

to

iSync Estimate -s3.insecure S XX A|

E MEYLICE -s3.insecure D7) HIF ISHEI A2 isync estimate S3 H3! S0 HTTPS CHAl HTTPE

MEdt= 3%

206



XCp 1sync estimate -s3.insecure -id <name>
of| x| =27

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSync Estimate - s3.endpoint <s3_endpoint_url>S & ZXsIMA|

AEYLICE -s3.endpoint <s3 endpoint url> Of7f H4IF XSHE AL isync estimate S3 HZA
ME 28 XI'EE URLE 7|2 AWS 7 URLE MAES[LC}

=
=
E
ST

-4
Ho

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s),
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id

S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.profile <name> £ & ZolHA|L

E MEBYLICE s3.profile D7 HET EoHEl A2 isync estimate S3 HZ S4Z 2|6 AWS Xt
ool Z2ES X| ™t Ct.

o

xcp isync estimate -s3.profile s3 profile -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.noverify 2 & Z5IA|2

E MEELICE -s3.noverify D7 HIF IohEl AR isync estimate S3 H3Z S410f| Cit SSL 21E Q| 7|2
2holg M- oLt

e

xcp isync estimate -s3.noverify -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED
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