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[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]
optional arguments:
help Show XCP help message and exit
-version Show XCP version number and exit
To see help text, you can run:
xcp help Display this content
xcp help info Step by step usage of all commands
xcp help <command> Individual command help
command:
activate Activate an XCP license on the current host
license Show XCP license information
show Request information from host about NFS exports
scan Read all the files from export path
copy Recursively copy everything from source to target
resume Resume copy operation from the point it was halted
sync Synchronize increment changes on source to target after copy
isync Sync changes on target without index
verify Verify that the target is the same as the source
delete Delete data on the NFS exported volume
chown Change the ownership on the NFS exported volume
chmod Change the permissions on the NFS exported volume
logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir
estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog
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[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:

xcp copy -newid idl server:/exportl server2:/e

8. If the copy is halted for some reason, you can use the "xcp resume"
command to resume the copy operation:

xXCcp resume -id idl



9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS

help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with
output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)

—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the



filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or



reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—-exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)



activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time
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-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,



ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.

11
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For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.
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For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx
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xcp show <ip address or host name>
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[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED

15
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[root@localhost /1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

2fo|MlA Aryjo|E
2 AFEILICH update HH7H B4 1icense XCP MEHOIA 541 20| MIAS ZMsts HRQLICH
T2

xcp license update

16
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[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

= O

NFS activate HES AMSHH XCP 20| AT} 2 3HElIL|C,
@ O] HHES AMsty| Hof| 2to|MlA mA0| CHREEE|K Of SALE[RU=X] elstHAI2
opt/NetApp/xFiles/xcp/ XCP Linux 22I0|HE S AEQ| C|AE2|RL|C}.
xXCcp activate
Of| x| =7

[root@localhost linux]# ./xcp activate

XCP activated

XCP NFSYLICt scan BE2 TM| 24 NFSv3 UELHY| 228 MAHHLE HARSHY o

=

pd
@
>
©
S
rlo
>
U

H e 0 AA NFS LYELY| DIRES 97| M8 BER 4 2 HFBILIC

XCcp scan <source nfs export path>
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[root@localhost

source vol

source vol

linux]#

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

Xcp command

1

2

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt

1/logfile.txt

1/logl.txt
2/FILE_1
2/FILE_5
2/FILE 2
2/FILE_3
2/FILE_ 4

CHE EOl= 7t LIRE|0] JASLICE scan O17H H

<<nfs_scan_newid,

<<nfs_scan_id, 271 ID

2Z-H|91();01F & GT,

<<nfs_scan_match,A7H LX|():ZE();

<<nfs_scan_fmt,AZH-FMT

18

ol A
T S 4g

M olclAo| F1ELHZ

O|F EAFE E= A7
X|gehct.

ZE|9f LX|ot= ol 8l

Al X|Sh= oh 8

./xcp scan <IP address of NFS server>:/

xcp scan <IP address of NFS server>:/source vol

5! CIEE 2| 2F M2l .

S CEE 2|2 M2l .



oH7H i

AZH - du

<<nfs_scan_md5,A7H - MD5 2! It; string_expression
GT;

<<nfs_scan_depth,A7ZH Z10|():n
<<nfs_scan_dircount,AZH C|ZIE2| £=(); n[k]
A2 =5 WA

<<nfs_scan_bs,A 71 - BS n[k]
<<nfs_scan_parallel, 271 - H&E():n

Al OLEl

—_—l— -

scan-subdir-names £ EX5HMA|Q

[AZH-H Z-atime]
<—s3.insecure & AZHTL|CE>>
<<nfs_scan_endpoint,scan-s3.endpoint

<<nfs_scan_s3 profile,-s3.profile
A7H();PROFILE_NAME

<«s3.noverify & AZHEL|CE>>
scan-l(A7H -1
E MEYLICH-1 07 H scan 2l 28 &3 YAQE I

e
=

ClE2|S Tareto] 2t ClaEalo| 27t ALRRS

CIHMER|S g8 M 2F 372 XFEL
HIuMo| 5 ®MA =ZYXE ZeedLct
= AE3H0] E1|0|E1§ A= 2O /M| E8 AT|E

= —edupe (7|22} 64k).
E XIgeLth@|2ak: 7).
AELICHZ |22t false).

CIE2[0f| A 2| &9l 5t2l CIZE|2[2] 0| §2 AMBLICE.

DEOIIYE
S gL|Ct.
S3 K3l EA10f| HTTPS CHAl HTTPE AtESt= &M
Xl=gfLlct.

2A0|M OFX[2te = AN A o =

o

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Sofl s XI™E URLE IHEQI%“—IE}.

S3 H{3! 412 9I8 AWS Xt E% Iio|H TS
x| & gHc

S3 Kzl S4lof thet ssL 152 7|=
Mol Ct.

fol

1ot
mjo

xcp scan -1 <ip address or hostname>:/source vol

19
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root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

-q

MEZLICt -q 0H7H M4 scan BHS AFSSH A It =5 HA[BL|CE

| |
[

xcp scan —-q <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

scan-stats, scan-csv % scan-html

E MEZLIC -stats, —csv, X -htm1 O§7H H

o=
: A= FL2 CSV U HTML ETA 7} FHEt2 00| AH5 22 MEHELICE,

* 0| -stats N2 ME*OI AHE = A= BEOME ZE0|| slgL(ct CHE B M A
C

-html = "-csv' ILICH CSV(RIEZ FEE 2h) YAlofl= H&st gio] JAEL

* XCP 21 XM(.csv, .html)= IHHol| X[ &l FHEHZ1 X0 xcp.ini MEEL|CH IHA
<catalog path>/catalog/indexes/l/reports ZC0f| XZHEILICEH of| A A
£ 4 "NetApp XCP 1.9.3 & X" &L|LC.

xcp scan -stats <ip address>:/source vol

U scan E2| 7| BN YAOR [AS LIHHE

"”” r|0

21


https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872
https://library.netapp.com/ecm/ecm_download_file/ECMLP2886872

ol 271

root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

22



MiB
== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34
Directories: 1
Regular files: 33
Symbolic links: None
Special files: None
Hard links: None
Multilink files: None
Space Saved by Hard links (KB): 0
Sparse data: N/A
Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used:

Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB

Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

2

xcp scan -csv <ip address or hostname>:/source vol

23
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24

root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960



Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

xcp scan -html <ip address or hostname>:/source vol

Oof|®| =71

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS
server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML
4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

A
HA

>
=

- 0]

]
][0}

i

AEBHLICE —nonames Oi7H B4 scan IHY S2 = HOMNUA AFZ2X S O5 0|22 H|Q5t= HEHQUL|CE

can B, YLICt —-nonames 7 Hay= 2 AFESHH BietEl OHY S E 043t

S n
S MLt

@ opnuse

o
oT
Mg -1 34

T

xcp scan -nonames <ip address or hostname>:/source vol
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[root@localhost linux]#
NFS server>:/source vol

source vol
source vol/USER.1
source vol/USER.2

source vol/USER.1/FILE
source vol/USER.1/FILE
source vol/USER.1/FILE_
source vol/USER.1/FILE
source vol/USER.1/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE
source vol/USER.2/FILE

Xcp command XCp scan
NFSserver>:/source vol

13 scanned, 0 matched,

Speed : 3.73 KiB in (4.66 KiB/s),

Total Time : Os.
STATUS PASSED

AZH.4|?|E <name>

26

./xXcp scan -nonames <IP address or hostname of

1
2
3
4
5
1
5
2
3
4

-nonames <IP address or hostname of

0 error

756 out (944/s)

SSLICH -newid <name> |7 B scan AAIS AMEiE o A Q1= A CH

ot 7

—

Ef2 7 0]

xcp scan —newid <name> <ip address or hostname>:/source vol

ol
o

rr
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[root@localhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

A7 ID <catalog_name>

—

S AFSBILITH -1 OH7H #4 scan OIF AR i AZH QIEIA0| et 0|22 XIHsH: FYYLIC
12

xcp scan -id <catalog name>

oflw| 271

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex sOl/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), Os.

>

7H - LK <filter>

ABYLICH -match <filter> D7) M scan HEQ XStz Th U CIAERZ| X228 X[™HSH=
2ol [_I.
od

0F



xcp scan -match <filter> <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan -match bin <IP address or hostname of

NFS server>:/source vol

source vol

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4
Filtered: 0 did not match

Xcp command : xcp scan -match bin <IP address or hostname of
NFSserver>:/source vol

18 scanned, 18 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

AZH - FMT <string_expression>

£ MEYLICH -fmt 7] M scan XFE HAD LX|oH= b S C2IE 2|2 Bete| = 8 X|Y5t=

—

-2

T YLICE

xcp scan -fmt <string expression> <ip address or hostname>:/source vol

28
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[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95

29



FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name,

atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

A7 - du
E MEYLICE -qu 07} ¥4 scan o9 CIMERZ|E Zesto] 2t ClER2|Q 3
2=

xcp scan -du <ip address or hostname>:/source vol

30
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[root@localhost linux]# ./xcp scan -du <IP address or hostname of
NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

A7 - MD5 <string_expression>
=
=

A
7|22 false 2 M™E| USLICH

MIG2 ot AS0| ASEIX| oM A X

— 1

18°2

S0l ot S =042 AL ELICE

Mo (:)

__I.l.

xcp scan -md5 <ip address or hostname>:/source vol

FELICH -mas D70 4 scan QE e I Ot S=0f| Ciet M3 dS ddstn HAEE MEst=
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root@localhost linux]#

NFSserver>:/source vol

source vol
d47b127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47pb127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d41d8cd98£00b204e9800998ecf8427¢
d41d8cd98£00b204e9800998ecf8427e
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f234422a92289fb57bc8£f597ffa9 source vol/rl.txt

source vol/USER.1
source vol/USER.?2
d47bl127bc2de2d687ddc82dac354c415
d47bl27bc2de2d687ddc82dac354c415
d47pb127bc2de2d687ddc82dac354c415
d47b127bc2de2d687ddc82dac354c415
d47bl27bc2de2d687ddc82dac354c415

Xcp command

server>:/source vol

18 scanned,

Speed 16.0 KiB in
Total Time Os.
STATUS PASSED

270 Z10| <n>

£ METLICt -depth <n> Of7H H
D47 H4= XCPI DU AZME 4

XCP= MZ &

w2

He| shel CIE 2| 5

0 matched,
(34.5 KiB/s),

]

ERRS

./xcp scan -md5 <IP address or hostname of

0 error

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
xcp scan -md5 <IP address or hostname of NFS

2.29 KiB out

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5

1/filel.txt
1/file2.txt

2/FILE 1
2/FILE 5
2/FILE 2
2/FILE 3
2/FILE 4

(4.92 KiB/s)

an A7HO| 244 Z10|S NBiots BYYLIC) & 22
st9| CI2lEf2lo] 20|12 RIFLICE oIS S0f, £7
ZAMSH|C}

g -

xcp scan -depth <n> <ip address or hostname>:/source vol

32
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[root@localhost linux]# ./xcp scan —-depth 2 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -depth 2 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

AZH - dircount <n[k]>

MEYLICH -dircount <n[k]>Oi7H ¥4 scan AZHOIN CIMER|S YS 1) @F 37|15 X|Hste BELICH
7|22+ 64kILIC.

xcp scan -dircount <n[k]> <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -dircount 64k <IP address or
hostname of NFS server>:/source_vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

AM S 5 A
E MEELICE —~edupe 7] Hr scan EOMO| 5 MH =™K E Eet6t7| e BHQJLICE
@ S3(Simple Storage Service)= 28 IH 2 X[A5X| tELICH M2t S3 HZIS o EtA Mo =
X|HELICH scan -edupe 2|2 C|O|E{0f CHEE 2f "None"S EhetgfLCt.
T2

xcp scan -edupe <ip address or hostname>:/source vol
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root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

== Maximum Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9

== Average Values ==
Namelen Size Depth Dirsize
6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==
.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11
== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour
4

<15 mins

11

future

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future

15
Total count: 18



Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

A7 - BS <n[k]>

E METLICt -ps <n[k]> Of7f HE scan BHS AFRSI0 A7|/M7| 25 37|12 XHEL|CEL Ol E A5
HIO|E{E Q= AZHO| MEEILICt -md5 EE= -edupe 7] H4. 7|2 22 37| 64KQILILCE.

-2

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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[root@localhost

linux]# ./xcp scan -bs 32 <IP address or hostname of

NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

1

2

.1/FILE 1
1/FILE 2
1/FILE_3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt
2/FILE 1
2/FILE 5
2/FILE 2
2/FILE_3
2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of

NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

22LICH -parallel

O47H 4= scan 2|U SA| HHX| Z2AM|A 5 X|Hots SBULICE 7[282 7YILICH

xcp scan -parallel <n> <ip address or hostname>:/source vol
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[root@localhost

linux]#

of NFS server>:/source vol

source vol

source vol/USER

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

.1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5

source vol/rl.txt

source vol/USER.
source vol/USER.

source vol/USER
source vol/USER
source vol/USER
source vol/USER
source vol/USER

1

2

.2/FILE 1
.2/FILE 5
.2/FILE_ 2
.2/FILE 3
.2/FILE 4

1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS

server>:/source vol

18 scanned, 0 matched,
Speed : 4.59 KiB in

Total Time : Os
STATUS : PASSED

0 error
(7.36 KiB/s),

o|cl A AHA
[ e X=)

756 out (1.19 KiB/s)

= ArE5HA| = E 285t

xcp scan -nold <ip address or hostname>:/source vol
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[root@localhost linux]# ./xcp scan -nold <IP address or hostname of NFS

server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -nold <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

scan-subdir-names £ X ZXStMA|I

E MEELICH -subdir-names Oi7 B4 scan CIEIE 2|0l A £|AHQ| 12| CI2IEZ|2| 0|ES

T

xcp scan -subdir-names <ip address or hostname>:/source vol

YAlsh= BHYLICE

[ R |
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[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

AZH-HZ=_atime

E AMEILICt -preserve-atime N7 B scan B E THUS AAN|M OIX|LOZ HMASHLAMZ SRSH=
HQIL|C}
ood -

NFS S77t AME|H AEZ|X| A[ARO] 17| Al AMA AZEE +TOIEE G E B2 TFA0| Chish AM[A A[ZHO]
FHELICE XCP= HMA A2t 2H HESHX| QSELICH XCP= THY S SHLHA 91710 M| A AfZtof| CHEt HOI0|EE
EZ2|AHELICE £ SEIYLIL -preserve-atime FH2 AMA AZHE XCP 17| 2 Tof| A-E 22l 2=
MEFLCt

e
=

XCcp scan -preserve-atime <ip address or hostname>:/source vol
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[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1



source vol/USER1/DIR1 3/FILE DIR1 3 7475 3
source vol/USER1/DIR1 3/FILE DIR1 3 65536 2
source vol/USER1/DIR1 3/FILE DIR1 3 13926 4
source vol/USER1/DIR1 3/FILE DIR1 3 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 26828 6
source vol/USER1/DIR1 3/FILE DIR1 3 33279 7
source vol/USER1/DIR1 3/FILE DIR1 3 39730 8
source vol/USER2/DIR1 3/FILE DIR1 3 1024 1
source vol/USER2/DIR1 3/FILE DIR1 3 65536 2
source vol/USER2/DIR1 3/FILE DIR1 3 7475 3
source vol/USER2/DIR1 3/FILE DIR1 3 13926 4
source vol/USER2/DIR1 3/FILE DIR1 3 20377 5
source vol/USER2/DIR1 3/FILE DIR1 3 26828 6
source vol/USER2/DIR1 3/FILE DIR1 3 33279 7
source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol

Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 14.14.15.334173 scan.log

STATUS : PASSED

-s3.insecure & AZHEIL|Ct

E MNEEILICH -s3.insecure Oi7] B4 scan S3 K3 EXO0| HTTPS CHA HTTPE AtE5t= E

| |

I8

[Lm

42
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A

=
=

[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

7 - 83.AEZQIE <s3_endpoint_url>

AEYLICE -s3.endpoint <s3 endpoint url> O§7f = scan S3 H3! SAIE 2I8H X[ E URLE 7|&

AWS 28 URLS ME2lst= BH LI

__I.I.

=

[

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

-s3.profile <name>S AZHTIL|C}

E MEYLICt s3.profile f7 = scan S3 HZ! S410| ALY AWS X12 ZE IHUO|M Z2HE X|HH=
H2q
o o

-
Ho

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1

USERL/FILE USER1 1024 2

USER1/FILE_USER1 1024 3

USERL/FILE USER1 1024 4

USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

-s3.noverify £ AZHBILIC}

£ MEYLICE -s3.noverify 7] ¥4 scan S3 H3! EA0| CHS SSL 15 2| 7|2 HE 2 MEQ|st=
HHQAULICE
22

xcp scan -s3.noverify s3://<bucket name>
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root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

= A}

-

XCP NFSRULICt copy B2 TH| 24 CIHIEER| FEF AMOIK T NFSv3 LHELHZ |2
SAFELCt.

S 2B copy HHS AOIZR A U T4 F27} B4 2 WRFLICH AT U BAE TY, H2lZ, 42
234 Ak % 50 5L Se] E2 Al BAIELIC

&LICt /opt/NetApp/xFiles/xcp/xcp.log 0| Z2= e £
= FIE200| F7t 240 A}EL(C

o > oy o

©
my! I-; $0 i

7t 7-Mode A[AEIQI HR ARMAF SEALES AAZ MY £ JASLICE S SH LSt
|

LIC}. <ip address>:/vol/ex s01/.snapshot/<snapshot name>
=L

XCcp copy <source nfs export path> <destination nfs export path>
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root@localhost linux]#
server>:/source vol < IP address of
destination NFS server>:/dest vol

xCcp: WARNING: No index
autoname copy 2020-03-
03 23.46.33.153705

Xcp command
address of destination NFS
server>:/dest vol

0 matched, 17 copied, 0

(51.2 KiB/s),

18 scanned,
38.9 KiB in
Total Time 0s.
STATUS PASSED

Speed

CHE E0ll= 7t LIE R0 ASLICE copy OH7H H4 8

OH7H i

7tml - ol & S

<<copy_match, = A2 X|(); ZE]();
<<copy_md5,copy-md5
<<copy_dircount, SAt C|2 E2| £(); n[k]
SA-S S HA

ZAt-BS n[K]
Ab-eH

<<copy_bs,
<<copy_parallel,=

(:n

= MEfghLCt

copy-preserve-atime
-s3.insecure 2 SAFEL|CH
<<copy_s3_endpoint,copy-s3.endpointE +EL|C}
<<copy_s3_profile,-s3.profile It;profile_name=

SARILITH)E +ELI

-s3.noverify 2 SAFL|Ct

name has been specified,

81.2 KiB out

./xcp copy <IP address of NFS

creating one with name:

xcp copy <IP address of NFS server>:/source vol <IP

error
(107KiB/s)

243
o S5 W EOM0M AHEXL S OF 0|2

CIE2IS A4S o ¥

21 = od
HIuMo| 55 ®MA FYXE ZetetL|c).
S71/27] 25 37|12 XZLLITHI =L 64k).
SAIBIK| Z2M|AQ| |t 5 X[FELICHZI=EL: 7)
HE DS AA0 M OMX[2 e 2 AN A LU=

St

S3 H3l EA10|| HTTPS CHAI HTTPE A3
M-S gL,

o
= SMHE

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
Slofl chs XI™E URLE XH’S.*QI%*LIEF.

S3 H3l EAIE QI8 AWS AtZ ZSE O ZZ2LS
X| & gL},

S3 K2l S0 thek sSsL
Mol Ct.

fol

tot

21529l 7=

J
fjo

47
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£ MEYLICt -nonames OH7H #H copy Y S E L= HIX M AFEXL S OF 0|E2 M lst= HEYULICH
=F]

Xcp copy -nonames <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol

ol 271

[root@localhost linux]# ./xcp copy —-nonames <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xXcp copy -nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)

Total Time : Os.

STATUS : PASSED

<filter>E SArfL|CtH

E MEYLICt -match <filter> OH7H B copy BEQF YX|ot= THY U CIAER|RH HE|E =5 X|H5H=
D=|E:IOI|_|E|.
cod .

o

-
Ho

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -match bin <IP address or hostname
of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

Copy-MD5 <string_expression>(MD5 SA})

E MEELICE -md5 OH7H #H 3 copy QIEAS mf Tt SE0| Cet M2 M2 MMstD HI M2 KEsH=E HEHY
7|22 false 2 MHEE[ JSLICH

-2

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)

Total Time : Os.

STATUS : PASSED

Copy-dircount <n[k]> £ & XA

£ MEYLIC -dircount <n[k]> 07 B copy BHESE ArESHY] CIHEL S 818 W RF 37|12 X[FHLICL
7|22 64kYULILCE.

-2

xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

a

£ MEYLICt -edupe O H= copy ENAMO| S5 MAH F=HX|E Zelstr| ¢t SFYLICE

@ S3(Simple Storage Service)= =& ItY S X|ISHX| EELICE M2t S3 HZIE 2| Bt LMo =
X|HBILICt copy -edupe 8|4 O|O|E{0]| CHSE 2F "None"2 BtetetL|Ct,

k=

xcp copy -edupe <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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52

[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future



10 5

Total count: 18

Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: 0

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS
server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)
Total Time : 1s.

STATUS : PASSED

S Al - BS <n[k]>

E MEYLIC -bs <n[k]> {7 H copy BHS ALESIH §71/247| 28 37| X[FELLL 7= 28 37|=

64K LILCE.
12

xcp copy -bs <n[k]> <ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of

NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-
03 _23.57.04,742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS

server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)
Total Time : Os.

STATUS : PASSED

AL - EE <n>

E MEELICt -parallel <n> 7 B4 copy Z[CH SA| BiX| T2 MA £5 X|HSt= HH
7ALICE,

-2

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>

54
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[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED

copy-preserve-atime S MEHSHL|C}

E MEYLICt -preserve-atime M7 H4 copy BZE OIL S 2AANM OHX|EtO 2 HMASH IMZE E15H=
o240l |C}
ooHd .

L

E Z2/8LIC} -preserve-atime FH2 WA A|ZHS XCP 17| 2] Hof| A HEl el g = "M etL|Ct.

o

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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[root@clientl linux]# ./xXcp copy —-preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272 copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.742272_ copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

-s3.insecure & SAEtLICt
£ MEYLICE -s3. insecure H7H ¥4 copy S3 HA EMH| HTTPS CHA HTTPE ALEdt= EE
T=

xcp copy -s3.insecure s3://<bucket name>
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[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-
08 09.01.47.581599
Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded,
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)
Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

5

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-
08 09.15.58.807485
Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded,
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)
Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
08 09.15.58.807485 copy.log

STATUS : PASSED

Copy-s3.Endpoint <s3_endpoint_url> £ & ZsIAA|IR

5

E ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f Ha copy S3 H3l SAIE 28 X HE URLE 7|&

AWS 28 URLS ME2lst= BH LI
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.profile <name> £ S AEIL|C}

EA
H2q
SRS

-
Ho

FEEILICE s3.profile OH7H B4 copy S3 H{Zl SLI0| AFEE AWS X124 SE LL0M Z=ES X[ FoH=

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.noverify 2 SAFEL|CH

E MEYLICt -s3.noverify W7 ¥ copy S3 HZ! 4101 Lot SSL @1& 29| 7|2 ABS A=
D=|E=|OI|__|[:|.
ood .

-4
Mo

xcp copy -s3.noverify s3://<bucket name>
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[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670



KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

S71%t

XCPO| Ciet AH, o7l Ha= 5l o
MEEILICHdry run & E

ra
fjo
>

7=t

XCP NFS@LIC sync B FHEt21 QIE|A E411 0|5 tE 0| HX| Keio| MBS AFBOH0| £A NFS
ClE2|o] 1 W 4% AFS ZMBILICH 20| 3t S7H2 H2 Argol =R|=D e Cl2Ea|o] HSELICt,
O[T FHEZ ] QlH|A HisL S7|3t Be] 3 A 202 CHFIELC

() Soist = 30l £ A Cl=2)7h chak NFSV3 LHELA7IZ ChAl = RIELIC
-2

xcp sync -id <catalog name>

() 22%8UCt-id <catalog_name> Hi7} #4E of BRELICH sync H.
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[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : Xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

CHe Holl= 7t LIEE|0] FELICH sync Of7H Ha 81 HE
OH7H M= A
<<sync_id,sync-id &7/} ID 723 0| O|™ SALE QlE|Ao| FIEIZ T 0|52 X|HELICE. 9
E 07 HaJLDH sync BE.
S71%t- 0|8 213 o S5 9 EOMOIM ALX S OF 0|ES
A2 °.=.“—|Ef.
<<sync_bs, 7|2} - BS n[k] A7I/IMT] EF F7|E XIEELICHZ |28 64k).
<<sync_dircount,& 7|2} C[AE2| (); n[k] ClEEE|E 2 W 28 37| X[HeLCt.
<<sync_parallel, 572t - EE();n SA| HiX| Z2M[AL| XL 5 X|FELICHZI28E: 7).
sync-preserve-atimeS MEHSL|Ct D= OIS AA0M OX|Z 2 = HM|ATHIRZ

S|t
57135 - 0|2 83
E MEELICE -nonames D7 H sync IHY S5 = EIA0|A ALEXL S OF 0|S2 M Qlst= BHULICH

=
=

xcp sync -id <catalog name> -nonames



ol 271

[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

57|3} - BS <n[k]>

E MEYLICI -bs <n[k]> 0§17 H sync BHS AFRSIH 7|/ 7| 28 37|12 XNHELICL 7|2 28 F37|=
64K ILILCE.

-2

xcp sync -id <catalog name> -bs <n[k]>

Oof|H| =71

[root@Rlocalhost linux]# ./xcp sync —-id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

sync-dircount <n[k]> £ & XA

£ MEYLILt -dircount <n[k]> 07 B sync BHS AFES0] LIHERIE HE T 27F 37|E XIFHLICH
7| 22t2 64kYLICE.
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xcp sync -id <catalog name> -dircount <n[k]>
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[root@localhost linux]# ./xcp sync —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item,

Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)
Total Time : Os.
STATUS : PASSED

S7|et -8

£ MEYLIC -parallel i M sync 2[CH SA| BiX| Z2M|A 5 X|Fot= HHYLICE 7|22 7LICH

e

xcp sync -id <catalog name> -parallel <n>

oflxl 271

[root@localhost linux]# ./xcp sync —-id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item,

Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)
Total Time : 1s.

STATUS : PASSED

-preserve-atime

0 error

0 error

MELLICt -preserve-atime D7 HE sync B E IAS A A0 A OFX|2O 2 MM ASH LM E S6H=

=
=
THYLIC.

o
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__I.I.

ZEI2LICt -preserve-atime M2 HNA A|ZHS XCP 7| &

[
L

XCp sync -preserve-atime -id <catalog name>
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[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED
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2 22/31LICk sync HHD 8 ary-run SM2 =1 0| O|H FHHR I QIHA HS S AIBS0] AA NFS
Cl2E2[2 'E"J' = ArSES HSLICH £ o] FH2 o[ S| &Y 0|= M ItY, 0|F, Al = 0| 50|
HEE ot 8l IZIE"E1E|% HMPLICH BE2 22 HY LHES 205K TE ERI0| M E5HX|= 03§L|E|'
12
xcp sync dry-run -id <catalog name>
g_
(i) 228U -1d <catalog_name> 07} #4E O BRELICE sync dry-run BY S4.

ol 271

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s), 5.48 KiB out (16.7 KiB/s)
Total Time : Os.

STATUS : PASSED

CtS B0l 7 LHEE /}ELICE syne dry-run Of7f B4 51 HH

OH7H H = Moy

<<sync_dry_run_id,&7|%} dry-run-id O|H SAHR QIEllASl FIEt= 1 0|ES X[™ELICE 2
2 07 HEULICE sync BE.

Eeto| H SAHE S7IateLCt =& ClHEe[of CHot &M HALE &t 2= AS
E__’LE*LIEF
MER 7|s.

Dry-run-I2 &7|3tgiL|Ct HAE oHY 3 ClHER(of CHet M2 HEE QIMEL(Ct

%7|3} dry-run-nonames oY 55 S 2EOM0M ALK S OF 0|2
Ml ot

<<sync_dry_run_dircount,&7|2} dry-run-dircount n[k] C|EEZ|E 2 W QN 37|E X|HeL|Ct.

<<sync_dry_run_parallel, 57|32t 7414 HEH HEH():n SA| HiX| Z2AM[AL| £|CH 5 X|FHELICHZ|I=28k: 7).

dry-run-id <catalog_name> 57|}

E ME8YLICt -id <catalog name> OW7H BT} ZBHEl AR sync dry-run O|™ SAt
0|5 & XI™ELIC

r

QlHlAQ| FIEIZ T
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oft
o
[z

@ £ S=LICt -id <catalog name> OH7i Ha= Off HREL|CH sync dry-run &

xcp sync dry-run -id <catalog name>
Of|H| =71

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0O1

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

£ MEYLICt -stats Of7H Ha7F XetEl R sync dry-run &8 & CIAER|E XHA[S] HASID ME2 2E&
AtgE EagtLct

-2

xcp sync dry-run -id <catalog name> -stats

71



ol 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

Dry-run-I2 S7|3t&L|Ct

£ MEYLIC -1 Of7H HIt ZotEl H? sync dry-run HEE IHY 3! CIAE2(0f CHet M2 FEE Q14

o

xcp sync dry-run -id <catalog name> -1

Oof|®| =71

72

[root@localhost linux]# ./xcp sync dry-run -id ID0OO01 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source_vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED



& 7|3t dry-run-nonames

£ METLICt -nonames D47 #HETF o=l AL synce dry-run I S5 = EOMOA AFEX S OF
O|E2 M|<lgL|LCt,

k=

xcp sync dry-run -id <catalog name> -nonames

ol 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

Dry-run-dircount <n[k]> 57|}

E MEZLICH -dircount <n[k]> Of7 #HIF XEEl AL sync dry-run CIEEZE HS W ™ IV|E
X|"HgtL|Ct 7| 222 64kQIL|C}.

— HA'L—
=

xcp sync dry-run -id <catalog name> -dircount <n[k]>

o 271

[root@localhost linux]# ./xcp sync dry-run —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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METLICH -parallel OH7H B4t ZotEl AR sync dry-run SA| HiX| Z2M|AQ| X|Cf 5 X|™SL|CT.
7|23t 7L

xcp sync dry-run -id <catalog name> -parallel <n>

ol 271

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

ChAL AI%}

XCP NFSQULICH resume BH2 FIEHET QIHIA 0|5 EE= HS E X| ™SI STHE SAL
II-O-IO L'_|-A| AlII-oI-L_lL’_I- o|x-| EM. Iro-lo| 9|.E+§—| o||:1IA |§ EEE H._'|§E ()“ OI§L||_—_|.

i B —

<catalog path>:/catalog/indexes C|HEZ].
78

xcp resume -id <catalog name>

() 2228Uct-id <catalog_name> M7} #4E o BRBLIC resume H.
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ol 271

[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out

(5.46 KiB/s), 1s.

xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...
xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}
xcp: resume 'ID0O01l': Merged options: {-id: 'IDOO1',

-newid: u'IDO001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s), 100.0 MiB

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25.2 MiB/s), 465

(17.9 MiB/s), 558
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MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951



CHE ®oll=

MiB/s), 1ml6s

114,726 scanned*, 97,016 copied*,
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copiedx*,
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*,
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*,
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*,
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied%,
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés

134,630 scanned*, 121,742 copied%,
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1lmbls

134,630
MiB/s),

(21.0 MiB/s),

134,630
MiB/s),

(31.8 MiB/s),
Xcp command

scanned*™,

2.17 GiB

scanned*,

126,057 copied~,

out

Im56s
130,034 copied~,

2.33 GiBout

2mls
xcp resume -id ID0O1

74,158 indexed*,

79,331

indexedx,

84,217

indexedx,

84,217

indexedx,

99,203 indexed¥*,

104,317

109,417

109,417

114,312

134,630 scanned*, 134,630 copied*, 0 modification,
item, 0 error
Speed 2.40 GiB in (19.7 MiB/s), 2.37 GiB out (19.
Total Time 2més.
STATUS PASSED

7t LI =0 JELICE resume Of7H M 51 M

OH7H i

<<resume_bs,CtA| A|Z} -

<<resume_id,0|EH A -

<<resume_dircount,CtA| A|Z} -

<<resume_parallel,CtA| A|Z} -

BS n[k]

dircount n[k]

HAH():n

EE

Ol a2 o1

resume & 9—| Z

=T

= olo
= g2

Cl2E2)

1.46 GiB in

1

i

indexed¥*,

indexed¥*,

indexed¥*,

indexed¥*,

0

5

.65 GiB

.77 GiB

89 GiB

.99 GiB

2.06 GiB

2.10 GiB

2.20 GiB

2.36 GiB

new item

MiB/s)

A9 IR 0|ES
== 07K

3718 XE
ey

AO
0]

L|C}.

SH

37|12 XE

ot

in

in

in

in

in

in

in

in

(26.6

(24.

(22.8

(21.1

(13.8

(9.02

(21.0

(32.1

, 0 delete

II-I
(==

FL|C}.

ZLICHZ |22k 64k).

fLICt.

SAIBIK] Z2M|AQ| 2| =5 X[FgLChZ|=22L:

7).
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oH7H i

resume-preserve-atime 2 HZSHMAIQ

-s3.insecure S CtA| A|ZfgtL|CH

<<resume_s3_endpoint,resume-s3.endpoint

<<resume_s3 profile,-s3.profile CtA|
Al ZH);PROFILE_NAME

-s3.noverify 2 CHA| A|ZFEHL|C}

0|2 A - BS <n[k]>

£ ArEELICt -bs <n[k]> 07 H= resume S At
64KRILICE.

=
=

2310] Q7|/M7| E2 37| X|™BtL|Ct 7|2 22 37|

Jr K onx
morn o

OUS AAO|A OFX|UOZ MM AT LNE
gLt

3 HZ SO HTTPS CHA HTTPE AE3t= 82

ol AWS At S ool Z2EHS

rir

xcp resume -id <catalog name> -bs <n[k]>
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ol 271

[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:

u'ID001"'}
xcp: resume 'IDOO1l': Values marked with a * include operations before
resume
44,242
MiB/s),
scanned*™,
5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12
59,558
MiB/s),
59,558
scanned*,
10s
scanned*™,
30,698
35,234
copied™,
copied*,
19,440
19,440
indexed~*,
indexed*,
142

203

MiB

MiB

in
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in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824



MiB/s),

scanned*,

55s

84,911 copied*, 58,962 indexed*, 1013 MiB in (32.8 MiB/s), 991 MiB out
(33.2

101,667 scanned*, 91,386 copied*, 73,849 indexed*, 1.06 GiB in (15.4
MiB/s), 1.04 GiB out (15.4

MiB/s), 1mOs

118,251 scanned*, 98,413 copied*, 89,168 indexed*, 1.13 GiB in (14.0
MiB/s), 1.11 GiB out (13.3

MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*, 89,168 indexed*, 1.25 GiB in (23.9
MiB/s), 1.22 GiB out (23.2

MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*, 94,016 indexed*, 1.38 GiB in (25.7
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*, 94,016 indexed*, 1.52 GiB in (28.6
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*, 94,016 indexed*, 1.64 GiB in (24.6
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*, 94,016 indexed*, 1.80 GiB in (34.0
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*, 104,150 indexed*, 1.88 GiB in (16.2
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*, 119,455 indexed*, 1.95 GiB in (13.6
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command : xcp resume -id IDO001 -bs 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (19.9 MiB/s), 1.99 GiB out (19.7 MiB/s)

Total Time : 1mé43s.

STATUS : PASSED

resume-dircount <n[k]> £ & X5t A|Q
E MEELICH -dircount <n[k]> 047 B resume HHEE A1 CIEIEZ|E QS W @™ FV|E
X|™eL|Ct 7| 2242 64kRILILCE.

L HA—
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xcp resume -id <catalog name> -dircount <n[k]>



ol 271

root@localhost linux]#

XCp:

destination NFS server>:/dest vol}

XCp: re
xcp: di
progres
39,520

1s.

XCp: re
directo
XCp: re
XCp: re
XCp: re
XCp: re
-newid:
XCp: re
resume

76,626

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
84,791

MiB/s),
MiB/s),
94,698

MiB/s),
MiB/s),
99,734

MiB/s),
MiB/s),
104,773
MiB/s),

MiB/s),

Index:

sume 'ID0OO1':
£ff£f 'IDOO01"':

S

reviewed,
sume 'ID0OO1':
ries...

sume 'IDOO1':
sume 'ID0O1':
sume 'IDOO1':
sume 'IDOO1':
u'ID001"'}
sume 'ID0OO1':

scanned¥*,

{source:

2.47 MiB in

./xcp resume -id ID001 -dircount 32k

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

Reviewing the incomplete index...

(1.49 MiB/s),

12.6 KiB out

(7.62

Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:

{-dircount:

{-dircount:

u'ID001"}
'32k', -id:
'32k', -id:

Found 4,582 completed directories and 238 in

KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

23.0 MiB out (4.60

5s
scanned*, 49,942 copied¥*,
131 MiB out (21.5

10s
scanned*, 55,901 copiedx,
223 MiB out (18.3

15s
scanned*, 61,764 copied¥*,
313 MiB out (17.9

20s

scanned*, 68,129 copied¥*,
384 MiB out (14.2

25s

scanned*, 74,741 copied¥*,
473 MiB out (17.8

30s

scanned*, 80,110 copiedx*,
591 MiB out (23.7

35s
scanned*,
703 MiB out
40s

86,288 copied*,

(22.3

39,520

39,520

39,520

39,520

44,510

54,039

59,044

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

69,005 indexed¥*,

31.7 MiB in

140 MiB in

234 MiB

in

325 MiB

in

397 MiB

in

485 MiB

in

in

605 MiB

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076 scanned*, 93,265 copied*, 79,102 indexed*, 795 MiB in (15.8
MiB/s), 781 MiB out (15.5

MiB/s), 45s

121,341 scanned*, 100,077 copied*, 84,096 indexed*, 897 MiB in (20.4
MiB/s), 881 MiB out (19.9

MiB/s), 50s

125,032 scanned*, 105,712 copied*, 89,132 indexed*, 1003 MiB in (21.2
MiB/s), 985 MiB out (20.7

MiB/s), 55s

129,548 scanned*, 110,382 copied*, 89,132 indexed*, 1.14 GiB in (32.0
MiB/s), 1.12 GiB out (32.1

MiB/s), 1mOs

131,976 scanned*, 115,158 copied*, 94,221 indexed*, 1.23 GiB in (19.2
MiB/s), 1.21 GiB out (18.3

MiB/s), 1lm5s

134,430 scanned*, 119,161 copied*, 94,221 indexed*, 1.37 GiB in (27.8
MiB/s), 1.35 GiB out (28.3

MiB/s), 1mlOs

134,630 scanned*, 125,013 copied*, 109,402 indexed*, 1.47 GiB in (21.2
MiB/s), 1.45 GiB out

(21.4 MiB/s), 1ml5s

134,630 scanned*, 129,301 copied*, 114,532 indexed*, 1.61 GiB in (29.4
MiB/s), 1.60 GiB out

(29.8 MiB/s), 1m20s

134,630 scanned*, 132,546 copied*, 124,445 indexed*, 1.69 GiB in (14.8
MiB/s), 1.67 GiBout

(15.0 MiB/s), 1m25s

Xcp command : xcp resume -id ID0O01 -dircount 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete
item, 0 error

Speed : 1.70 GiB in (19.7 MiB/s), 1.69 GiB out (19.5 MiB/s)

Total Time : 1m28s.

STATUS : PASSED

MoK - EE <n>

7Lt
2

xcp resume -id <catalog name> -parallel <n>
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

resume

resume

resume

resume

-parallel: 3}

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5
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84,600 scanned*, 74,238 copied*, 64,150 indexed*, 723 MiB in (22.5
MiB/s), 705 MiB out (22.3

MiB/s), 46s

94,525 scanned*, 80,754 copied*, 74,157 indexed*, 807 MiB in (16.7
MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied*, 74,157 indexed*, 1007 MiB in (39.9
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*, 89,192 indexed*, 1.08 GiB in (20.7
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*, 94,248 indexed*, 1.18 GiB in (19.3
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*, 94,248 indexed*, 1.36 GiB in (36.8
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*, 104,275 indexed*, 1.51 GiB in (29.8
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s

129,694 scanned*, 117,218 copied*, 109,236 indexed*, 1.67 GiB in (33.2
MiB/s), 1.65 GiB out

(33.1 MiB/s), 1m21ls

131,753 scanned*, 123,850 copied*, 114,358 indexed*, 1.80 GiB in (25.9
MiB/s), 1.77 GiB out

(25.9 MiB/s), 1m26s

134,630 scanned*, 130,829 copied*, 124,437 indexed*, 1.85 GiB in (11.2
MiB/s), 1.83 GiBout

(11.2 MiB/s), 1m31ls

Xcp command : xcp resume -id ID0O01 -parallel 3

134,630 scanned*, 134,630 copied*, 0 modification, 0O new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (21.6 MiB/s), 2.00 GiB out (21.3 MiB/s)

Total Time : 1m35s.

STATUS : PASSED

resume-preserve-atime 2 & XsIMA|L

METBIL|Ct -preserve-atime 7] H resume 2E THIYS AANA OHX|2fO 2 HMATH LUMZ ERGH=

£ Z2I2LICt -preserve-atime 7 BHa= HMA AZFHE XCP 47| 2] Hof| ™= el gie=
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xcp resume -id <catalog name> -preserve-atime

o 271

root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats :

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

-s3.insecure £ CIA| A|ZFEHLICH

£ METLICH -s3.insecure Oi7 H4 resume S3 H3! SEM0| HTTPS CHA HTTPE AME2SH= HEH

@ E S ELIC} -s3.insecure 47} Ha= 1 S7H AR ELICH copy BHS AMSHH CHA| AlZFE of
ZAELICH & X|™oHoF SL|CH -s3. insecure CHA| AJZF Al M E AL EILILCE

xcp resume -s3.insecure -id <catalog name>
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root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996



s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

resume-s3.endpoint <s3_endpoint_url>

£ MBYLICt -s3.endpoint <s3 endpoint url> 07 H= resume S3 HZl S4I12 2[8 X|HE URLE
71 AWS 27 URLE HEolsis HBULIC

@ 7|2HO 2 Resume2 AL &Y 0| X|HEl S3 Z=H 3! S3 2T E ALEELICE 22{LE J7H Al M
S3 2d % S3 ZZES X|HSHH off A E|= 7[=240] —'?'—AIE!LIEf copy 8%.

-2

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:

-id <catalog name>
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[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

90



14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

s3.profile <profile_name>Z CA| A|ZFEtL|C}

£ MEYLICt -s3.profile <profile name> 07 4 resume S3 HZl EAMO| AIEE AWS XA SEH

|-°'01|k| EEEIO |I-Io|-'— D=|E=i

o[

@ 712X O E Resume2 SAI &Y F0f| X[HE S3 T2H 5! S3 EF- S AFEELICH J2{LE J7H Al Af
S3 ’é. % 83 Z2AS X[FHotH off MAEEl= 7[2240] RAIELICt copy E.

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume.log

STATUS : PASSED

-s3.noverify 2 CtA| A[ZFRFL|CH

E MEYLICE -s3.noverify 07 B resume S3 H3! A0 CHSH SSL 2152| 7|2 HE 2 MAL[St=
D=|E=IOI|__|[:|.
ood .

S
Ho

xcp resume -s3.noverify -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file



Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708

Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

S 223LIC veri ry FHS JLRI QUHA HSS ALBSH| YD 2H| XY $ AL
|2 2|9t chat ClaEa| ko] FA| Hto|E th9| Hlo[Ef bl WS AFBBILICH B AS AHS
Eorelof £ Alzt 8l J|EF I EE ClER] 242 SIS Ct w3t 0| WYL U=

HRoM IS 40 C[0[E{ S H| W LT,
T2

xcp verify <source NFS export path> <destination NFS exportpath>

95



ol 271

96

[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



verified (data,

different item,

attrs, mods), O

0 error

Speed 4.95 GiB in (86.4 MiB/s),
Total Time : 58s.
STATUS PASSED

CHE Eofl= 7t LIEE U}ELICH verify Oi7H #Ha 5

TPEES

verify-stats £ XA
SHAAI2

Verify-csv & =X

E” |E-I HAl:l

SHMA|R

Verify-NoData(&9! -

verify-noattrs £ &tx

2ol - nomods

<<nfs_verify _mtimewindow,22l-A|Zt EA|7]();s
HE -v

verify -I(i.*?_l -1

=2 o
O HAOO

Verify -

<<nfs_verify_match,2FQI-2X|();ZE();
<<nfs_verify_bs,2t?l - BS n[K]
<<nfs_verify parallel,2tQI-HZ():n
<<nfs_verify_dircount,2?! - C|ZE2| (); n[K]
noidE =tQlefL|Ct

verify-preserve-atime 2 &ZXSHMA|L

-s3.insecure 2FQIStL|Ct

<<nfs_verify_s3_endpoint,verify-s3.endpoint

<<nfs_verify_s3_profile,-s3.profile £2l();profile_name

-s3.noverify 2HQIstL|C}
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verify-stats 3 verify-csv

% Al‘-g-zl'l_ll:l‘ —-stats g{' —-CsvVv DH7H Hd—¢— 5'4 verify _+_¢ E7I<I EI'Z.I\I EEIE tg
T YLIC).
22

cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -stats
<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats <source ip address>:/source vol



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

-2

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol

100
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[root@localhost linux]# ./xcp verify -csv
<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s), 2.95 MiB out (603 KiB/s), 5s
== Number of files ==

empty

235

same <8KiB 73,916

same 8-64KiB

43,070

same 64KiB-1MiB

4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same 10,300
same 2,727
same 67
same 11
same

== Depth ==
0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772
same 7,608
same 130
same

== Modified ==
>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins

101



T

future

15
same 121,370
same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED

xcp verify -stats -csv <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -stats -csv <IP address of source
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

224,618 scanned, 48.7 MiB in (9.54 MiB/s), 2.98 MiB out (597 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 121,370

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats -csv <IP address of source NFS
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server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

Verify-NoData(2¢! - H|O|E gi2

£ MEYLICt -nodata OW7H H= verify H|O|E{E HASIX| S5 X|Hot= HEYLIC.
22

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),
9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED

verify-noattrs S XA

E MEYLICt -noattrs OWH HE verify 58S HASHK| RE=E X|Foh= EHAULICE
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xcp verify -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]#

server>:/source_vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-05 02.19.14.011569

40,397 scanned, 9,917 found,

4,249 compared,

in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared,
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found,
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s
75,179 scanned, 34,656 indexed, 47,680 found,
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s
75,179 scanned, 34,656 indexed, 58,669 found,
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s
78,097 scanned, 39,772 indexed, 69,343 found,
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned,
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out
110,213 scanned,
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out
110,213 scanned,
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out
110,213 scanned,

69,593 indexed,

69,593 indexed,

69,593 indexed,

69,593 indexed,

80,049 found

(1.18 MiB/s), 50s
86,233 found

(612 KiB/s), 5b5s
93,710 found

(705 KiB/s), 1mOs
99,700 found

./xcp verify -noattrs <IP address of source NFS

creating one with name:

4,249 same data, 211 MiB

8,867 same data, 475 MiB

, 15,038 same data, 811

, 19,928 same data, 1.02

, 24,803 same data, 1.32

32,595 compared, 32,595

40,371 compared, 40,371

51,524 compared, 51,524

61,858 compared, 61,858

, 69,565 compared, 69,565

, 15,727 compared, 75,727

, 83,218 compared, 83,218

, 89,364 compared, 89,364



same data, 3.20 GiB in

(56.9 MiB/s), 48.7 MiB out (593 KiB/s), 1mbs

124,888 scanned, 94,661 indexed, 107,509 found, 95,304 compared, 95,304
same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s), 1mlO0s

134,630 scanned, 104,739 indexed, 116,494 found, 102,792 compared,
102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s), 1ml5s

134,630 scanned, 104,739 indexed, 123,475 found, 109,601 compared,
109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s), 1m20s

134,630 scanned, 104,739 indexed, 129,354 found, 115,295 compared,
115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s), 1m25s

Xcp command : xcp verify -noattrs <IP address of source NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, mods), O

different item, 0 error

Speed : 4.95 GiB in (56.5 MiB/s), 69.2 MiB out (789 KiB/s)

Total Time : 1m29s.

STATUS : PASSED

219l - nomods

£ MNEZLICH -nomods I #4= verify T 8 A7t &QISHX| R=% X[ Fsh= FFYLICE
2z

xcp verify -nomods <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



verified (data, attrs), O
different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out

(1.24 MiB/s)
Total Time : 56s.
STATUS : PASSED
verify-mtimewindow(2 2/-mtimewindow <s>
E MEYLICI -mtimewindow <s> D7 H verify SQI2 2ol 51EE[= +H AlZt XI0|E X|HSt=
gi2jolL|c}
ood -

-
Ho

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

110

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs



server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

verify -v 3! verify -|
E AMBLLICH-v & 1 07 H Sl verify £ YAIS M D YAHE XHO|H S LIEs= BHAULICE
72

xcp verify -v <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED

113
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xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

115



different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED

2

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.

STATUS : PASSED

Verify - 0| 1S
E MEEILICE -nonames OH7H HE verify O SE L= HIMUM AFEXL 2 OF 0|52 HQlsts HHQULICH

w2

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



Verify - <filter>Z 2 X|A[ZIL|C}

£ AFSBILICH -match <filter> D47 B3 verify TE{QF YX|St= o 9l Cl2 E2[2F N2|5H= E-EQLICE
28

xcp verify -match bin <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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tol - BS <n>

i

MEZYLILH -bs <n> OW7H H4= verify BEES ALESIY] 17|/A7] 8 37|12 XIFGYLICE 72242 64kQILICE.

— HATC

e
=

xcp verify -bs 32k <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]#

./xcp verify -bs 32k <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-
05 04.20.19.266399
29,742 scanned, 9,939 found,

5,820 compared,

creating one with name:

5,820 same data, 312 MiB

in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out
134,630 scanned,
113,774 same data, 4.49 GiB
(103 MiB/s), 70.8 MiB out
Xcp command

in

(986 KiB/s),
104,656 indexed,

(1.15 MiB/s),
xcp verify -bs 32k <IP address of NFS server>:/source vol

119,203 found, 105,402 compared,

50s

127,458 found, 113,774 compared,

55s

<IP address of destination NFS server>:/dest vol

134,630 scanned,
(data,

100%
mods), O

0 matched,

verified attrs,

found (121,150 have data), 100%
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different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s),
Total Time : 1mOs.

STATUS : PASSED

77.5 MiB out (1.29 MiB/s)

Verify - 33 <n>

E MEYLICt -parallel <n> 07 ¥ verify X|Cf SA| HiX| ZENA 5 X|HSH= HHQUL|CE

w2

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652
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same data, 3.47 GiB in

(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmé6s

120,151 scanned, 104,848 indexed, 111,491 found, 100,317 compared,
100,317 same data, 3.95 GiB

in (97.2 MiB/s), 56.3 MiB out (733 KiB/s), 1mlls

130,068 scanned, 114,860 indexed, 119,867 found, 107,260 compared,
107,260 same data, 4.25 GiB

in (60.5 MiB/s), 60.6 MiB out (871 KiB/s), 1lmlés

134,028 scanned, 119,955 indexed, 125,210 found, 111,886 compared,
111,886 same data, 4.65 GiB

in (83.2 MiB/s), 63.7 MiB out (647 KiB/s), 1lm2ls

134,630 scanned, 129,929 indexed, 132,679 found, 119,193 compared,
119,193 same data, 4.93 GiB

in (56.8 MiB/s), 67.9 MiB out (846 KiB/s), 1lm26s

Xcp command : xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

verify-dircount <n[k]> £ & XA

S AHGBILICE -dircount <n (k1> UM 4 verify BYES ALGSIOl CIMERIS 92 w) ¥ 37|18
XIBILICE 7|22t 64kULICE.

w2

xcp verify -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22 MiB/s)
Total Time : 56s.

STATUS : PASSED

£ AFE™LIC -no1d O M2 verify 7| QHA WHES AFESHA| i F HFots I YULICL 7| 2242 false
o

xcp verify -nold <source ip address>:/source vol
<destination ip address>:/dest vol

Oflw| 271

[root@Rlocalhost linux]# ./xcp verify -noid <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify

49,216 scanned, 10,163 found, 9,816 compared, 9.59 KiB same data, 1.15
GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s), 6s

49,615 scanned, 4,958 indexed, 27,018 found, 26,534 compared, 25.9 KiB
same data, 3.08 GiB in (390 MiB/s), 15.1 MiB out (1.86 MiB/s), 1lls

73,401 scanned, 34,884 indexed, 46,365 found, 45,882 compared, 44.8
KiB same data, 5.31 GiB in (420 MiB/s), 26.6 MiB out (2.12 MiB/s), 1l6s

80,867 scanned, 44,880 indexed, 63,171 found, 62,704 compared, 61.2
KiB same data, 7.23 GiB in (377 MiB/s), 36.2 MiB out (1.83 MiB/s), 21s

83,102 scanned, 69,906 indexed, 79,587 found, 79,246 compared, 77.4
KiB same data, 9.13 GiB in (387 MiB/s), 46.0 MiB out (1.95 MiB/s), 26s

Xcp command : xcp verify 10.235.122.70:/source vol
10.235.122.86:/dest_vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed : 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time : 28s.

Job ID : Job 2024-04-22 07.19.41.825308 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-

22 07.19.41.825308 verify.log

STATUS : PASSED
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verify-preserve-atime 2 XXM A|Q

E MEELICE -preserve-atime 7] M verify ZE TIY S AA0|A OMX|TO 2 HMATH HUMEZE S716H=
HHAULICH E SEIYLICt -preserve-atime D17 Hays WMA AZES XCP 17| 2 ©of| AFE A2l e =
N F=pSho B

-2

xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

oflxl 271

[root@clientl linux]# ./xcp verify -preserve-atime
<IP_address>:/source vol <destination IP address>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30 15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

-s3.insecure &QIsHL|Ct
E MEYLICE -s3.insecure 7 H verify S3 H3! EA0| HTTPS CHA HTTPE AMEd= EH
28

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP _verify 2023-06-

08 09.04.33.301709

Job ID: Job 2023-06-08 09.04.33.301709 verify
Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

verify-s3.endpoint <s3_endpoint_url>

£ ME8YLICI -s3.endpoint <s3 endpoint url> Oi7f Ha verify S3 KA S4IE 26 XIHE URLE

7|2 AWS X URLE MEolst= EEALICH
o

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)
Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

-s3.profile <name>Z ZQIstL|C}

=
=
OH &
SRS

-
Ho

xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>

AEZELICH s3.profile D0 ¥ verify S3 HZl S410| AFEE AWS XtH 3 oM Z2EHS X|
4

ot

rr
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[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>
Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)
Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:

XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)
Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

-s3.noverify 2QI3tL|C}

E MEYLICI -s3.noverify W] ¥ verify S3 M3l SAl0f Cist SSL 21529| 7|2 AB2 MY 2lst=
D=|E=|OI|__|E_|.
ood .

134



xcp verify -s3.noverify s3://<bucket name>

135



ol 271

136

[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same



data, 28.0 MiB in (751

KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same
data, 31.7 MiB in (756

KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same
data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),
15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)

Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod £ Z&I8tL|Ct

XCP NFS@IL|C} chmod B2 X|E& CIMER| 70| thet 2= TH
HZABILICE 'chmod' A0l BE E= X, NFS 3R] E= POSIX 227t HaE
LRBLICH xCPYLICH chnod A X|E ZZ0f T3t AR Ashe vi=xoR wagh T

O O - O - -
WY S0l ANE 5 TAUD F2o| M HHE Hsto| EAIELICH
72

xcp chmod -mode <value> <source NFS export path>

offx 271

[root@Quser-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #
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CtE HEoll= 7t LIEE|| ASLILE chmod OW7H 4= 51 29

OH7H = MY

<<nfs_chmod_exclude,chmod-H|2|(); ZE{(); ZEQt X5t o S CIAEE|E N2l gLCt.
<<nfs_chmod_match,chmod-match TIE{Qt X|ot= Omh 9l C|= ER|DF X 2|BHL|C.
<<nfs_chmod_reference,chmod-&tZ(); & Z(); EXE oY = ClEEHEZ| X[™E XIE L L
chmod -v & HgL|Ct XNe|E 2= JiH(of cHet £ 2 EagtLct

chmod - <filter> H|2|
E MEYLICE ~exclude <filter> ON7H H4 chmod ZEQF LX|6H= OHY 8 CIHER|E N|Q[St= HAEQULICE
72

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

ol 271

[root@user-1 linux]# ./xcp chmod -exclude "fnm('3.img')" -mode 770
101.11.10.10:/s_v1/D3/

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s_v1/D3/
Stats : 5 scanned, 1 excluded, 5 changed mode

Speed : 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod - <filter> X
£ MNEELICE -match <filter> Of7H B4 chmod ZE{Q} YLX[St= THY 9l C|ZE2|0F H2|S5ts HHQUL|CE
2=

xcp chmod -match <filter> -mode <value> <source NFS export path>
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[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777

101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode

101.11.10.10:/s _v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)

Total Time : Os.
STATUS : PASSED

[root@user-1 linux]

chmod - & =X <reference>

E MEEILICI -reference <reference> D47l HE: chmod & XEl ot
HHAUL|CE.

o

-4
Ho

L= CEER] K-S XFHots

xcp chmod -reference <reference> <source NFS export path>

off | 271

[root@Quser-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt

102.21.10.10:/s _v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt

102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v £ &gtL|Ct

£ MEYLITH —v 07 H=: chmod B™ S AFESH0] M2| &l 2E 7HA|of| o

(2.00 KiB/s)

-
ot

£33 20t
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chmod -mode <value> -v <source NFS export path>

o 271

AF

[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode of 'file:///mnt/s v1/D1' changed from 0777 to 0111

mode of 'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/softlink 1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/softlink to hardlink 1.img' changed from
0777 to 0111 mode

of 'file:///mnt/s v1/Dl1/1.img' changed from 0777 to 0111

mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111
mode of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111

Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1l/ Stats : 7
scanned, 7

changed mode

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

MO

XCP NFS@LIC chown HHE XIYE CIE2| 2X0| Cgt BE US| ARG ZALS
HFBILICE £ SUBILICH chown BHS AHSI2{B NFS 2R = POSIX 227} #H4

LRYLICE XCP chown2 X[FEl 20| thist 2 RAS MAXHZ HFRLICH & S

chown Command= It 2| HAEl UID(AFHEXE ID)E EAIRLICE.

-2

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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[root@user-1 linux]#

101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022
changed ownership of 101.
1004:0

changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0
changed ownership of 101.
1001:0 to 1004:0

changed ownership of 101.
from 1001:0 to 1004:0

changed ownership of

101.

101.

101.

101.

101.

10.

10.

10.

10.

10.

110:

110:

110:

110

110:

./Xcp chown -user user2 -v

/s _vl/smaple set/Dl1 from 1001:0 to
/s _vl/smaple set/D1/1.txt from

/s_vl/smaple set/Dl/softlink 1.img

:/s_vl/smaple set/D1/1.img from

/s _vl/smaple set/Dl/hardlink 1.img

101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from

1001:0 to
1004:0
Xcp command

101.101.10.110:/s_v1l/smaple set/Dl

xcp chown -user user2 -v

Stats 6 scanned, 6 changed ownership

Speed 2.25 KiB in (1.82 KiB/s), 1.11 KiB out (923/s)

Total Time 1s.

STATUS PASSED

[root@user-1 linux]#
CHe Holl= 7t LIEE|0] }ELICE chown D47 M 5 HEH
OH7H tH == A4
<<nfs_chown_exclude, Mg - H|2|(); ZE(); ZEQt YX[ot= ofY 9 CIAER|E QgL CE
<<nfs_chown_match,x{'d L X|();ZE(); ZEQt UX[St= o S A E|2F X2l |Ct,
<<nfs_chown_group, Mg J&();2&(); A A0 Linux GID(Group ID)E A& gtLCE.

<<nfs_chown_user,X{'d ALEX}();AFRXK();

<<nfs_chown_user_from,chown-user-from {2 A2X}

- H2();

<<nfs_chown_group_from,chown-group-from xlj'2-

WAL,

xrx() 7C|-I()-

<<nfs_chown_reference,Xi'd -

M -

AA0|A Linux UIDE MEgtL|Ct

UIDE HZELCt.
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chown - <filter> H|2|
E MEYLICt —exclude <filter> ON7H 4 chown ZE{QI LX|ste MY 8! CIHEE|E N|Q[StE HAHEQIL|CE.
a2

xcp chown -exclude <filter> -user <user name> <source NFS export path>

ORI 271

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - <filter> 2 X|
E MNEELICE -match <filter> Of7H ¥4 chown ZE|QF YX[St= OHY 3l CIAEE|0F Ha2|sts HEQAL|CH
2

xcp chown -match <filter> -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?

101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

Chown - 1§ <group>

£ METLICt -group <group> M7 4 chown @EHAHZE AA0|A Linux GIDE AHgfL|C.

-2

xcp chown -match <filter> -user <user name> <source NFS export path>

ofil 271

[rootQuser-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Xcp command : xcp chown -group groupl
101.101.10.210:/s_vl/smaple set/D1l

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown - AFEX} <user>

E MNEEILICH —user <user> Oi7H B4 chown 2A0]| Linux UIDE A&-St= EHQIL|CE

-2

xcp chown -user -user <user name> <source NFS export path>
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[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[rootQuser-1 linux]#

Chown-user - £X: <user_from>
£ MEYLICt ~user-from <user from> Oi7} ¥ chown UIDE HASH= HHRULICE
g

xcp chown -user-from userl -user <user name> <source NFS export path>

oflw| 271

[root@user-1 linux]# ./xcp chown -user-from userl -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown-group-from <group_from>(xi'd 15)

2

xcp chown -group-from <group name> -group <group name> <source NFS export
path>
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[root@user-1 linux]# ./xcp chown —-group-from groupl -group group2
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group?2
101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

Chown - £ X <reference>

METIL|Ct -reference <reference> N7 H4 chown ZEE OHY L= CIHER| X[HE X[ HSH=

xcp chown -reference <reference> <source NFS export path>

ol 271

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_vl/smaple set/D1l

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

£ MEYLIC -v 07 Ha: chown BYES ALESI0] X2[El 2E JHA|of thet 22 2 gt}
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xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

Oof|®| =71

[root@user-1 linux]# ./xcp chown -user-from user2 -v -user userl
101.101.10.210:/s_vl/smaple set/Dl

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1 from 1004:1003
to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/D1/1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s _vl/smaple set/D1/1.txt from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/softlink 1.img
from 1004:1003 to

1001:1003

changed ownership of
101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/hardlink 1.img
from 1004:1003 to

1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out (1.00 KiB/s)

Total Time : 1s.

STATUS : PASSED
[root@user-1]

EIHD
NFS logdump BE2 0r0|12|0|M ID EE= &Y IDE 7|22 =15 EEEst off
=z
=

2SO HERLICE . zip A CIHEE|0 A= THAYLICE S
0|2 BHO| ArEE|= 0to]a2[o]d = A ID2F Z&LICE
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xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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XCP NFSILICt delete BH2 XHE Z2Q ZE A2 AMSLIC
-2

xcp delete <NFS export path>
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150

[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete



items, 0 error

Speed : 48.7 MiB in (869 KiB/s),

(396 KiB/s)Total Time : 57s.
STATUS : PASSED

CHE #0l= 7t LIEE0] ASLICE delete OWZH tH

OH7H =

<<nfs_delete_match, 2| - 2x|(); ZE();
Al - 5HE

delete-removetopdir®lL|C}
<<nfs_delete_exclude,2H| - H|2|(); ZE();
<<nfs_delete_parallel,AtX| - EZ():n

HSH

delete-preserve-atimeS MEHEtL|C}
<<nfs_delete_loglevel, A - 23 £Z();0|&();
-s3.insecure 2 AKX EL|CH
<<nfs_delete_endpoint,2tX| -s3.endpoint
<<nfs_delete_s3 profile,-s3.profile

AH|();PROFILE_NAME

-s3.noverify 2 AFH|ErLICH

AMH| - <filter>S LX|A|ZLICH

22.2 MiB out

L
My
E|9 Ux|BHs THY 9 CIE 2|0t K2[BLCh,
SOISHX| 941 ARIBILICE.
e1Xel

ote| CIMER|E Zeldte] LM ER| S MARLICH
ZE{Qt XSt ot 8l CIMER| S M| QARLCt

Z|H SAlBHX| Z2MAE XFRLICHI =2 7).

TR s ClRER|O| AAIA A|ZHS REIBLICHYIZ 2L

false).
21 2Es 4F Z“—Itt AHE 7ttt 2|'E2 Info,
debug(7|22f: Info)ILICH

S3 H{2! M0 HTTPS ThAl HTTPE AFBHs S412
RIZ LIt

7|2 AWS(Amazon Web Services) 28 URLEZ S3 H3l

S0 o8l XY E URLZ IH’SQI%“—IEL

S3 B{Z! SA12 95 AWS X1 BT TR0 ZRHS

X|Egt.

S3 HZl S40f| Chet SsSL 1F2| 7|=
otk

ol

ot
mjo

£ MEYLICt -match <filter> OH7H B3 delete BE{QF YX|Sh= THY 3 CIAER[DE XE2|5h= EHEYLICE

-2

xcp delete -match <filter> <NFS export path>

151



ol 271

[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp_catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xXcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

AH| - 5tE

E MEELICt -force 07 M= delete 2RI Q10| AMH|ISH= HELICEL

-2

xcp delete —-force <NFS export path>
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

delete-removetopdir®!L|Ct

£ MEYLICt -removetopdir U7 4 delete S19| CIAMERIE Zetst0] CIAMEEZ|E H|H5H= E

__I.l.

| |
[

xcp delete —-force -loglevel <name> -removetopdir <NFS export path>

will

FY LI
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[root@client]l linux]# ./xcp delete -force -loglevel DEBUG -removetopdir

10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing
data. Data in this path

/temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9

50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s), 2.70 MiB out

(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s), 6.70 MiB out

(806 KiB/s), 10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in (1.42 MiB/s),

153 MiB out (922
KiB/s), 3m6s

Xcp command : xcp delete -force -loglevel DEBUG -removetopdir
10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs

Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 08.03.38.218893 delete.log

STATUS : PASSED

[root@clientl linux]#

AR - <filter> X2

EME

k=

LT —exclude <filter> O M delete HEQ YX[St= I U CIHMEZ|E N2/St=

xcp delete -force -exclude <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"
10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing
data. Data in this path

/temp7/user2 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in
(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs
Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)

Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

Al - EE <n>

£ AF2ELICt -parallel <n> 070 B delete XU SA| BIX| Z2AHA +5 X[Fst= BYLICL 7|22
7Lt

o

xcp delete -force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

delete-preserve-atimeS AMEHEIL|C}

£ MEYLICI -preserve-atime <preserve-atime> Of7] H delete OMY = CIHEZ[Q] BN A A[ZHS

HESH= HHYLICL 7|22 false YLICE.

o

xcp delete -force -preserve-atime <NFS export path>
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

APl - 23 £F <name>

E ME8LICE -10glevel <name> Ol7H 4= delete 21 S MNSE HAHQULICEH AL 7158 HEE Info
2 debugLICH 7|2 2[H2 InfoRLICE.

e

xcp delete -force -loglevel DEBUG -removetopdir <NFS export path>
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[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

-s3.insecure = AMK|EL|CH

E MEELICH -s3.insecure Oi7] H4 delete S3 I EA0| HTTPS CHA HTTPE AM2SH= HH

T

xcp delete -s3.insecure s3://bucketl
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data.
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

delete -s3.endpoint <s3_endpoint_url>

£ ME8YLICI -s3.endpoint <s3 endpoint url> 07 Ha delete S3 KA SAIE 26 XIHE URLE

712 AWS 23 URLS MIolsts R eLICt,
T2

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket

Data in this
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[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.39.33.042545 delete.log

STATUS : PASSED

-s3.profile <name>E AtA|gfL|C}

E MEELICE s3.profile OI7H #H delete S3 HZl S40| ALES AWS XHA 5 OtAOA T2 H S X|HSH=
Ha2q
o o

-
Ho

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

-s3.noverify = AMH|LIC}

E MEYLICE -s3.noverify OH7H B4 delete S3 H3! EAI0]| CHSH SSL 2152| 7|2 HEE MAL[St=
D=|E=|OI|__|[:|.
ooHd -

-4
Ho

xcp delete -s3.noverify s3://bucket
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[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

HAH

XCP NFSRULICt estimate BHS ALESIH 2AAN M EFZICE V|2 EX|E 2t=5t= O
QS A|ZH2 =XSILICE CPU, RAM, UIEQ|3 9 7|E} Of7f 42 ZH0| Sixl| AR 7t 3t
ANAEI B AAS DS AIRSIO] 7|F SAIS 226t O] Z Rt oA A|ZHS A|IAMSELICE £
MEY £ UELILE -target ME SAF XS AESHD oA A|ZH2 7HH = SMYUL|CE

2

xcp estimate -id <name>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target
10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.10.10:/tempd"' to

'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’
based on a 1m40s live test:

5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target
10.101.12.10:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

LS HOll= 7t LIEE[ ASLICE estimate Of7H H= 81 2

OH7H 4~ 29

<<nfs_estimate_id,A%&-id O|™ SALE EE= A QIEIAO| FIEIZ T 0|22
X|G gL Ct.

<<nfs_estimate_gbit,=% - H|E(); n 7|7HIEQ| LHHEZ S AHE5I0] XX Q| A|ZHS o =gtL|ct
(7122 1).

<<nfs_estimate_target, 4% - EtZl(); 22 2i0|E HIAE SA0| ALY &S X|™efL|Ct,

<<nfs_estimate_t,Z% -t n/s/m/h] 2l0|E HAE AL 7|Zt2 X[FELICHZ|22L: 5m)

<<nfs_estimate_bs, &M - BS n[k] A7|/MT| 28 37|E XIELICHZ |22 64k)

<<nfs_estimate_dircount,0f|& - dircount n[K] ClAEZE 27| st @K™ 37|12 X|HELICHZ|23L:
64k).

=H-HZ-atime ot L= ClEE2| o HMA AZEE SRIRLICHZ |22k
False).

20 AS d™ELICH AL 7Hs S 2|22 Info,
debug(?7|22f: Info)L|Ct,

MM

<<nfs_estimate_loglevel, A& - 271 %
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£ MEYLICt -id <name> U7 = estimate HEQ LX|St= It 8! CIMEE| S H| Q5= B YLICH

e
=

xcp estimate -id <name>
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ofl &

[root@clientl linux]# ./xcp estimate -id csdataOl

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xXcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xXCcp estimate -id csdataOlOl

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

- Gbit <n>

E MEYLICE -gbit <n> Of7] Ha estimate BEE AFESHH 2[H Q| AZHE | S LICHZIE2E: 1). 0| &
SHH At S 4= RUELICE -target NS MEHBIL|CE

-2

—

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

0|4 - CHA <path>

£ MEYLICt -target <path> Oi7H B4 estimate 2t0[E HIAE SAL20]| AFE T EFUS X[FsH= B YLICL

-2

xcp estimate -t 100 -id <name> -target <path>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#
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=X -t <n[s|m|h]>

E MNEELICE -t <n[s|m|h]> 0§17 HE estimate 2H0|E HAE SAt 7|2H2 K™= HHEUL|CE 7|22
5melL|Ct.
=1}

xcp estimate -t <n[s|m|h]> -id <name> -target <path>

Oof|®| =71

[root@client-01 linux]# ./xcp estimate -t 100 -id estimateOl -target
10.101.12.12:/temp38

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/tempd’' to

'10.101.12.12:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’
based on a 1m40s live

test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

=3 -BS <n[k]>

E MEZLICE -bs <n[k]> 047 HE estimate HHS ALESIH 7|/MT| E8 37|E K| HELICE 7|22
64kIL|C}.
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can

renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate
63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k
Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

0| & - dircount <n[k]>

£ MEYLICH -dircount <n[k]> O B estimate S A0 CIAMEZ|E 217 2lo REE 37|

X|FELIC 7|1 222 64k LICt.

L HA'L—

-
Ho

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>
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[root@clientl linux]# ./xcp estimate -id csdatalOl -dircount 128k -t 300
-target <path>

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate

Starting live test for 5m0Os to estimate time to copy ‘data-set:/userl
to “<path>"...

1,909 scanned, 126 copied, 2 giants, 580 MiB in (115 MiB/s), 451 MiB
out (89.5 MiB/s), bs

1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s

1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110
MiB/s), 32.4 GiB out (110

MiB/s), 4mb57s

Sample test copy completed for, 300.03s

0 in (-7215675436.180/s), 0 out (-6951487617.036/s), 5m2s

2,186 scanned, 610 KiB in (121 KiB/s), 76.9 KiB out (15.3 KiB/s), 5m7s
Estimated time to copy ‘data-set:/userlto '10.01.12.11:/maprll' based
on a 5m0Os live test:

7d6h

Xcp command : xcp estimate -id csdata0l -dircount 128k -t 300 -target
10.101.12.11:/maprll

Estimated Time : 7d6h

Job ID : Job 2023-04-20 13.03.46.820673 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 13.03.46.820673 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
61.6 MiB free space.

[root@clientl linux]#



Estimate - & <n>

7L|C.
T

xcp estimate -loglevel <name> -parallel <n> -id <name>

Oof|®| =71

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

P

H-EZ.atime

=
=

7|

MELILICH -preserve-atime OH7H H4 estimate DY = CIHER|Q| MM A A|ZHS EESH= HHQUL|CH
BZt2 false YLICt
— HATC (=] .

-
Ho

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

- 23 & <name>

E METLICt -10glevel <name> N7 H estimate 21 2|HE AN st= HHAULICH AL THsTH gHI2
Info 5 debugJLICH 7|2 &2 InfoRIL|LCE.

2

xcp estimate -loglevel <name> -id <name>
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-

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

A AN

=

NFS indexdelete HEO| FIE 21 QIHAE ALY|TIL|CE,

__I.I.

|
[

xcp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

CHE HOll= 7t LIZE[O AJSLICE indexdelete Oi7H H4= 81 B

RS Mo

<<nfs_indexdelete_match,indexdelete - ¥X|(); BE{(); EE LX[St= Ot 2 ClAE2|TH H2[ehL|Ct,

<<nfs_indexdelete_loglevel,indexdelete - LoglLevel 20 WS M™HBIL|C AF2 7ts St B[ Info,
O|E GT; debug(Z|22}: Info)LIC},

indexdelete - <filter>2} Y X|EfL|C}

MEYLICH -match <filter> Oi7H ¥ indexdelete TE{QL YX|SH= Mt B! ClAE2|0 2|6t
9

=
=
HHYLIC.

S|
Ho

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete - LogLevel <name>&!L|C}

E MEYLICt -1oglevel <name> U7 B4 indexdelete E1 |HE MHSH= HHAUL|CH AL 7tsTt
HH2 Info X debugILICH 7|2 2|EE InfoRIL|CH.

-2

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023
testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85

KiB/s), 1s.
WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03

KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)
Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iSync £ MEHSIL|C}

X

AEEILICH estimate

14

CPOf| CHeF A, O{7H H
SM

iSync £ MEHSILICE

XCP NFSRILICt isync BHE2 229 &S Hlwst 12T QA S ALESHX| @811 ERUS| X[O|E S

S7|stetct.

__I.l.

| |

[

xcp isync <source ip address>:/src <destination ip address>:/dest

")
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[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out
11s

(752 KiB/s),
(1.13 MiB/s),

6s

57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879 KiB/s), 1l6s
92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s), 22s
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),
27s
137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),
32s
154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),
38s
181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26
MiB/s), 43s
target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76
GiB in (200 MiB/s), 123 MiB
out (2.75 MiB/s), 44s.
181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95.3 MiB/s),
545 MiB out (95.2 MiB/s), 49s
Xcp command xcp isync <source ip address>:/src
<destination ip address>:/dest
Stats 1 removed, 181,907 scanned, 10,263 copied
Speed 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)
Total Time 49s.
Job ID Job 2023-11-20 04.11.03.128824 isync
Log Path /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.11.03.128824 isync.log
STATUS PASSED
[root@clientl linux]
Ct2 #0l|l= 7t LIEE[0 JAELICH isync O Ha 21 EF
Of7H = 2%
iSync - NODataZS MEHSL|CH CIO[H E =HQISHR| et&LICt
iSync-noattrs £ & ZEstAIL EME HAISHX| t&L|Ct
iSync - nomods £ & XA o =3 AZHS =IstR| f&L Tt
<<nfs_isync_mtimewindow,iSync - mtimewindow();s =9I 2|8l |2 = 48 A|Zt X}0|E X|AHEtL|C}
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<<nfs_isync_match,iSync - 2 X|(); ZE{();
iSync - BS ¥ Lt; n[k] ¥ GT:
<<nfs_isync_parallel,iSync - & ();n

<<nfs_isync_dircount,iSync - dircount n[k]

<<nfs_isync_exclude,iSync - | 2|(); ZE();
<<nfs_isync_newid,iSync-newid

<<nfs_isync_loglevel,iSync - 23 £Z&();0|8 % GT;

iSync-preserve-atime 2 HZEsHMAIR
iSync -s3.insecure & Tt AL

<<nfs_isync_endpoint,iSync-S3.endpoint

<<nfs_isync_s3_profile,iSync -s3.profile 5!
It;profile_name

iSync -s3.noverify & ZSHUA|L

iSync - NODataS MEigtL|Ct
£ MEELICE -nodata OH7H

e
=

= isync HIO|EE HAISHK] 2

A
=

M

&
ZE{Qt XSt mh Bl LI ER2| 2 X2 RfL|Ct.
AHT|IMI| EE

3712 RIEYLICHZ |23k 64k

)-
SAIBIK Z2M|AQ| |t =5 X[FELCHZ|=2L: 7).

CIZMEZ|E ol M ¥ 37|12 XYLLITHIIE2L 64k).

ZEet LX|otes ot o LR ER| S Rl

M QIEA FIEFZ 0 FIEIZ T 0|2 K™ EL|Ct.
20 g[S AHBILICH AF2 THs 8 2”2 Info,
debug(Z12%Z}: Info )°'I—IEL

DE IIUS 2A0 M OX|2HO = HNATH LM ZE
S|t

S3 K3l EMO| HTTPS CHAl HTTPE AIEdts 82

HSect.

7|2 AWS(Amazon Web Services) 28 URLES S3 H3l

S4of oisl X|ZE URLZ IHIJQI%*LIEP.

S3 H2l EAIS 9I8h AWS AH2 E9 THloj M ZRLS

X|Egct.

S3 M2l E40f| CHet sSL 2152
Mo gfLICt.

| 71 gl

= -

o

A= XYt FF LI

xcp isync -nodata <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync-noattrs £ XA

£ MEYLICt -noattrs 070 Ha isync HEE HASHR] & X|HS= HYLIC
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xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync -noattrs
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (488 KiB/s), 5s
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12.0 MiB out
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18.3 MiB out
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s), 24.9 MiB out
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s), 31.2 MiB out
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (540 MiB/s),
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in (716 MiB/s),
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)

Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.error

STATUS : PASSED

iSync - nomods £ & XA

£ MEYLICE -nomods OH7H ¥ isync It
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isync —-nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Oof|®| =71

[root@clientl linux]# ./xcp isync —-nomodes

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s),
(1.81 MiB/s), 1ls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s),
(1.31 MiB/s), 1l6s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s),
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),

571 MiB out (1.40 MiB/s),
om4d?2s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in

578 MiB out (1.46 MiB/s),
om4d7s

(668 MiB/s),

(463 KiB/s),
12.5 MiB out

(434 MiB/s),

Xcp command : xcp isync -nomods <source ip address>:/source vol

<destination ip address>:/dest vol
Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.
Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log
STATUS : PASSED

iSync - mtimewindow <s> & & XA

E MEELICE -mtimewindow <s> Oi7H B isync 2012 QI S{E&= =3 Al
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26.3 MiB out

5s

51.4



-2

xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6



Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync-Match <filter> £ & XA A2
£ MEYLIC -match <filter> Of7H W isync HEQF XISz It 9 CIHME2|0 H2|5h= HFEUL|CE
2=

xcp isync -match <filter> -id <name>
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[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out
(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out (2.06
KiB/s), 1l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out (86.6
KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out (4.95
KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out (1.00
KiB/s), 32s

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out
(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in (48.9
MiB/s), 4.51 MiB out

(117 KiB/s), 39s.

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out
(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)

Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.03.734323 isync.log

STATUS : PASSED

iSync - BS <n[k]> £ &ZsHHAIQ

E MEYLICE -bs <n[k]> 047 HE isync @HS ARSI 7|/M7| EF 37|E X[HELICL 7|2 EE 37|=
64K ULILCE.

o

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync - 82

£ MEYLIC -parallel <n>Oi7H = isync 2| SA| BiX| Z2M|A +2 X|Y5t= HHYLILE 7|22
7Lt

2

xcp isync -parallel <n> <source ip address>:/source vol

<destination ip address>:/dest vol
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[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync - dircount <n[k]> £ &ZstA A2

=
=

A BILICE -dircount <n[k]> Oi7H HE isync BHS AFEst0] CIAER|E IS I K 37|E XIHELICL.
7|22t 64kQIL|C}.

-
Ho

xcp isync -dircount <n[k]> <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -dircount 32k
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s
31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s
33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s
33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls
42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),
Tm3s
42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),
Tm8s
Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol
Stats : 1,000 removed, 42,496 scanned, 1,000 copied
Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)
Total Time : 7mlls.
Job ID : Job 2023-11-16 23.33.45.854686 isync
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.log
Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.33.45.854686 isync.error
STATUS : PASSED

iSync - <filter> H|2)

E MEBYLICt -exclude <filter> D7 ¥ isync HE{Qt LX|t= Ot 9! CIME2Z|E HM|Qlst= BEYLICEH
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xcp isync -exclude <filter> <source ip address>:/source vol

<destination ip address>:/dest vol

Oof|®| =71

188

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED



iSync-newid <name> £ XA

E MEYLICt -newid <name> Of7H ¥ isync A QIEIA FIEIZ 0

u
um
HU
[
=)
ol
mjo
Ral
0z
Ot
rr
0g
o
188
-
o

2

xcp 1sync -newid <name> -s3.endpoint <S3 endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate/

off 271

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : xcp isync -newid testing -s3.endpoint S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync - £ =& <name>

£ MEYLICt -10glevel <name> O Ha isync 210 2|8 E HAEst= BHAULICH AHE 7ttt 2R Info U
debugJL|Ct. 7|22f2 Info RILICE.

w2

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64
30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81
30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60
30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75
30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.7 MiB

MiB/s), 25s

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

MiB/s), 5s
MiB/s), 10s
MiB/s), 15s

MiB/s), 20s
out (2.56
out (2.79
out (2.35

<source ip address>:/source vol <destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)
Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
17 00.49.20.336389 isync.error

STATUS : PASSED

iSync-preserve-atime 2 & X5 A|L

MEZLICt -preserve-atime 7 #H4 isync ZE TIYS 2ANA DX O Z AN A

=
=
THYLIC.

-
Ho

xcp lsync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure Xt AIQ

E MEYLICt -s3.insecure N7 ¥ isync S3 HAl EAI0| HTTPS CHAl HTTPE AI25t= ©@&
T

XCcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate/
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[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync-S3.Endpoint <s3_endpoint_url> £ & Xt A2

£ MEELICt -s3.endpoint <s3 endpoint url> O7H B4 isync S3 H{Z E4l= fI8ll XI™E URLE 7|2
AWS 23 URLE ME2lots SFYLILY.

k=

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

192



ol 271

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name> £ A XA A2

AEYILICE s3.profile Of7H 4 isync S3 H3! SAl0| AFEE AWS XH4 3F Mo T2 EHZ X|HsH=
24
o

O TN

-
Mo

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>
<source_ ip address>:/src/USER4 s3://isyncestimate
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[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5
KiB/s), 38.4 KiB out (16.5

KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify XA

E MEYLICt -s3.noverify 7] ¥4 isync S3 HZ EA0| CHSt SSL Q1&2| 7|2 HE 2 MHEQ|st=
D=|E=IOI|_|[_|.
ood .

-
Ho

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync FHZtLICt

S SBLIC isync FYS o B ALY 4 YBLICE estinate O Z2l= A OIZSHE SHYLICH isync
52 v7 82 B7(3ksts ULICH S 22UYLICH -1a 07 H4E o/ A HYel Flg2 1 0|58
EERE
1=

XCp isync estimate -id <name>

() = =™gUC-1a o) B ol BRI isyne estimate B S,
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[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s
Xcp command xCcp isync estimate -id <name>

Estimated Time 45.1s

Job ID
Log Path

Job 2023-11-20 04.08.18.967541 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.error

STATUS PASSED

Of7H =

iSync Estimate - NoData2| 2k0{IL|C}
iSync Estimate - noatirs & &%

iSync & - nomods

<<nfs_isync_estimate_mtimewindow,iSync =4 -
mtimewindow

<<nfs_isync_estimate_match,iSync A% - &X|(),
ZE(),

iSync A% - BS & Lt; n[k] % GT;
<<nfs_isync_estimate_parallel,iSync A& - HZ();n

<<nfs_isync_estimate_dircount,iSync X - dircount
n[k]

<<nfs_isync_estimate_exclude,iSync A% - H|2|(),
ZE(),

<<nfs_isync_estimate_id,iSync Estimate-id
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<<nfs_isync_estimate_loglevel,iSync Estimate -
LogLevel O|E GT;

iSync Estimate-preserve-atime 2 & ZsHAA|2

iSync Estimate -s3.insecure 2 & ZSHUA|R

iSync Estimate - s3.endpoint

<<nfs_isync_estimate_s3_profile,iSync -s3.profile 3

It;profile_name

iSync Estimate -s3.noverify 2 XX AR

iSync Estimate - NoData2| 2f0{Q!L|C}

A
23 WS AYBLICt A2 THs Tt 2|E S Info,
debug(7|2%L: Info) LT,

oAU S AA0 A OFX[BtOZ MM ASH LR
2oIst |C
2elgtL|Ct,

S3 3l SA0| HTTPS CHAl HTTPE ALEdH= 82
XS gL,

7|2 AWS(Amazon Web Services) 28 URLS S3 H3l
S210f| cHeh X" El URLE IH’SQI%“—IEF.

S3 H2l 412 9lh AWS A EE T0|N RIS
x| FgLc

fol

to

S3 K2l S4lof| thek ssL ¢lE2 7|=
Mo gL ct.

J
fujo

E MEYLICt -nodata OHH #H47F LotEl AL isync estimate HIO|EHE AALSHA| (=& X|™StL|CT

e
=

XCp isync estimate -nodata -id <name>
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[root@clientl linux]# ./xcp isync estimate -nodata -id <name>

Job ID: Job 2023-11-23 23.19.45.648691 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:

<destination ip address>:/fv}
Xcp command
Estimated Time : 0.6s
Job ID

Log Path

xcp isync estimate -nodata -id <name>

Job 2023-11-23 23.19.45.648691 isync estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS PASSED

iSync Estimate - noattrs S & Z5HUAL

E MEELICE -noattrs Of7 HEIF XEEl AL isync estimate HES AASH $E= X|FeL|Ct

=
=

xCcp isync estimate -noattrs -id <name>
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[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync _estimate.log

STATUS : PASSED

iSync ZAH - nomods

£ MEYLICE -nomods OH7H #H4TF o=l AL isync estimate It

=

A
T o

ne

XCp isync estimate -nomods -id <name>
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[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

omd7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync 0|4 - mtimewindow <s>

0
=
N

E MEBEYLIC} -mtimewindow <s> O7H HIF XBHEI AR isync estimate &QUE Qo) ==
Xto|E X gL,

-2

XCp 1isync estimate -mtimewindow <s> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

iSync Estimate - Match <filter> = & X3t A|Q

E MEYLICt -match <filter> D7 HI XSHE AL isync estimate HEQF LX|SH= OHY 8!
Clo E2|2t M| Ct

w2

xCcp isync estimate -match <filter> -id <name>

Oof|®| =71

[root@clientl linux]# ./xXcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : Xcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED
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iSync 0f| 4 - BS <n[k]>

E MEYLICE -bs <n[k]>OH7 HPT XEHE AR isync estimate H7Z|/MT| 28 37|E X|™ELICE 7|2
=

=2 37|= 64KYL|CH.

XCcp isync estimate -bs <n[k]> -id <name>
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[root@clientl linux]# ./xcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSync £H -

E MEYLICE -parallel <n> 07 HIL XSE AL isync estimate SA| HIX| ZEM[AL| X[ £+
X ELLLCt 7| 2a2 7YLICE

L HATC

-4
Ho

xCcp isync estimate -parallel <n> -id <name>
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[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED

iSync Estimate - dircount <n[k]> £ & X5IAA|R
E MEYLICt -dircount <n[k]> Of7H HETL ZEHE B2 isync estimate CIHMEEZ|E HE M @F 37|E
XIFefLct 7| 222 64k LT

L HA'LC

S|
Ho

XCcp isync estimate -dircount <n[k]> -id <name>
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[root@clientl linux]# ./xcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>
Estimated Time : 8mb6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

iSync Estimate - <filter> X 2|

E MEYLICI ~exclude <filter> D7 HLIF EXSHEl AL isync estimate EEQ} LX|SH= THY 5L
ClME2|E NeleL|Ct.
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[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIRI1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

iSync Estimate-id <name> £ HZX3IA|2

= MEYLICH -id <name> 07 HEIF ZSEl AR isync estimate 71EHE1 OS2 X|™HSHHH O™ SA}
XA S pfE K| HEL|C

-

| |
[L

xcp isync estimate -id <name>
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[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s

’
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSync Estimate - 271 2| <name>

£ MEYLICt -10glevel <name> W7 HLIF XSHEl AL isync estimate 21 2|HE AASH2{H Info A
debug Zi['AE ALEY = JUSLICE 7|22 Info LICE.

k=

xcp isync estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:

<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

iSync Estimate-preserve-atime 2 & X5 A|Q

E MEYLICI -preserve-atime 7] HIH ZHEl B2 isync estimate ZE IIYUE
MM ATHEME SRSLICE

e
=

XCp isync estimate -preserve-atime -id <name>
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AAO|M OFX|atO 2

[root@clientl linux]# ./xcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:

<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync_estimate.log

STATUS : PASSED

iSync Estimate -s3.insecure 2 & ZotA AR

E MEELICE -s3.insecure D7 HpIF ZoHEl AR isync estimate S3 A SAI0| HTTPS CHAl HTTPE

AE3t=E BR
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[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSync Estimate - s3.endpoint <s3_endpoint_url>S XM A|2

E AMBYLICt -s3.endpoint <s3 endpoint url> O HIF ZSHEl AR isync estimate S3 HZA
EME 9ls XIME URLE 7|2 AWS 28 URLS ZH™olgfL|Ct.

-
Ho

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.profile <name> S £ ZstAA|Q

E MEBYLICt s3.profile D7 HpIt ZEE B isync estimate S3 HZ S4E 2l AWS X4 ZE
oo M Z2HE X[FLLCH

k=

xcp isync estimate -s3.profile s3 profile -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSync Estimate -s3.noverify S & ZXst4A2

E MEYLICE -s3.noverify Of7H HaIF ISHEl A2 isyne estimate S3 M3 S0 CHet SSL 21&2| 7|2
golg i elgfL|ct.

—

-
Ho

XCcp isync estimate -s3.noverify -id <name>
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[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED

SMBRILICt help Command B™ & 55, H 07 H== 51 2f 07K H=-0f CHet Zh=kot
HES EAIELICt O] HHE2 XCPE M3 AFE5t= XA o< KEELICE.

xcp —-—help
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C:\Users\Administrator\Desktop\xcp>xcp --help
usage: xcp [-h] [-version]

{scan, show, listen,configure, copy,sync,verify,license,activate,help}
optional arguments:
-h, --help show this help message and exit

-version show program's version number and exit

XCP commands:
{scan, show, listen, configure, copy, sync,verify,license,activate,help}

scan Read all the files in a file tree

show Request information from host about SMB shares
listen Run xcp service

configure Configure xcp.ini file

copy Recursively copy everything from source to target
sync Sync target with source

verify Verify that the target is the same as the source
license Show xcp license info

activate Activate a license on the current host

help Show help for commands

2% <command>
<command>Z 2} &7H AF2EHLICt help XIHE <command>0f| CHSH OilH| 2 M M8 HEE FA|ELICE
22

xcp help <command>

CtE £ oFoME o M2 EE, A

oo
o

, @l 8l MEi™ ol4xB HO FLICE sync EE.
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C:\Users\Administrator\Desktop\xcp>xcp help sync

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-noatime] [-noctime] [-nomtime] [-noattrs]

[-noownership] [-atimewindow <float>] [-ctimewindow <float>]
[-mtimewindow <float>] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-1]

source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes.

XCP sync will ignore these file attributes.

positional arguments:

source
target
optional arguments:
-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default: <cpu-
count>)
-match <filter> only process files and directories that match the
filter
see “xcp help -match® for details)
-preserve-atime restore last accessed date on source
-noatime do not check file access time
-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes
-noownership do not check ownership

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds
-acl copy security information
-fallback-user FALLBACK USER

a user on the target machine to receive the
permissions of local
(nondomain) source machine users (eg. domain\administrator)
—-fallback-group FALLBACK GROUP

a group on the target machine to receive the
permissions oflocal
(non-domain) source machine groups (eg. domain\administrators)
=1 increase output
-root sync acl for root directory
C:\Users\Administrator\Desktop\xcp>
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SMBRYIL|C} show BB
FHE|ZL|C ot o] B
gl A2 7tsth 22F2

StLt Of e AE2|X| MH{ S| RPC MH|ALQLNFS LHELLZ|E
ME Tttt ME|A SLLHEWZ|9F 2 LHEWZ|2| Mg 7Hstt 8

o
2 LIget Lh2 2 LIELHV |9 RE £4S LIggLCt.

-
Ho

[=]

£ SRt show HHS ARSI NFSV3 LHE L A ARl SAE 0|S i P A7t WRELICH

xcp show \\<IP address or hostname of SMB server>

Qaf
o o
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C:\Users\Administrator\Desktop\xcp>xcp show \\<IP address or hostname
of SMB server>

Shares Errors Server

7 0 <IP address or hostname of SMB server>

== SMB Shares ==

Space Space Current

Free Used Connections Share Path Folder Path

0 0 N/A \\<IP address or hostname of SMB server>\IPCS$ N/A

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\ETCS$ C:\etc
533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\HOME
C:\vol\volO\home

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\CS$ C:\
972MiB 376KiB 0 \\<IP address or hostname of SMB
server>\testsecureC:\vol\testsecure

12 XCP SMB v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
47.8GiB 167MiB 1 \\<IP address or hostname of SMB server>\volxcp
C:\vol\volxcp

9.50GiB 512KiB 1 \\<IP address or hostname of SMB server>\jl C:\vol\jl
== Attributes of SMB Shares ==

Share Types Remark

IPCS$S PRINTQ, IPC,SPECIAL,DEVICE Remote IPC

ETCS SPECIAL Remote Administration

HOME DISKTREE Default Share

C$ SPECIAL Remote Administration

testsecure DISKTREE for secure copy

volxcp DISKTREE for xcpSMB

J1 DISKTREE

== Permissions of SMB Shares ==

Share Entity Type

IPCS$ Everyone Allow/Full Control

ETCS Administrators Allow/FullControl

HOME Everyone Allow/Full Control

C$ Administrators Allow/Full Control

xcp show \\<IP address or hostname of SMB server>
0 errors

Total Time : Os

STATUS : PASSED

CHS #0il= 7t LIE R0 ASLICE show OH7H H4= 51 &
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Oi7H A= 243
show-v IP &4 EE
MR EEE Qe Ct
show -h,--help HH AR H
2H0| Ml A

SMBQIL|CI 1icense Command= XCP 2t0|dA HEHE HA|SL|C}.

e
=

xcp license
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C:\Users\Administrator\Desktop\xcp>xcp license

xcp license

= ZAE O|E2 AFE5H0] SMB M 0| Chist

SOl THEt XM YEE EAIRLICE

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]

until Mon Dec 31 00:00:00 yyyy

License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

o

A B}

fl

Hof| 2to]dl A IOl XCP SAEES

F= 22t0|HE A|AHIQ| C:\NetApp\xCP C|2 E 2|0

SMBRILIC} activate HHS As}e XCP 2H0|MAT} EASHELICE O] HHS Mss})|
o

CH2ZEE|0] SAMZ[JAER] 2RISHHAIL. 2fO|HA = S AE 20 2AE]

UELICH
-2

xXCcp activate

o &datet
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C:\Users\Administrator\Desktop\xcp>xcp activate
XCP activated

xcp scan \\<SMB share path>

ol 271

C:\Users\Administrator\Desktop\xcp>xcp scan \\<IP address or hostname
of SMB server>\volxcp

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

volxcp\3333.txt

volxcp\SMB. txt

volxcp\SMB1.txt

volxcp\com.txt

volxcp\commands.txt

volxcp\console.txt

volxcp\linux.txt

volxcp\net use.txt

volxcp\newcom. txt

volxcp\notepad.txt

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

60,345 scanned, 0 matched, 0 errors

Total Time : 8s

STATUS : PASSED
C:\Users\Administrator\Desktop\xcp>Parameters

CH2 HOll= 7t LIBE|| ASLITE scan OH7H B4 51 HF

OH7H tH = Moy

scan -h,—help & HZEstHA|IL scan EE AE 9ol CHot XpMISE HEE EAISLICE
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A7 -v
<<smb_scan_parallel, A7 - ©Z();n

<<smb_scan_match_filter, AZH L X|(); ZE]();

<<smb_scan_exclude_filter, AZH - ®|2|(); ZE{();

[A7H-E E-atime]

<<smb_scan_depth, 271 Z!0|():n

<<smb_scan_fmt,A7ZH - FMT(); E3();

A7 FT
—_—1

0"J

scan -h,—-help £ HZT5IMA|2

E MEYLICH -h W —-help H7H H4 8 scan E

e
=

xcp scan —--help

MY

ClHO M5 HEE S7HAIZLICE

SA ZENAS| 5 X|HELICHZ|22k: <cpu-count>).
ZE{et YX|SH= ohY 9l Cl2E{ 2|2t M2 Ll C,
ZE{Ol| A mh ot C= 2|2 M| 2| L.

AAAM O[O 2 HM|ASH LIME SSL|CH

M ZO|E n A2 FMeteL|C).

220 A= ot A LR EEZ| 9| H S M
A LI

oh¢l CIAME2|E Zeldte] 2t LR ER|9 SZt ME™>S
softLCt.

Python E3i A0 2t ot 55 ZORILICHEZE) xcp
help -fmt HX).

MKl SMB SRE U=EHOZ AMSID 2= mpnt
2HHAE CHA| ClO|E AEZ t

B ALE L CHet XtMet HEE EAIRLICH
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H7]

C:\netapp\xcp>xcp scan —--help

usage: xcp scan [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-depth
<n>] [-loglevel <name>] [-stats] [-1] [-ownership] [-du]

[-fmt <expression>] [-html] [-csv] [-edupe] [-bs <n>]
[-ads]

source

positional arguments:
source
optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the filter (see “xcp help -match™ for details)

—exclude <filter> Exclude files and directories that match the

filter (see "xcp help -exclude for details)

-preserve-atime restore last accessed date on source

—-depth <n> limit the search depth

-loglevel <name> option to set log level filter (default:INFO)
-stats print tree statistics report

=1 detailed file listing output

-ownership retrieve ownership information

-du summarize space usage of each directory

including subdirectories

-fmt <expression> format file listing according to the python
expression (see “xcp help -fmt  for details)

-html Save HTML statistics report

-Ccsv Save CSV statistics report

—edupe Include dedupe and sparse data estimate in
reports (see documentation for details)

-bs <n> read/write block size for scans which read dat
with -edupe (default: 64k)

-ads scan NTFS alternate data stream

a

FEELICH -v Of7H tH2~ scan @F E= Z107F E0E f XS SHZSHALE CIH S| 28l XtMet 22 &
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xcp scan -v \\<IP address or hostname of SMB server>\source share

o 271

c:\netapp\xcp>xcp scan -v \\<IP address or hostname of SMB

server>\source share

xcp scan -v \\<IP address or hostname of SMB server>\source share

—-—--Truncated output----

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm
source share\Armadillo.pm

source share\AsupExtractor.pm
source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\agnostic\SFXOD.pm
source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharel\agnostic\flatfile.txt
source sharelagnostic

source_share

xcp scan \\<IP address or hostname of SMB
317 scanned, 0 matched, 0 errors
Total Time : Os

STATUS : PASSED

8Lt -parallel <n> 047§ B4 scan XCP SA| ZENAS| £5 O LI O XA HdH™st= &

(D) nol #ickzte sr@iuct,

server>\source_ share

JYILICE
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xXCp scan -parallel <n> \\<IP address or hostname of SMB

server>\source share
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c:\netapp\xcp>xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB

server>\cifs share

cifs share\ASUP.pm

cifs share\ASUP REST.pm

cifs share\Allflavors v2.pm

cifs share\Armadillo.pm

cifs share\AsupExtractor.pm

cifs share\BTS Config.pm

cifs share\Backup.pm

cifs share\Aggregate.pm

cifs sharelagnostic\CifsAccess.pm

cifs sharelagnostic\DU Cmode.pm

cifs sharelagnostic\Flexclone.pm

cifs sharelagnostic\HyA Clone Utils.pm
cifs sharelagnostic\Fileclone.pm

cifs sharelagnostic\Jobs.pm

cifs sharelagnostic\License.pm

cifs sharelagnostic\Panamax Clone Utils.pm
cifs sharelagnostic\LunCmds.pm

cifs sharelagnostic\ProtocolAccess.pm
cifs sharelagnostic\Qtree.pm

cifs sharelagnostic\Quota.pm

cifs sharelagnostic\RbacCmdFetcher.pm
cifs sharelagnostic\RbacCmdFetcher ReadMe
cifs sharelagnostic\SFXOD.pm

cifs sharelagnostic\Snapmirror.pm

cifs sharelagnostic\VolEfficiency.pm
cifs sharelagnostic\flatfile.txt

cifs share\agnostic

cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

A - UX| <filter>

E ARELICt -match <filter> ON7H B4 scan TE{Q YX|SH= obY 9 Cl2E2|

e
=t
i}
Of
rr
(0}
oY
18]
-
o
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xcp scan -match <filter> \\<IP address or hostname of SMB

server>\source share

CHZ HlolM= scan -match 17HEOM 1 AfO|Of| HAE 2= THAS AZHSH 0 HAMEN 2F mpQlof L 2&0 HS
QIAHBILICE. OFX|2F =8 AlZH2] ISO ¥4l AFRIO| 812 += U= ot HA 8l Mo B2 2t THof| CHsf
BFSHE]L|C}

g -

Oof|®| =71

c:\netapp\xcp>xcp scan -match "l*month < modified < l*year" -fmt
"'{:>15} {:>T7}{}

{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match "l*month < modified < 1l*year" -fmt "'{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match l1*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

CHE HloIM= scan -match 370E Ol +FE|X| §42 T at 37|17 AMBE X2t5t= Mt S LIERILIC
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c:\netapp\xcp>xcp scan -match "modified > 3*month and size > 4194304"

-fmt "' {},{},

{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB

server>\source share

xcp scan -match "modified > 3*month and size > 4194304" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB server>\source share

xcp scan -match modified > 3*month and size > 4194304 -fmt '{}, {},
{}'.format (iso (mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

CHE & OflFl & X H of|"of M= CI2E{2|F LKXISHH 4] XHUH| M= H= "mtime”, "relative path” 3! "depth”
Atolofl 2 EE F=7HefLCt.

= HIY KoM= S £ "name.csv"E E|C|2MHTtL|C}.

oflwl 271

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share

XCcp scan -match "type is directory" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share

2013-03-07_15:41:40.376072, source_share\agnostic,1
2020-03-05 04:15:07.769268, source share, 0

xcp scan -match type is directory -fmt ','.Jjoin (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB server>\source_share
317 scanned, 2 matched, 0 errors

Total Time : Os

STATUS : PASSED
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c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share > name.csv

xcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share > name.csv

CtE olloilM = A 222 RAWE QI4HtLICt mtime CIHMEZ|7} OFH BE THYOf ZHILICE £ 22 LIC mtime
20| 702 UM 12 += U= & HIME &4 oS &= JUSLICL

224



ol 271

c:\netapp\xcp>xcp scan -match "type is not directory" -fmt

"' {}{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB
server>\source_ share

xcp scan -match "type is not directory" -fmt "'{}

{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB

server>\source_ share

-—-truncated output--

\\<IP address or hostname of SMB server>\source share\ASUP.pm
1362688899.238098

\\<IP address or hostname of SMB server>\source share\ASUP REST.pm
1362688899.264073

\\<IP address or hostname of SMB server>\source share\Allflavors v2.pm
1362688899.394938

\\<IP address or hostname of SMB server>\source share\Armadillo.pm
1362688899.402936

\\<IP address or hostname of SMB server>\source share\AsupExtractor.pm
1362688899.410922

\\<IP address or hostname of SMB server>\source share\BTS Config.pm
1362688899.443902

\\<IP address or hostname of SMB server>\source share\Backup.pm
1362688899.444905

\\<IP address or hostname of SMB server>\source share\Aggregate.pm
1362688899.322019

\\<IP address or hostname of SMB server>\source share\Burt.pm
1362688899.446889

\\<IP address or hostname of SMB server>\source share\CConfig.pm
1362688899.4479

\\<IP address or hostname of SMB server>\source share\CIFS.pm
1362688899.562795

\\<IP address or hostname of SMB

server>\source share\agnostic\ProtocolAccess.pm

1362688900.358093

\\<IP address or hostname of SMB server>\source sharel\agnostic\Qtree.pm
1362688900.359095

\\<IP address or hostname of SMB server>\source sharelagnostic\Quota.pm
1362688900.360094

\\<IP address or hostname of SMB

server>\source sharelagnostic\RbacCmdFetcher.pm

1362688900.3611

\\<IP address or hostname of SMB

server>\source sharel\agnostic\RbacCmdFetcher ReadMe

1362688900.362094
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\\<IP address or hostname of SMB server>\source share\agnostic\SFXOD.pm
1362688900.363094

\\<IP address or hostname of SMB
server>\source share\agnostic\Snapmirror.pm
1362688900.364092

\\<IP address or hostname of SMB
server>\source share\agnostic\VolEfficiency.pm
1362688900.375077

\\<IP address or hostname of SMB
server>\source_ sharelagnostic\flatfile.txt
1362688900.376076

xcp scan -match type is not directory -fmt '{} {:>70}'.format (abspath,
mtime) \\<IP address or hostname of SMB server>\source share

317 scanned, 315 matched, 0 errors

Total Time : Os

STATUS : PASSED

A0 - <filter> M| 2|

AMEELICE —exclude <filter> & A8SIY scan EEO|M IEHE 7|Z22 CIHEZ| 3 ItUS X2|5H=
9

xcp scan -exclude <filter> \\<IP address or hostname of SMB
server>\source share

CHE Oflofl M= scan -exclude 17HE 0[N 13 Atolof| HAE DU S NSt H| 2= K| ¢
S QIMTrL|C 2F mHof CHal QIME! ME HE= 21T ™ AlZEQ] 1ISO dAl, ALEHO0| ei2
S AT A2 QILICH

4 Tlo
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c:\netapp\xcp>xcp scan -exclude "l*month < modified < l*year" -fmt
"T{:>15} {:>7}{}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname ofSMB server>\localtest\arch\win32\agnostic

xcp scan -exclude "l*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
2013-03-07_15:39:22.852698 46 regular agnostic\P4ENV

2013-03-07 15:40:27.093887 8.40KiB regular agnostic\Client outage.thpl
2013-03-07 15:40:38.381870 23.0KiB regular

agnostic\IPv6 RA Configuration Of LLA In SK BSD.thpl

2013-03-07 15:40:38.382876 12.0KiB regular
agnostic\IPv6 RA Default Route changes.thpl

2013-03-07 15:40:38.383870 25.8KiB regular
agnostic\IPv6 RA Port Role Change.thpl

2013-03-07_15:40:38.385863 28.6KiB regular

agnostic\IPv6 RA processing And Default Route Installation.thpl
2013-03-07 15:40:38.386865 21.8KiB regular
agnostic\IPv6 RA processing large No Prefix.thpl

2013-03-07 15:40:40.323163 225 regular agnostic\Makefile
2013-03-07 15:40:40.324160 165 regular
agnostic\Makefile.template

—-—-——-truncated output ----

2013-03-07 15:45:36.668516 0 directory
agnostic\tools\limits finder\vendor\symfony\src

2013-03-07 15:45:36.668514 0 directory
agnostic\tools\limits finder\vendor\symfony
2013-03-07_15:45:40.782881 0 directory
agnostic\tools\limits finder\vendor

2013-03-07 15:45:40.992685 0 directory
agnostic\tools\limits finder

2013-03-07 15:45:53.242817 0 directory agnostic\tools
2013-03-07 15:46:11.334815 0 directory agnostic

xcp scan -exclude l*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
140,856 scanned, 1 excluded, 0 errors

Total Time : 46s

STATUS : PASSED

CHZ HlOIM= scan -exclude 37HE O|& +FE|X| 4% 37(7t 5.5KBELE 2 Mef ¢F & IS LIELCH 2
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c:\netapp\xcp>xcp scan -exclude "modified > 3*month and size > 5650"
-fmt "'{}, {}, {}'.format(iso(mtime), humanize size(size), relpath)"
\\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

xcp scan -—-exclude "modified > 3*month and size > 5650" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size) relpath)" \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.713279,
2013-03-07 15:44:53.714269,
2013-03-07_15:44:53.715270,
2013-03-07 15:44:53.716268,
2013-03-07 15:44:53.717263,
2013-03-07_15:44:53.718260,
2013-03-07 15:44:53.720256,
2013-03-07 15:44:53.721258,
2013-03-07_15:44:53.724256,
2013-03-07 15:44:53.725254,
2013-03-07 15:44:53.727249,
2013-03-07_15:44:53.729250,

.31KiB, snapmirror\rsm abort.thpl
.80KiB, snapmirror\rsm break.thpl
.99KiB, snapmirror\rsm init.thpl
.41KiB, snapmirror\rsm quiesce.thpl
.70KiB, snapmirror\rsm release.thpl
.06KiB, snapmirror\rsm resume.thpl
.77KiB, snapmirror\rsm resync.thpl
.83KiB, snapmirror\rsm update.thpl
.74KiB, snapmirror\sm quiesce.thpl
.03KiB, snapmirror\sm resync.thpl

.30KiB, snapmirror\sm store complete.thpl

O b b W b BN DND W W D>

, snapmirror

xcp scan -—-exclude modified > 3*month and size > 5650 -fmt '{}, {},
{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 6 excluded, 0 errors Total Time : Os

STATUS : PASSED

CHS OIFI0IM = CIE 2| S MletL(Ct M= ALO|ol| S F715h= M At ebil M2 =X ¢t2 mho| LIEE LTt

LS —

mtime,relpath,g!depth.
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c:\netapp\xcp>xcp scan -exclude "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror
xcp scan -exclude "type is directory" -fmt "', '.Jjoin (map(str,
[iso(mtime), relpath,depth]))"

\\<IP address or hostname of
SMBserver>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.712271,snapmirror\SMutils.pm, 1

2013-03-07 15:44:53.713279, snapmirror\rsm abort.pm,1

2013-03-07 15:44:53.714269, snapmirror\rsm break.pm, 1l

2013-03-07 15:44:53.715270, snapmirror\rsm init.thpl,1

2013-03-07 15:44:53.716268, snapmirror\rsm quiesce.thpl,1
2013-03-07_15:44:53.717263, snapmirror\rsm release.thpl,1
2013-03-07 15:44:53.718260, snapmirror\rsm resume.thpl,1
2013-03-07 15:44:53.720256, snapmirror\rsm resync.thpl,1
2013-03-07 _15:44:53.721258, snapmirror\rsm update.thpl,1
2013-03-07 15:44:53.722261,snapmirror\sm init.thpl,1

2013-03-07 15:44:53.723257,snapmirror\sm init complete.thpl,l
2013-03-07 15:44:53.724256,snapmirror\sm quiesce.thpl,1
2013-03-07 15:44:53.725254, snapmirror\sm resync.thpl,1
2013-03-07 15:44:53.726250, snapmirror\sm retrieve complete.thpl,l
2013-03-07_15:44:53.727249, snapmirror\sm store complete.thpl,l
2013-03-07 15:44:53.728256, snapmirror\sm update.thpl,1
2013-03-07 15:44:53.729260, snapmirror\sm update start.thpl,1

xcp scan -exclude type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 1 excluded, 0 errors

Total Time : Os

STATUS : PASSED

Ct2 oo M= FA| oY A2t RAWE QIAHELICE mtimevalue CIEEZ| 7} O HE M £ S2I5tL|CH
mtimevalue =& EIME €A ¢2 & JTE 70Xt=2 I L EIL|CE.
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c:\netapp\xcp>xcp scan -exclude "type is not directory" -fmt "'{}
{:>70}'.format (abspath, mtime)" \\<IP address or hostname of
SMBserver>\source share

xCcp scan -exclude type is not directory -fmt '({}

{:>70}"'.format (abspath, mtime) \\<IP address or hostname of SMB
server>\source share

18 scanned, 17 excluded, Oerrors

Total Time : Os

STATUS : PASSED

AZH-HZ=_atime

E MEYLICE -preserve-atime 7 HE scan 2A0 Y= 2E THAQ| OLX[2} HAA HE SISt
M= HHRULICH atime XCPZL DU S 17| Mo 22l Ze =,

M

ot M| A A[ZHO] ST ELICHAER|X] A|ARIO| +FotEE Y E BR) atime

SMB SRS AHSHH THAof CHet
| iELICH XCP= % %45PXI SELIChatime THES AH7[2H SHH HOIO[ETL

XCP7t It 2 St 911 U7
M&ﬂ'—-“:f “atime.
e

xCcp scan -preserve-atime \\<IP address or hostname of SMB

server>\source_share
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c:\netapp\xcp>xcp scan -preserve-—-atime \\<IP address or hostname of SMB
server>\source share
xcp scan -preserve—atime \\<IP address or hostname of SMB

server>\source_ share

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source_ share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source sharelagnostic\Quota.pm

source_ share\agnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharelagnostic

source_ share

xCcp scan -preserve-atime \\<IP address or hostname of
SMBserver>\source share

317 scanned, 0 matched, 0 errors

Total Time : 1s

STATUS : PASSED

A0 70| <n>

£ MEYLICt -depth <n> O{7 4 scan BH S AHESHO SMB S7 U0l = CIE 2|9 HM +~FS
s

() 228U depen M2 XCP7H TS 19| LS| A 4 Q= HES XFBILICL
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xcp scan —-depth <2> \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-depth 2 \\<IP address or hostname of SMB
server>\source share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share

source share\ASUP.pm

source_share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source sharelagnostic\Fileclone.pm
source share\agnostic\Jobs.pm

source sharelagnostic\License.pm

source sharelagnostic\Panamax Clone Utils.pm
source share\agnostic\LunCmds.pm

source share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm
source_share\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharel\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharel\agnostic

source_share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED
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xcp scan -stats \\<IP address or hostname of SMB server>\source share
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C:\netapp\xcp>xcp scan -stats \\<IP address or hostname of SMB
server>\cifs share

== Maximum Values ==
Size Depth Namelen Dirsize
88.2MiB 3 108 20

== Average Values ==
Size Depth Namelen Dirsize

4.74MiB 2 21 9

== Top File Extensions ==

no extension .PDF .exe .html .whl Py
other

22 2 2 2 2 1
9

20.0KiB 1.54MiB 88.4MiB 124KiB 1.47MiB 1.62KiB
98.3MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
2 24 2 7 2 3

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24.0KiB 124KiB 2.87MiB 2.91MiB 184MiB
0
== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K
4 1
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
45
== Modified ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-
24 hrs <1
hour <15 mins future <1970 invalid
44
1
190MiB
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== Created ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-
24 hrs <1
hour <15 mins future <1970 invalid
45
190MiB
Total count: 45
Directories: 5
Regular files: 40
Symbolic links:
Junctions:
Special files:
Total space for regular files: 190MiB
Total space for directories: 0
Total space used: 190MiB
Dedupe estimate: N/A
Sparse data: N/A
xcp scan -stats \\<IP address or hostname of SMB server>\cifs share
45 scanned, 0 matched, 0 errors
Total Time : Os
STATUS : PASSED

A7 - HTML

E MEZLICH -html O47] 2= scan HTML E4 ED M0 IfYL S LIESH= HEHQUL|C

XCP EI1M(.csv, .html)= XCP HO|{ 2|2t St 2| X0l M EEL|CE oY 0|2
<xcp_process_id>_ <time_stamp>.html YA L|C} XCP= SID(EQt AlHXHE A [ XL 0|0

@ ofet o~ gl= B2 SIDO|IA] OFx|gf " £ofl L= OX|ef H Xt2|E AHESHH AR ALE LIEFRLICE
0|E =0, XCP7} SID S-1-5-21-1896871423-3211229150-3383017265-4854184E& A QX0
OHEE & Qls AR 48541845 AHESI0 AR XHE LIEFALICE

e

xXCcp scan -stats -html -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -html -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,972 scanned, 0 matched, 0 errors, 7s

4,768 scanned, 0 matched, 0 errors,12s

7,963 scanned, 0 matched, 0 errors,1l7s

10,532 scanned, 0 matched, 0 errors,22s

12,866 scanned, 0 matched, 0 errors,27s

15,770 scanned, 0 matched, 0 errors,32s

17,676 scanned, 0 matched, 0 errors,37s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
123% .rst .html no extension txt
.png other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB
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== Directory entries ==

empty 1-10 10-100
42 2690 420
== Depth ==
0-5 6-10 11-15
>100
3832 12527 1424
== Modified ==
>1 year >1 month 1-31 days
<15 mins future invalid
11718 2961
== (Created ==
>1 year >1 month 1-31 days
mins future invalid
== Accessed ==
>1 year >1 month 1-31 days
mins future invalid
3165
Total count: 17789
Directories: 3152
Regular files: 14637

Symbolic links:

Junctions:

Special files:

Total space for regular files:147MiB
Total space for directories: 0

147MiB

Dedupe estimate: N/A

N/A

XCp scan -stats -html -preserve-atime
hostname ofSMB
server>\source share
17,789 scanned, 0 matched,
Total Time 39s

STATUS PASSED

Total space used:

Sparse data:

Oerrors

A7 -CSV

100-1K 1K-10K >10K
16-20 21-100
6
1-24 hrs <1 hour
3110
1-24 hrs <1 hour <15
1 17788
1-24 hrs <1 hour <15
14624

-ownership \\<IP address or

£ MEYLICt -csv I7H M= scan CSV E2| 84| B M0 It S LA

238
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XCp scan -stats -csv -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -csv -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source_share

1,761 scanned, 0 matched, 0 errors, 6s
4,949 scanned, 0 matched, 0 errors,lls
7,500 scanned, 0 matched, 0 errors,l6s
10,175 scanned, 0 matched, 0 errors,21ls
12,371 scanned, 0 matched, 0 errors,26s
15,330 scanned, 0 matched, 0
0

17,501 scanned, 0 matched,

errors, 31ls

errors, 36s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
.py .rst .html no extension .txt .png
other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB 0



== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
17789
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins
future invalid
15754 2035

Total count: 17789

Directories: 3152

Regular files: 14637 Symbolic links:

Junctions:

Special files:

Total space for regular files: 147MiB Total space for directories: 0
Total space used: 147MiB

Dedupe estimate: N/A Sparse data: N/A

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or
hostname of SMB server>\source share

17,789 scanned, 0 matched, 0 errors Total Time : 40s

STATUS : PASSED

scan-l(A7ZH - |

E ALSELICH -1 07 H scan 2| 25 23 Y402 IYS LIEot= I YLICL
22

xcp scan -1 \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan -1 \\<IP address or hostname of SMB
server>\source share xcp scan -1 \\<IP address or hostname of SMB

server>\source_ share

195KiB 7y0d source share\ASUP.pm

34.7KiB 7y0d source share\ASUP REST.pm

4.11KiB 7y0d source share\Allflavors v2.pm

38.1KiB 7y0d source share\Armadillo.pm

3.83KiB 7y0d source share\AsupExtractor.pm

70.1KiB 7y0d source share\BTS Config.pm
2.65KiB 7y0d source share\Backup.pm

60.3KiB 7y0d source share\Aggregate.pm

36.9KiB 7y0d source share\Burt.pm

8.98KiB 7y0d source share\CConfig.pm

19.3KiB 7y0d source share\CIFS.pm
20.7KiB 7y0d source share\CR.pm
2.28KiB 7y0d source share\CRC.pm

18.7KiB 7y0d source share\CSHM.pm

43.0KiB 7y0d source share\CSM.pm

19.7KiB 7y0d source share\ChangeModel.pm

33.3KiB 7y0d source share\Checker.pm

3.47KiB 7y0d source share\Class.pm

37.8KiB 7y0d source share\Client.pm

188KiB 7y0d source sharelagnostic\Flexclone.pm
15.9KiB 7y0d source sharelagnostic\HyA Clone Utils.pm
13.4KiB 7y0d source sharelagnostic\Fileclone.pm
41.8KiB 7y0d source sharel\agnostic\Jobs.pm
24 .0KiB 7y0d source sharelagnostic\License.pm
34.8KiB 7y0d source sharel\agnostic\Panamax Clone Utils.pm
30.2KiB 7y0d source sharel\agnostic\LunCmds.pm
40.9KiB 7y0d source sharelagnostic\ProtocolAccess.pm
15.7KiB 7y0d source sharelagnostic\Qtree.pm
29.3KiB 7y0d source sharel\agnostic\Quota.pm

13.7KiB 7y0d source sharel\agnostic\RbacCmdFetcher.pm
5.55KiB 7y0d source sharelagnostic\RbacCmdFetcher ReadMe
3.92KiB 7y0d source sharel\agnostic\SFXOD.pm

35.8KiB 7y0d source sharel\agnostic\Snapmirror.pm
40.4KiB 7y0d source sharelagnostic\VolEfficiency.pm
6.22KiB 7y0d source sharelagnostic\flatfile.txt

0 7y0d source sharelagnostic

Q Q th Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh o Hh o Fh o b

0 19h17m source share

xcp scan -1 \\<IP address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors
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Total Time : Os
STATUS : PASSED

AMARH
£ MEYLICE ~ownership 7 ¥ scan IHAO]| CHot ARH HEE AMS= HHUL|CE

(D Ot ALEE & JUESLICH -ownership & ARSI -1, -match, -fmt, EE= -stats O{71 H=,
22

xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source_ share
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c:\netapp\xcp>xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source share xcp scan -1 -ownership \\<IP address or hostname

of SMB server>\source share

f BUILTIN\Administrators 195KiB 7y0d source share\ASUP.pm

f  BUILTIN\Administrators 34.7KiB 7y0d source_share\ASUP REST.pm

f BUILTIN\Administrators 4.11KiB 7y0d

source share\Allflavors v2.pm

f BUILTIN\Administrators 38.1KiB 7y0d source share\Armadillo.pm

f BUILTIN\Administrators 3.83KiB 7y0d

source share\AsupExtractor.pm

f BUILTIN\Administrators 70.1KiB 7y0d source share\BTS Config.pm
f BUILTIN\Administrators 2.65KiB 7y0d source share\Backup.pm

f BUILTIN\Administrators 60.3KiB 7y0d source share\Aggregate.pm

f BUILTIN\Administrators 36.9KiB 7y0d source share\Burt.pm

f BUILTIN\Administrators 8.98KiB 7y0d source share\CConfig.pm

f BUILTIN\Administrators 19.3KiB 7y0d source share\CIFS.pm

f BUILTIN\Administrators 20.7KiB 7y0d source share\CR.pm

f BUILTIN\Administrators 2.28KiB 7y0d source share\CRC.pm

f BUILTIN\Administrators 18.7KiB 7y0d source share\CSHM.pm

f BUILTIN\Administrators 43.0KiB 7y0d source share\CSM.pm

f BUILTIN\Administrators 19.7KiB 7y0d source share\ChangeModel.pm
f BUILTIN\Administrators 33.3KiB 7y0d source share\Checker.pm

f BUILTIN\Administrators 3.47KiB 7y0d source share\Class.pm

f BUILTIN\Administrators 37.8KiB 7y0d source share\Client.pm

f BUILTIN\Administrators 2.44KiB 7y0d source share\ClientInfo.pm
f BUILTIN\Administrators 37.2KiB 7y0d source share\ClientMgr.pm

f BUILTIN\Administrators 17.1KiB 7y0d source share\ClientRPC.pm

f BUILTIN\Administrators 9.21KiB 7y0d

source share\ClusterAgent.pm

f BUILTIN\Administrators 15.7KiB 7y0d source sharelagnostic\Qtree.pm
f BUILTIN\Administrators 29.3KiB 7y0d source sharelagnostic\Quota.pm
f BUILTIN\Administrators 13.7KiB 7y0d

source_ share\agnostic\RbacCmdFetcher.pm

f BUILTIN\Administrators 5.55KiB 7y0d

source share\agnostic\RbacCmdFetcher ReadMe

f BUILTIN\Administrators 3.92KiB 7y0d source sharelagnostic\SFXOD.pm
f BUILTIN\Administrators 35.8KiB 7y0d

source sharelagnostic\Snapmirror.pm
f BUILTIN\Administrators 40.4KiB

source sharelagnostic\VolEfficiency.

f BUILTIN\Administrators 6.22KiB
source sharelagnostic\flatfile.txt

7y0d
pm
7y0d



d BUILTIN\Administrators 7y0d source sharelagnostic
d BUILTIN\Administrators

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share

317 scanned, 0 matched, 0 errors Total Time : 1s

STATUS : PASSED

AZH -du
E MNEELICE —-du U7 = scan o19| CIAER|E ZEsto] 2t CIHER|Q] SZt AL 8ES 2ofdt= Y UL|CE
72

xcp scan -du \\<IP address or hostname of SMB server>\source share

Of|®| =71

c:\netapp\xcp>xcp scan -du \\<IP address or hostname of SMB
server>\source share xcp scan -du \\<IP address or hostname of SMB

server>\source share

569KiB source sharelagnostic
19.8MiB source_ share

xcp scan -du \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

Az7H - FMT <expression>

E MEYLICE -fmt <expression> N7 He scan M=l Ao w2} IHY S 2| YAIZ X[HSt= HHYULICE

2

xcp scan —-fmt "', '.join(map(str, [relpath, name, size, depth]))"
\\<IPaddress or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan —-fmt "', '.join (map(str, [relpath, name, size,
depth]))" \\<IP address or hostname of SMB server>\source share
xcp scan —-fmt "', '.Jjoin (map(str, [relpath, name, size, depth]))"

\\<IP address or hostname of SMB server>\source share

source share\ASUP.pm, ASUP.pm, 199239, 1

source share\ASUP REST.pm, ASUP REST.pm, 35506, 1

source share\Allflavors v2.pm, Allflavors v2.pm, 4204, 1

source share\Armadillo.pm, Armadillo.pm, 39024, 1

source share\AsupExtractor.pm, AsupExtractor.pm, 3924, 1

source share\BTS Config.pm, BTS Config.pm, 71777, 1

source share\Backup.pm, Backup.pm, 2714, 1

source_ share\Aggregate.pm, Aggregate.pm, 61699, 1

source share\Burt.pm, Burt.pm, 37780, 1

source share\CConfig.pm, CConfig.pm, 9195, 1

source share\CIFS.pm, CIFS.pm, 19779, 1

source share\CR.pm, CR.pm, 21215, 1

source share\CRC.pm, CRC.pm, 2337, 1
source_sharelagnostic\LunCmds.pm, LunCmds.pm, 30962, 2

source sharel\agnostic\ProtocolAccess.pm, ProtocolAccess.pm, 41868, 2
source sharelagnostic\Qtree.pm, Qtree.pm, 16057,2

source_ sharelagnostic\Quota.pm, Quota.pm, 30018,2

source share\agnostic\RbacCmdFetcher.pm, RbacCmdFetcher.pm, 14067, 2
source sharelagnostic\RbacCmdFetcher ReadMe, RbacCmdFetcher ReadMe,
5685, 2

source share\agnostic\SFXOD.pm, SFXOD.pm, 4019, 2

source sharelagnostic\Snapmirror.pm, Snapmirror.pm, 36624, 2
source_ sharelagnostic\VolEfficiency.pm, VolEfficiency.pm, 41344, 2
source sharel\agnostic\flatfile.txt, flatfile.txt, 6366, 2

source sharelagnostic, agnostic, 0, 1

source_share, , 0, O

xcp scan —-fmt ', '.Jjoin(map(str, [relpath, name, size, depth])) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

| >
=
Ok
K
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Z+ Ul i

xcp scan -—ads \\<source ip address>\source share\src

C:\netapp\xcp>xcp scan -ads \\<source ip address>\source share\src

src\filel.txt:adsl
src\filel.txt:ads filel.txt 1697037934.4154522.txt

src\filel.txt

src\file2.txt:adsl
src\file2.txt:ads file2.txt 1697037934.5873265.txt

src\file2.txt

src\testl.txt:ads testl.txt 1697037934.7435765.txt

src\testl.txt

src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.
src\dirl\dfilel.

src\dirl:adsl

txt

txt:
txt:
txt:
txt:
txt:
txt:
txt:

adsl

ads _dfilel.txt 1697037934.1185782.txt
ads xcp.exe

ads_tar

java_ exe

cmdzip

adsl 2GB

src\dirl:ads dirl 1697038504.087317.txt

src\dirl

src:ads src 1697038504.7123322.txt

SrcC

xcp scan -ads \\<source ip address>\source share\src

6 scanned, 0 matched,

Total Time : 2s
STATUS : PASSED

* 07| copy

Hajo

O O -

0 errors, 15 ads scanned

At

SEELC copy B2 TH 24 CHER] XS AMSIK L SMB S/Z SAFRLIC.
SEELC copy B0= 22 S U B271 He2 LRYL|CH AHE| D SALE OHA
2|2/&E 8l B AZE MR 3E7f 5ZOICH 2&0] Q4 ELICH.

* 2ELQ| 27 IS "C:\NetApp\xCP" Of2{oi] MEHEIL|Ct,

ACL(HH|A [0 =5) §10| HIOIES ZHIBfLIC.
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xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp copy \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

Lt BOll= 7 LIE =0 UASLICE copy OH7H H4- 51 2F

Oi7H H2 Mo

copy -h,--help Ol CHSE XtM|Bt MEE EABILICt copy HH

A2 - v CIH M8 e 7t

<<smb_copy_parallel, FA--EE();n SA Z2M AL 5 X|FELICHI|ZZL: <cpu-count>).

<<smb_copy_match,S A+ X|(); ZE(); ZE{et X|SH= mhY 9l ClHE2|0F M2 gL CHEE)
xcp help - match &ZX).

<<smb_copy_exclude, = At-H|2|(); ZE](); U of| M IH T} C|2E{ 2|2t M2 S| C}

copy-preserve-atime £ MEHStL|C} AAO|M OFX|Y Q2 M ATHLME SRASLICH

Copy-acl = A1Ef gL |C} Hot MEHE =ALeLICEH

<<smb_copy_acl,copy-fallback-user 2Z(THQI0] Ofl) AA HIEE ALEXIQ MBS HE=

CHAN Z4EE{9| Active Directory AF2A EE= 22

(=0[210] Ofl) AFEXHE K| ELICE. ofl:

domain\administrator
<<smb_copy_acl,copy-fallback-group ZZ(ZHQI0] OFLl) AA HEE O FQ| Hot2

ZEE{9| Active Directory 15 = 2Z(Z=H|QI0
58 X|™etL|Ct. of|: domain\administrators

Copy-root & MeistLCt FE DMER|S ACLE SARILICE
copy-aclverify {yes, no} Copy-ACL Zt¢] 0| ACL &QlS AL AL Zetst=
SME M3t
H 2 A ARHEE SABH| t&LICH
<<smb_copy_bs,=Al - BS n HAZIIMT] EF 37|(7122: 1M)
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oo 23 AA SMB 280|AM CHA SMB 282 NTFS CHA| H|O|E{
AERIZ SAFEL|Ct

copy -h,--help
E AFEELICt -n 3 —-help W7 = & copy BHE AFESI0] Of THeE ZtMIet EE EAYLIL copy B
T2

xcp copy —help
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C:\netapp\xcp>xcp copy —help

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve- atime] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-loglevel <name>] [-root] [-
noownership] [- aclverify {yes,no}] [-bs <n>] [-ads]

source target
positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match the

filter (see "xcp help -match’ for details)
—exclude <filter> Exclude files and directories that match the
filter (see “xcp help - exclude  for details)
-preserve-atime restore last accessed date on source
-acl copy security information
-fallback-user FALLBACK USER

the name of the user on the target machine to
receive the permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

the name of the group on the target machine to
receive the permissions of local (non-domain) source machine groups
(eg. domain\administrators)

-loglevel <name> option to set log level filter (default:INFO)
-root copy acl for root directory
-noownership do not copy ownership
-aclverify {yes,no} choose whether you need to skip acl verification
-bs <n> read/write block size for copy (default: 1M)
-ads copy NTFS alternate data streams.

A2 -v

£ MEELIC -v 07 Ha copy AHM[eE M HEE MSsts S YLICE
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xcp copy -v \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp copy -v \\<IP address of SMB destination server>\src
\\<IP address of SMB destination server>\dest\dl

failed to set attributes for "dl1": (5, 'CreateDirectory', 'Access is
denied.")

failed to copy "fl.txt": (5, 'CreateFile', 'Access is denied.')
failed to set attributes for "": (5, 'SetFileAttributesW', 'Access is
denied.') error setting timestamps on "": errno (code: 5) Access 1is
denied.

H:\p 4\xcp latest\xcp cifs\xcp\ main .py copy -v \\<IP address of SMB
destination server>\src \\<IP address of SMB destination
server>\dest\dl

3 scanned, 0 matched, 0 skipped, 1 copied, 0 (0/s), 3 errors

Total Time : 3s

STATUS : FAILED

SAb-EHE <n>

£ ABYLICt -parallel <n> 047 H4 copy XCP SA| ZEMAL| £+E O LI O MA| ME = HHQLICE
o| 7|2 ZULICt -parallel CPU £=9} Z+&L|CH

xcp copy —-parallel <n> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, Oerrors

Total Time : 2s

STATUS : PASSED

<filter>E SAEIL|C}
E MNEELICE -match <filter> Of7H 4 copy MEEl Q149 UX|SH= H|O|E{ Tt 2AlSH=E HAEQLICE
2

xcp copy -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

ofil 271

c:\netapp\xcp>xcp copy -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 5 matched, 4 copied, 0 errors

Total Time : 1s

STATUS : PASSED

Copy - <filter>E H|2|&ILIC}

E MEEILICE ~exclude <filter> OH7H B3 copy MI2|El G|O|E{ 2 SAISHE HHQUL|CE
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xcp copy -—-exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

CtZ oflofl M= OIE0 "resync" EALE O] U= TH 3 CIZE{2|7L SALO]| ol |2l = A LICt.

ol 271

c:\netapp\xcp>xcp copy -exclude "'resync' in name" \\<IP address or
hostname of SMB server>\source_share \\<IP address or hostname of SMB
server>\dest share

xcp copy -—exclude 'resync' in name \\<IP address or hostname of SMB
server>\source share \\\\<IP address or hostname of SMB
server>\dest share

18 scanned, 2 excluded, 0 skipped, 15 copied, 122KiB (50.5KiB/s), O
errors

Total Time : 2s

STATUS : PASSED

copy-preserve-atime = ME{BtL|C}

E MEYLICt -preserve-atime Oi7 ¥4+ copy XCPZt IHYE ¢47| H0f| "atime"s el 22 MAHSH=
D=|E:IOI|__| El.
ood .

T2

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp copy -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

copy-acl-fallback-user <fallback_user>-fallback-group <fallback_group>2!L|Ct

£ MEELICt -acl 071 M= copy ACL(EQH BEHXNS| TS gdstol= BHYULIC

E MEELICE —~ac1 Oi7H ¥4 -fallback-user % -fallback-group ?’E*(EEHIOJOI OfEly AN HFE ALEXL
=150 Hots gty 2ol cha ZRE E= Actlve Dlrectory01|k| ArEXF A OFE X|™5t= SHULICE Active

Directory®| &X|5HX| ¢4= ALEALE ’é.*EEOPXI g LCt

xcp copy -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

copy-aclverify {yes, no}

E MEELICE —~aclverify {yes,no} Of7H H copy ACL SAF &Y S0 ACL &lS AL ALt Zetsh=
SHE M S5h= EFUL|Ch

- ood
£ MEdl0F BLICt ~aclverify {yes, no} EIH7H B copy -—acl HH. 7|2XOZ ACL SA U2 ACLS
2*°|°"'—|Ef g MI"°|'._ 8% aclverlfy SME 2 AHELICH no, ACL &2l 3 E AHE & JELICH
fallback-user % fallback-group & 10| n'9.°|'x| FELICH E MYYLICt —aclverify E MEHRILICE
yes, O] ZQBIL|Ct fallback-user YU fallback-group 82 MEASIL|CE,

-2

xcp copy -acl -aclverify yes -fallback-user <fallback user> -fallback
-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\NetApp\xcp>xcp copy -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0O errors, 5s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 15s, O
acls copied xcp copy —-acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (634/s), 0 errors,
11 acls copied

Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp copy —-acl -aclverify no
\\<source IP address>\source share
\\<destination IP address>\dest share

xcp copy -acl -aclverify no \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (5.61KiB/s), 0
errors, 11 acls copied

Total Time : 1s

STATUS : PASSED

Copy-root & MEHSL|C}
E MLt -root IH7H 2 copy RE CIMEZ|Q ACLE 2AMSH= HHEQIL|CE.
22

xcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share
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C:\NetApp\XCP>xcp copy -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xCcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 200 (108/s), 0 errors, 6
acls copied

Total Time : 1s

STATUS : PASSED

A2RH A

£ MEELICE -noownership OH7H H copy 220 M CHACE ARHE SASHK REE X|Hot= HEHQULICE.
£ MEdl{0F SL|Cl ~-noownership & AFESI0 —acl &M U EQ fallback-user ¥ fallback-group B4
Of7H =

22

xcp.exe copy -acl -noownership -fallback-user <fallback user> -fallback
—-group <fallback group> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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C:\Netapp\xcp>xcp.exe copy -acl -noownership -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 5s, O
acls copied

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

568 scanned, 0 matched, 0 skipped, 135 copied, 4.26MiB (872KiB/s), O
errors, 15s, 137 acls copied xcp.exe copy —-acl -noownership -fallback
-user "DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source_ share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (1.01MiB/s), O
errors, 567 acls copied

Total Time : 17s

STATUS : PASSED

S At -BS <n>

E ME8Y™LIC -bs <n> 0f7 = copy BHEE AHBSI0] Y7|/MT| E8 37|E MSLICEL 7|22 1MYULICH
28

xcp.exe copy -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

c:\Netapp\xcp>xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (6.75MiB/s), O
errors

Total Time : 2s

STATUS : PASSED
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AHEELICt -ads O47H
40

2iL|Ct.

H copy 22 SMB 3R0|A CHA SMB 3R 2 NTFS tiA| H|O|Ef AEZE SAtst

rr

xcp copy -ads \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

Of| %l
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c:\netapp\xcp>xcp copy -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

6 scanned,

0 matched,

10 ads copied

o scanned,
0 errors,
6 scanned,
0 errors,
6 scanned,
0 errors,
o scanned,
0 errors,
6 scanned,
0 errors,
6 scanned,
0 errors,
6 scanned,
0 errors,
6 scanned,
0 errors,
6 scanned,
0 errors,
o scanned,
0 errors,

0
10s, 11
0
15s, 12
0
20s, 13
0
25s, 13
0
30s, 13
0
35s, 13
0
40s, 13
0
45s, 13
0
2ml5s,
0
3m5s,

matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,
ads copied
matched,

13 ads copied

matched,

13 ads copied

0 skipped,

3 copied,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

13

(2.41/s),

0

copied,

copied,

copied,

copied,

copied,

copied,

copied,

copied,

copied,

copied,

xcp copy -ads \\<source IP address>\source share\src
\\<desination IP address>\dest share

6 scanned,
ads copied
Total Time
STATUS

0 matched,

3m9s

PASSED

0 skipped,

5 copied,

(0.137/s),

errors,
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),
13 (0/s),

0 errors, 14

5s,



ofn
N
ot

2 S2BLICHsync THS A4 U ER BRO| W U AT ALSS WHE 25D ERL0|
T RIS MBOH0] EFO0| A0k SUBHK| HOIFLICE B 22UBLICH sync HHS
HOlE| 2HX, EIIAME, Te! £, AQH U HOt HEE H|mLICH

2

xcp sync \\<source SMB share> \\<IP address of SMB destination server>
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c:\netapp\xcp>xcp sync \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

Che Eoll= 7t LIEE|0] JESLICE sync Of7H M 21 A

OH7H tH == Ml

sync-h, — =3 O] =2 HAIXIE EAISt Z=8LICEH

712t -v ClHO ME EE 37t

<<smb_sync_parallel,57|3} - H&EH();n SA Z2MA (7|22 <cpu-count>).

<<smb_sync_match,S7|2} & X|(); 2 E(); HE{et X|Sh= mhY 9l Cj2 E2|oF M2 gL ChEE)
xcp help - match &X).

<<smb_sync_exclude, S 7|3} - H|2(); ZE(); ZEOof|l M oh S ClE 2|2 J[ gL Ct

sync-preserve-atimeS ME{SL|C} AAOM O[O 2 HM|ASHLME SRSL|CH

&7|2t - noatime I} GHA|A A|ZHS SHOISHR| OFAIAI L.

5712t - noctime I A4 AIZHE QISR DHIAIL.

=7|%t - nomtime ol =3 A[ZHS 2QISHR| OFYAIL. (O] M2 o 0|4
AHEE|X| g4&LICE o M glo] S712t7t Al
HAHELICL)

sync-noattrs= ME{BIL|C} E4E AR ORYA| 2.

1% - ARH S ARHE FHQISHK| OHYA|2.
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OH7H H == A

<<sync_smb_atime, 57|13} - EtJIE(), B5(), 518 7tsTt UM A A|ZE XFO[(X).
<<sync_smb_ctime, 7|3} - ctimewindow(); £5(); 518 Jtset ‘dM A2t XHO|(X).
<<sync_smb_mtime,&7|%} - mtimewindow(); £&(); S18=l= 8 A[Zh XIO|(X)

SYNC-ACLE MEHstL|Ct Hot HEE SAILIC
<<sync_smb_acl,sync-fallback-user EZ(THQI0] Ofl) AA A XH(OAl:

AFH
domain\administrator)2| H oS Bt7| {3 CHa HAFE2
Active Directory AFEX} EE= EZ(EO[Q10] OFLl)

A XHULILCE.

<<sync_smb_acl,sync-fallback-group 2Z(ZH|QI0| OfLl) AA HEE| IE (0l
domain\administrators)2| #otS 27| |5t CHA
ZHEE{9| Active Directory 15 = ZZ(Z=H|QI0] OFLl)
JZQlLch.

HER £ M2 ASHS B

S7I¢t RE FE C|HE2|0f CHet ACLE S7|StetL|Ct.

s712t- M8 Hot Mot EARSHL|C}

sync-aclverify {yes, no} ACL S7|3} =t Z0f| ACL E01S T3St ALE I E 4
U= FHAE MSELIC

<<smb_sync_bs,&7|=t - A7|/M7| B2 A7|(7|232k: 1M).

708 &1

i
P

F2ELICH sync B 2| - E

SMB &R0 A CHA| I11|0|E1 ﬁEE.':!OI HE 8l +H
AMsHE SeiTIQLICH HE Aol /= HR HE
LH 0| iAo MEEIL|Ct
EtZI0| AAQt SUSHX| 2tolBtL|Ct,

sync -h, — = 28%

E MEELICE -n Y —-help O Ha U sync BHE AFESHH of Ciet XiA|St EE EAIZLICH sync BH

2

xcp sync —-—help
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C:\Netapp\xcp>xcp sync —--help

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude

<filter>] [-preserve-atime]
[-atimewindow <float>]

[-ctimewindow <float>] [-mtimewindow <float>] [-acl] [-fallback-user
FALLBACK USER] [-fallback-group FALLBACK GROUP] [-loglevel <name>] [-1]
[-root]

[-noownership] [-onlyacl] [-aclverify {yes,no}] [-bs <n>] [-ads] source
target

Note: ONTAP does not let a

[-noatime] [-noctime] [-nomtime] [-noattrs]

SMB client modify COMPRESSED or ENCRYPTED

attributes. XCP sync will ignore these file attributes.

positional arguments:
source
target

optional arguments:
-h, --help
-V
-parallel <n>
<cpu-count>)
-match <filter>
match the filter (see “xcp
-exclude <filter>

show this help message and exit
increase debug verbosity
number of concurrent processes (default:

only process files and directories that
help -match”™ for details)

Exclude files and directories that match the

filter (see “xcp help -exclude ™ for details)

-preserve-atime

-noatime

—-noctime

-nomtime

-noattrs

—atimewindow <float>

-ctimewindow <float>
seconds

-mtimewindow <float>
seconds

-acl

-fallback-user FALLBACK

to receive the permissions

(eg. domain\administrator)

restore last accessed date on source

do not check file access time

do not check file creation time

do not check file modification time

do not check attributes

acceptable access time difference in seconds
acceptable creation time difference in

acceptable modification time difference in

copy security information
USER
the name of the user on the target machine

of local (non-domain) source machine users

-fallback-group FALLBACK GROUP

to receive the permissions

the name of the group on the target machine

of local (non-domain) source machine groups

261



(eg. domain\administrators)

—-loglevel <name> option to set log levelfilter

=1 increase output detail

-root sync acl for root directory

-noownership do not sync ownership

-onlyacl sync only acls

—aclverify {yes,no} choose whether you need to skip acl
verification

-bs <n> read/write block size for sync (default:

-ads sync ntfs alternate data stream

£ ArEELICt -v 07 M= sync AtMlet ClH 3 HEE HS5h= S LI

xcp sync -v \\<IP address or hostname of SMB

server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxxx
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C:\XCP>xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target XxxXXx

ERROR failed to remove from target

"assembly\GAC 32\Microsoft.CertificateServices.PKIClient.Cmdlets\v4.0 6
.3.0.0 31bf3856ad364e35\p ki.psdl": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB tar
shil\\assembly\\GAC 32\\Microsoft.CertificateServices.PKIClient.Cmdlets
\\v4.0 6.3.0.0 31bf3856ad 364e35\\pki.psdl’

ERROR failed to remove from target

"assembly\GAC 64\Microsoft.GroupPolicy.AdmTmplEditor\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.Gro upPolicy.AdmTmplEditor.dl1": [Errno 13]
Access 1is denied: "\\\\?\\UNC\\10.61.

\vol SMB target xxxxxx\\assembly\\GAC 64\\Microsoft.GroupPolicy.AdmTmpl
Editor\\v4.0 6.3.0.0 31bf
3856ad364e35\\Microsoft.GroupPolicy.AdmTmplEditor.d11l"

1,933 scanned, 1,361 compared, 2 errors, 0 skipped, 0 copied, 1,120
removed, 5s ERROR failed to remove from target

"assembly\GAC 64\System.Printing\v4.0 4.0.0.0
31bf3856ad364e35\System.Printing.dl1": [Errno 13] Access is denied:
"N\\A\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
4\\System.Printing\\v4.0 4.0.0.0 31bf3856ad364e35\\System.Printing.dll’
ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.PowerShell.Workflow.ServiceCore\v4.0 3.0.0
.0 31bf3856ad364e35\Micro soft.PowerShell.Workflow.ServiceCore.dll":
[Errno 13] Access 1s denied: '\\\\

\\<IP address of SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.PowerShel
1.Workflow.ServiceCore\\v4

.0 3.0.0.0

31bf3856ad364e35\\Microsoft.PowerShell .Workflow.ServiceCore.dll' ERROR
failed to remove from target

"assembly\GAC MSIL\Microsoft.RightsManagementServices.ServerManager.Dep
loymentPlugin\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.RightsManagementServices.ServerManager.Deplo
ymen n.dl1l": [Errno 13] Access is denied: "\\\\?\\UNC\\<IP address of
SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.RightsMan
agementServices.ServerMana ger.DeploymentPlugin\\v4.0 6.3.0.0
31bf3856ad364e35\\Mic
.RightsManagementServices.ServerManager.DeploymentPlugin.dll"'

ERROR failed to remove from target
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"assembly\GAC MSIL\Microsoft.WSMan.Management\v4.0 3.0.0.0
31bf3856ad364e35\Microsoft.WSMan.Mana gement.dll": [Errno 13] Access is
denied: "\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB
_xxxxxx\\assembly\\GAC MSIL\\Microsoft.WSMan.Management\\v4.0 3.0.0.0
31bf3856ad364e35\\Microsof t.WSMan.Management.dll'

ERROR failed to remove from target

"assembly\GAC MSIL\PresentationUI\v4.0 4.0.0.0
31bf3856ad364e35\PresentationUI.dl1l": [Errno 13] Access 1s denied:
"\\\\2\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
SIL\\PresentationUI\\v4.0 4.0.0.0 31bf3856ad364e35\\PresentationUI.dll"
ERROR failed to remove from target

"assembly\GAC MSIL\System.IO.Compression.FileSystem\v4.0 4.0.0.0
b77a5c561934e089\System.I0.Comp ression.FileSystem.dl1l": [Errno 13]
Access 1s denied: '"\\\\?\\UNC\\10.61.71.5

_SMB_ target xxxxxx\\assembly\\GAC MSIL\\System.IO.Compression.FileSyste
m\\v4.0 4.0.0.0 b77a5c561
934e089\\System.IO.Compression.FileSystem.dll"

ERROR failed to remove from target

"assembly\GAC MSIL\System.IdentityModel.Selectors\v4.0 4.0.0.0

b77a5c561934e089\System.IdentityM odel.Selectors.dl1l": [Errno 13]
Access is denied: '"\\\\?\\UNC\\<IP address of SMB destination
server>\\v

s_target xxxxxx\\assembly\\GAC MSIL\\System.IdentityModel.Selectors\\v4
.0 4.0.0.0 b77a5c561934e0 89\\System.IdentityModel.Selectors.dll"

2,747 scanned, 2,675 compared, 9 errors, 0 skipped, 0 copied, 2,624
removed, 10s ERROR failed to remove from target

"assembly\GAC MSIL\System.Web.DataVisualization\v4.0 4.0.0.0
31bf3856ad364e35\System.Web.DataVis ualization.dl1l": [Errno 13] Access
is denied: '"\\\\?\\UNC\\<IP address of SMB destination server>\\vol c
rget xxxxxx\\assembly\\GAC MSIL\\System.Web.DataVisualization\\v4.0 4.0
.0.0 31bf3856ad364e35\\Sy stem.Web.DataVisualization.dll'

cp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxXxx

2,831 scanned, 0 copied, 2,831 compared, 0 removed, 10 errors Total
Time : 10s

STATUS : PASSED

E METLICt -parallel <n> 0H7H B4 sync XCP SA| ZZMAQ| 5 O & 7Lt O XA MHst= HHUL|CE,
£ 22LICt sync -parallel <n>FHL SA| ZEMAL| £t FS7|SHELICHZ|22L: <cpu-count>).
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xCcp sync -parallel <n>> \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

Oof|®| =71

C:\xcp>xcp sync -parallel 5 \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

658 scanned, 244 compared, 0 errors, 0O skipped, 0 copied, 0 removed, 5s
658 scanned, 606 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

658 scanned, 658 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

Sending statistics...

Sync-Match(&7(2 YX| <filter>)

E AMEILICt -match <filter> D7 B4 sync AA Sl ER EB|E ZMSI D TE] Q149 YX|SH= THUO|LE
Cl2E2|2 Hl{woh= HHRULICH x10|7} Qs AR HAE2 ERIO| st X2 Mt S7|5tE| =& BfL|Ct,

e

xcp sync -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -match "'gx' in name" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 10 compared, 0 removed, 0 errors

Total Time : 2s

STATUS : PASSED
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SYNC - <filter> H|2|

E MEYLIC ~exclude <filter> OH7H M4 sync EEOA ot 5 C|2UE 2|2 H2|5t= HHYLICE

e
=

xcp sync —exclude <filter> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

ol 271

C:\netapp\xcp>xcp sync -exclude "path ('*Exceptions*')" \\<IP address or

hostname of SMB server>\source_share \\<IP address of SMB destination
server>\dest share

xcp sync —exclude path ('*Exceptions*') \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

451 scanned, 427 excluded, 0 copied, 24 compared,
0 errors

Total Time : 2s

STATUS : PASSED

0 skipped, 0 removed,

sync-preserve-atimeS MEHS}L|C}

E MEYLICt -preserve-atime 7 B4 sync XCP7t IMAUS 17| ™o "atime"S {2 2t E MAHSH=
D=|E:IOI|_| EI.
o =] .

o

-
Ho

xcp sync -preserve-atime \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp sync -preserve-—-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 4s

STATUS : PASSED

%73} - noatime

£ MEYLIL -noatime O Ha sync BMA A[ZHZE XHO|7F = THAS M|QIStn A9 BE Xt0| S EHUO
S7|etts BE YLt

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

off x| 271

c:\netapp\xcp>xcp sync -noatime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED
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7|2t - noctime

£ AFELIC -noctime D70 Ha sync M A[ZHO|2E X1O|7F Q= THY S H|QISt £ A9 2= XH0[S EFZUO]
%7|2f t= BE YLt

- ood
=

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -noctime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

&7|%} - nomtime

£ ME™”LIL) -nomtime OH7H M sync =8 AIZHO2E X}O|7F Q= TS ISt A A0 BE XtO|E EHUO|
%7|2f He HQLICH (Ol 82 O 014 MEE[X| 5Lt & S2EIYLICt sync 2 0] 34 Sl0| A%
AELIC)

2

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp sync -nomtime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync-noattrs= ME{BL|Ct

£ MEYLIT -noattrs U7 Ha sync THY S-42| XH0[2t Q= THUS H|QISt A9 2= X0 S Ef2lof|
o] ™

AN
&7|25t=s HEYULICE XCP= HHXTIICHE d0Ct IS =

—_ = _-—
=
L

xcp sync —noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

Oof|H| =71

c:\netapp\xcp>xcp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

XCp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

£ MEYLICt -noownership D70 H4: sync 2R/ 0| XH0|7} = THA R M5t A A9 = X}0|S ERUO|
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xcp sync -noownership \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx \\<IP address of SMB destination
server>\vol SMB target XxxXXx

ol 271

>xcp sync —-acl -noownership -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share

Truncated Output

302,909 scanned, 301,365 compared, errors, skipped,
copied, O removed, 9m46s
307,632 scanned, 303,530 compared, errors, skipped,
copied, 0 removed, 9m51s
308,434 scanned, 305,462 compared, errors, skipped,
copied, O removed, 9m56s
310,824 scanned, 307,328 compared, errors, skipped,
copied, O removed, 10mls
313,238 scanned, 310,083 compared, errors, skipped,
copied, O removed, 10mé6s
314,867 scanned, 313,407 compared, errors, skipped,
copied, O removed, 10mlls
318,277 scanned, 315,856 compared, errors, skipped,
copied, O removed, 10ml7s
321,005 scanned, 318,384 compared, errors, skipped,
copied, O removed, 10m22s
322,189 scanned, 321,863 compared, errors, skipped,
copied, O removed, 10m27s
323,906 scanned, 323,906 compared, errors, skipped,
copied, O removed, 10m29s

xcp sync —-acl -noownership -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<source IP address>\source share \\<IP address of SMB
destination server>\dest share

323,906 scanned, 0 copied, 323,906 compared,
Total Time 10m29s

STATUS PASSED

0 removed, 0 errors

7|3t & X| <float>

£ MEYLICt -atimewindow <float> OH7H B4 sync 220N SHX|7HX| Q| I A|ZH0l| CHall & &[= %H0|



(X)E X[Fot= BHYLICE atime?| Xt0|7} <value>2L} ZI2H XCP= IS CHE AL 2 ESHA| f&LILt.

2

xcp sync -—-atimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

CHE oIA[0ll A xCP= AA Tbdnt Tt IHY 7| atime XIO|E £|CH 102 O|LHE 2HOFS0| 11 EtZO| atimeS
YO0 ESHX| gig L Ct.

Oof|®| =71

c:\netapp\xcp>xcp sync -atimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\source share

xcp sync —atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\source share

xcp sync -—atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source_ share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync-ctimewindow <float> S £ ZsI&A|Q
£ MEYLICE -ctimewindow <float> OH7H #H4 sync 2A0M SAX[MHX]Q] It ctimed| CHSH S E&|= XIO|
(X)E K™tz HHYLICH xCPE ctime®| X}0|7} <value>E L 2 OH MAS CtE ZI0Z HISGHK| YU&L|CE

= =1 (o =]
T2
xcp sync —-ctimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

CtS OiIFOIIA xCPE AA MU} ChAF IHY 7H| atime AHOIZ A|CH 1012 S0 24311 EFAIQ| ctimeS B0 E 31|
orAL|C}
[y =1 .
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c:\netapp\xcp>xcp sync -ctimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

57|3} - mtimewindow <float>

£ MEYLICt -mtimewindow <float> OH7H B4 sync 2A0M SAX[7HX|Q| IR0 CHEt mtimed| CHSH 618
7tsst X10| & = thR| 2 X|HSt= Y RULICE mtime XH0|7} <value>ELt 22 B2 XCP&= OIYUS CHE Ao =2
HSEK| k& LICH

am

xcp sync —mtimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp sync -mtimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors Total Time
3s

STATUS : PASSED
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sync-acl-fallback-user <fallback_user>-fallback-group <fallback_group>%!L|C}

£ MEYLICt -acl, -fallback-user ¥ -fallback-group U7 ¥4 8l sync 2AA2| H|O|HQt HOt HHE
EtZi3p H| st ERZIO| ot 22 M26t= HHYUL|CE E Z=ISLICt -fallback-user ¥ -fallback
-group M2 EH(H|QI0] Otl) &2 AFEX} EE= O 52| Hot3 = A ARE| = Active Directory2|

AHEXH EEE OEYLICH

ArEe £ UEBLICH —acl E MESIX| %= &M -fallback-user U -fallback-group
M

—_-

©
mo i

xcp sync -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB
server>\performance SMB home dirs \\<IP address of SMB destination

server>\performance SMB home dirs
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C:\xcp>xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

10,796 scanned, 4,002 compared, 0 errors, O skipped,
copied, O removed, ]

15,796 scanned, 8,038 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,505 compared, 0 errors, O skipped,
copied, 0 removed, 5s

15,796 scanned, 8,707 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,730 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,749 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 8,765 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,786 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,956 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,320 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 9,339 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,363 compared, 0 errors, O skipped,
copied, O removed, mOs

15,796 scanned, 10,019 compared, 0 errors, O skipped,
copied O removed, 1m5s

15,796 scanned, 10,042 compared, 0 errors, O skipped,
copied O removed, Iml0s

15,796 scanned, 10,059 compared, 0 errors, O skipped,
copied O removed, Iml5s

15,796 scanned, 10,075 compared, 0 errors, O skipped,
copied O removed, 1m20s

15,796 scanned, 10,091 compared, 0 errors, O skipped,
copied O removed, 1lm25s

15,796 scanned, 10,108 compared, 0 errors, 0 skipped,
copied O removed, Im30s

15,796 scanned, 10,929 compared, 0 errors, O skipped,
copied O removed, 1m35s

15,796 scanned, 12,443 compared, 0 errors, O skipped,
copied O removed, 1m40s
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15,796 scanned, 13,963 compared, 0 errors, O skipped, 0

copied O removed, 1m4d5s
15,796 scanned, 15,488 compared, 0 errors, O skipped, 0
copied O removed, 1m50s
15,796 scanned, 15,796 compared, 0 errors, O skipped, 0
copied O removed, Im51s

xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

15,796 scanned, 0 copied, 15,796 compared, 0 removed, 0 errors
Total Time : 1m51

STATUS : PASSED

71t -l

£ AFSR-LIC -1 Oi7] M= sync targetOl | XCP7t =gt 2= SE0f| Chict XiMet 22 YEE BE F2H0=
M S5t EF0{0ILt.

-2

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

Oof|H| =71

c:\netapp\xcp>xcp sync -1 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

File "atime" changed, timestamps set for "agnostic"

File "atime" changed, timestamps set for "<root>"

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

7= RE

£ M EY™LILt -root Ui/ M sync FE CIHEZ|Q ACLS S7[<tst= S YL
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xcp sync —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

ol 271

C:\NetApp\XCP>xcp sync -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

12 scanned, 0 copied, 12 compared, 0 skipped, 0 removed, 0 errors, 1
acls copied

Total Time : 2s

STATUS : PASSED

sync-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group>2| 2f0{2IL|C}

£ MEYLICt -onlyacl, -fallback-user, ¥ -fallback-group OH7H B4 & sync 2AQ} CHA 7H| HOt
HEE H|wotn chatol Hatt 2Hg ME5H= HHRULICH E SEIYLICt -fallback-user ¥ -fallback
-group 2Z(THQI0] OFLl) Y& ALt EE= O 52| HHE = Y AFE| EE= Active Directory?| AFEXt EE=
JELC

@ E MNEY £ ELICt -onlyacl E AFESHA| &= 7 HLQLICH -fallback-user ¥
-fallback-group =M.

12
xcp sync -onlyacl -fallback-user <fallback user> -fallback-group

<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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C:\Users\ctladmin\Desktop>xcp sync -onlyacl -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

8,814 scanned,
removed, 0
9,294 scanned,
removed, 0
12,614 scanned,
removed, 0
13,034 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,

removed, 0

xcp sync -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

14,282 scanned,

errors

0 copied,
errors, 6s

0 copied,
errors, 1lls
0 copied,
errors, 16s
0 copied,
errors, 21s
0 copied,
errors, 26s
0 copied,
errors, 3ls
0 copied,
errors, 36s
0 copied,
errors, 41s
0 copied,
errors, 46s
0 copied,
errors, 51s
0 copied,
errors, 56s
0 copied,
errors, 1ml

0 copied,

errors, 1m6s

0 copied, 14,282 compared,

Total Time : 1m7s

STATUS PASSED

620 compared,

2,064

3,729

5,136

7,241

8,101

8,801

9,681

10,405

11,431

12,471

13,495

14,282

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

0 skipped,

skipped, 0

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 removed,
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sync-aclverify {yes, no}

E MEELICE —~aclverify{yes,no} OH7H {4 sync ACL sync 2 5 ACL AE2 ZeSHAL AHE = U=

oo = E2 T M
=SS M3ot= BYULICE O] M2 Of|MEHAFBE £ J}ESLICH sync -acl & sync -onlyacl BH. ACL
S7|8t= 7|2MO =2 ACL &Rl 2 +AHYLICH E dE5H=E B2 —aclverify 88 E HEYLICH no, ACL 2f01 8l
E HA4HE £ UELICH fallback-user Y fallback-group &M0| ZRSHX| Q&L|CH E AATL|Ct

-—aclverify & MEHPILICt yes, O] ZQTIL|Ct fallback-user U fallback-group M2 MEdSIL|CE

-2

xcp sync -acl -aclverify yes -fallback-user <fallback user> -fallback
—group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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C:\NetApp\xcp>xcp sync -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 0
0 acls copied
25 scanned, 0
0 acls copied
25 scanned, O
0 acls copied

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,

copied, 24 compared, 0 skipped, 0O removed, 0 errors, 15s,
xcp sync —-acl -aclverify yes -fallback-user "DOMAIN\User"

-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

25 scanned, 1

copied, 25 compared, 0 skipped, 0 removed, 0 errors, 12

acls copied Total Time : 16s
STATUS : PASSED
C:\NetApp\xcp>xcp sync —-acl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -acl

—aclverify no \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

27 scanned, 1

copied, 27 compared, 0 skipped, 0 removed, 0 errors, 13

acls copied Total Time : 2s
STATUS : PASSED
C:\NetApp\xcp>xcp sync -onlyacl -aclverify yes -fallback-user

"DOMAIN\User"

-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

24 scanned, O
0 acls copied
24 scanned, 0
0 acls copied
24 scanned, O
0 acls copied
"DOMAIN\User"

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,

xcp sync -onlyacl -aclverify yes -fallback-user
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

C:\NetApp\xcp>xcp sync -onlyacl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -onlyacl -aclverify no \\<source IP address>\source share

\\<IP address
24 scanned, O

acls copied

of SMB destination server>\dest share
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 11

279



Total Time : 2s
STATUS : PASSED

7|3} - BS <n>
E MEELICE -bs <n> O§7 H sync BEHE AFESIH 7|/ 7| 25 37|E MSELICH 7|12 37| 1MYLICE.
=1l

xcp.exe sync -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

C:\Netapp\xcp>xcp.exe sync -bs 64k \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

1,136 scanned, 0 copied, 1,135 compared, 0 skipped, 95 removed, O
errors, 5s

xcp.exe sync -bs 64k \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share 1,136 scanned, 283 copied, 1,136
compared, 0 skipped, 283 removed, 0 errors

Total Time : 10s

STATUS : PASSED

S7|st E4

AH2 -ads O B sync 22 3 ERZU SMB 3R0I|A CHA| GO|E| AEZIS| HEF 8l =H AtehEs M=

[=] o = 0O
YYYLICH HE AL0| A= B EH0] 229 SUBHR| 2HQI5t7| 2l tHE Arets EHZI0| HEFL|CY.
72

xcp sync -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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C:\netapp\xcp>xcp sync -ads \\<source IP address>\source share\src

\\<dest IP address>\dest share

13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,

removed,

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1 copied, 12
5s,
1 copied, 12
10s, 1
1 copied, 12
15s, 1
1 copied, 12
20s, 1
1 copied, 12
25s, 1
1 copied, 12
30s, 1
1 copied, 12
ImOs, 1
1 copied, 12
2m50s,
1 copied, 12
2m55s,
1 copied, 12
3m0Os, 1
1 copied, 12
3m55s,
1 copied, 12
dmOs, 1
1 copied, 12
4m55s,
1 copied, 12
5mOs, 1
1 copied, 12
5mb5s, 1
1 copied, 12
5ml0s,
1 copied, 12
5mb55s,
1 copied, 12
om0Os, 1
1 copied, 12
om5s, 1

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

compared,

1 ads copied

compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

xcp sync -ads \\<source IP address>\source share\src
\\<dest IP addess>\dest share



13 scanned, 1 copied, 13 compared, 0 skipped, 0 removed, 0 errors, 1
ads copied

Total Time : 6m9s

STATUS PASSED

SFRIRfLICE

E S2lgLICt verify §HMH= 2A S EPZI SRE ¢l
SILICEH E MEY = JUELICE veri
Al

M= ify
0| 2tA|Qlo| BE AA 5l LA CHe

xcp verify \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

oflx| 271

c:\netapp\xcp>xcp verify \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\ <IP
address of SMB destination server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Total Time : 3s

STATUS PASSED

CHE HOll= 7t LIEEO A}SLICH verify O] H 8 2

OH7H M~

verify -h,—-help & HZstAIL

a5 -v
<<smb_verify_parallel, 2QI-H&():n

<<smb_verify _match,2rQ1- x| (); ZE{();

<<smb_verify_exclude,2HQ!-H|2|();ZE();
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O] =2 HAIXIE EAISI Z=8LICEH
ClHO ME HE Bt

SA| ZENA (7|22 <cpu-count>).

TE et YX|Sh= mbY o Cl2 22| 3F M2 CHEX)
xcp help - match &ZX).
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oH7H i
SHAAIR

HiolE g1

verify-preserve-atime 2 &=
Verify-NoData (22! -
[20l-atime]
noctime= &tQIgfL|Ct
Verify-nomtime(&+2l - HA|
verify-noattrs £ XS AIR

ol

—

N
e
1o

ok
e
Ok
fd

ok

- noacls

<<verify_smb_atime,=?! - atimewindow(); £5();
<<verify_smb_ctime, & !-ctimewindow
<<verify_smb_mtime,&2!-mtimewindow

verify-stats £ X5 A|2

verify -I(2FQl - |
verify -lI(2H2l

<<verify_smb_acl,verify-fallback-user

<<verify_smb_acl,verify-fallback-group

verify-root £ MEHSFL|C}

&0l - Only

verify -h,--help & HZ5IMAIL
E MEYLIC-h Y ——help Wi H W verify BH

e
=

xcp verify —help

o
=
A2 HOISHK| IHIAIQ.

_I

verify ‘-ads'Oi7 Ha7t A= HEH2 249 Tiof
U= CHA| HI0E] AEZ S 2el5t X10|H S EAIRLIC.

-

ACLE 215X DAL,

St 4y AlZEXHof(x).

ZZ(ZH[Ql0] Of:l) AA H
domain\administrator
Active Directory A+ X} L&
AHE XL,

*7_6
B o
r|r :
e
H‘|
=
o
°
°
i

ZZ(THlo] ofly AA A
domain\administrators)2| #et= t”7| T|c>+ CHAH
ZFE{2| Active Directory
JELC

FE C|AE2|of Tigt ACLS felgtLCt.

Hot Mot shol|shL|C}

o

S ALESHO] of Tt RiM[et SEE EARLICE verify
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C:\Netapp\xcp>xcp verify —-help
usage: xcp verify [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime]

[-loglevel <name>] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-noacls] [-nodata] [-stats] [-1] [-
root] [-noownership] [-onlyacl] [-noctime] [-nomtime] [-noattrs] [-
atime]

[-atimewindow <float>] [-ctimewindow <float>] [-mtimewindow <float>] [-

ads] source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-v increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match

the filter (see "xcp help -match’™ for details)
-exclude <filter> Exclude files and directories that match the
filter (see “xcp help -exclude ™ for details)
-preserve-atime restore last accessed date on source
--help-diag Show all options including diag.The diag options
should be used only on recommendation by NetApp support.
-loglevel <name> option to set log level filter (default:INFO)
-fallback-user FALLBACK USER

a user on the target machine to translate the
permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

a group on the target machine to translate the
permissions of local (non- domain) source machine groups (eg.
domain\administrators)
-nodata do not check data
-stats scan source and target trees in parallel and
compare tree statistics

=1 detailed file listing output
-root verify acl for root directory
—-noacls do not check acls



-noownership do not check ownership

-onlyacl verify only acls

-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes

-atime verify acess time as well

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in

seconds
—ads verify ntfs alternate data stream
B3 -v

E AF2ELICt -v D7 M= verify AbM|TH LI FYEE HSot= HHYLIC

__I_l.

Ho

xcp verify -v \\<IP address of SMB source server>\source share address of
SMB destination server>\dest share

off | 271

c:\netapp\xcp> xcp verify -v \\<IP address of SMB source
server>\source share address of SMB destination server>\dest share
xcp verify -v  \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -v \\< IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify - & <n>
E AZELICH-parallel <n>OH7H B4 verify XCP SA| Z2MAC| 42 O &L} O MA MEsH=

I: IT
HHYULICH E S=IYLICt verify -parallel <n> BHZ SA| ZEMAL| 5 SQITHLICHI|22E: <cpu-
count>).

285
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xcp verify -v -parallel <n> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 4s

STATUS : PASSED

Verify - <filter>Z 2 X|A|ZJL|C}

E MELICt —-match <filter> O7 B veri

i % EpA E2|S HMotT e 149} Aot TRAO|LE
Cl2E2|0t B @oks BHRULIC X0|7H 9l ZL YL EAY

f
Zest HUS HEIIH S7|ote| =5 eLct.
72

xcp verify -v -match <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -v -match "'Microsoft' in name" \\<IP address
of SMB source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -v -match "'Microsoft' in name" \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -match 'Microsoft' in name \\<IP address of SMB source
server> \source share \\<IP address of SMB destination

server>\dest share

374 scanned, 0 compared, 0 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

ol - <filter> |2

I

MEBEILILE —exclude <filter> OH7H = verify EHE{O|M Tt 5! CI2AE2[2H H|2|5t= SHEYLICE
7=

xcp verify -—-exclude <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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C:\netapp\xcp>xcp verify -exclude "path ('*Exceptions*')" \\<IP address
of SMB sourceserver>\source share \\<IP address of SMB destination
server>\dest share

210 scanned, 99 excluded, 6 compared, 5 same, 1 different, 0 missing, O
errors, 5s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 10s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 15s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 20s

335 scanned, 253 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 25s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 30s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 35s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, O
missing, O errors, 40s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 45s

445 scanned, 427 excluded, 16 compared, 15 same, 1 different, 0
missing, 0 errors, 50s

xcp verify -exclude path('*Exceptions*') \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

445 scanned, 427 excluded, 17 compared, 17 same, 0 different, 0
missing, 0 errors

Total Time : 1mlls

STATUS : PASSED

verify-preserve-atime 2 & Tt A|Q

E MEYLICt -preserve-atime 7 HE verify NS HHQULICH atime XCP7t IHUS 47| M Q|
stoz
HA — .

-2

xcp verify -preserve-atime \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 179 compared, 179 same, 0 different, 0 missing, 0 errors,
5s

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 8s

STATUS : PASSED

Verify-NoData(2?! - C|0[E] g2
E AEILICE -nodata W7 4 verify HIO|E{ S H| WX b= HHEQILICE,
q2

xcp verify -nodata \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp verify -nodata \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nodata \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nodata \\<IP address of SMB source server> \source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED
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2tol-atime
Z A2EILICE —atime Oi7H B4 verify AAO0M CHAIO R MM HM|A EFQ ABHITE H|Wdh= HAHQILICE
1=

xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

ol 271

c:\Netapp\xcp> xcp verify -11 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

WARNING: your license will expire in less than one week! You can renew
your license at https://xcp.netapp.com
dirl: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564423)
+ 2023-04-14 10:24:40 (1681482280.366317)
dir2: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564424)
+ 2023-04-14 10:24:40 (1681482280.366318)
<root>: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.054403)
+ 2023-04-14 10:28:35 (1681482515.538801)
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
14 scanned, 13 compared, 10 same, 3 different, 0 missing, 0 errors
Total Time : 1s
STATUS : FAILED

noctimeS &QIgtL|Ct
£ MNEELICE -noctime OH7H H4: verify AAOA CHAOZ T MM EFQl ABHTE H| 81X Qb= HAHQIL|CE
2=

xcp verify -noctime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noctime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify-nomtime(&HQ! - HA|
E MEELICH -nomt ime OW7H HS verify AAOM CHAOE MY 48 EfQ ARSI S H|WSHK| b HFQJLICH
22

xcp verify -nomtime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

oflw| 271

c:\netapp\xcp>xcp verify -nomtime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-noattrs £ XA

E MEYLICt -noattrs OHH H verify S AAISHA| Qb= HAHQULICE

291



-2

xcp verify -noattrs \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Oof|®| =71

c:\netapp\xcp>xcp verify -noattrs \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

a7d =l
£ MEELICH -noownership 70 4 verify AR HES SQISHX| Qb= HAHQILICE,

-

|
[

xcp verify -noownership \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source

server>\source share \\<IP address of SMB destination

server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Fol

Jtot
ok

f

‘—ads HEFIL EH O7H HAEE ARSI cverify AACL CHANO| CHAM| HIO|E AEZI0| Q=X
gtolsta Xto|HES HAIBLICE.

-2

xcp verify -ads \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

294

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 10s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 4mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6bmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6ml0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7/mb55s



7 scanned, 5 compared, 5 same, 0 different, O
missing, 0 errors, 8m0Os

xcp verify -ads \\source Ip address>\source share\src

\\<dest IP address>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 8més

STATUS : PASSED

2tol - noacls
E MEBYLICE -noacls 7 M verify ACLE &QISHK| Qt= BHQLICE

e

xcp verify -noacls -noownership \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

ol 271

c:\netapp\xcp>xcp verify -noacls -noownership \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

318 scanned, 317 compared, 317 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

noacls -noownership2 &HQIgtL|Ct

mjo

£ MEELICE -noownership O H b ZoHEl AL verify -noacls 2A0A CHAOZ ACL E= A9
SoISHR| A& LILCE.

(=]

-
Mo

xcp verify -noacls -noownership <source> <target>
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Verify-atimewindow <float>(2}2!-22)
E MEB8YLICt -atimewindow <float> OH7H ¥ verify HHS ALESHO] Of CHSH 518 7t k10| % T2
X HYLICE atime 2200M SHEX|7HX|Q] THA. XCP= Ol M X10|7t /S ER DU S CHE A2 HsHK| &L Tt
atime <value>EC} ZtELICtH & 2ISLICt verify - atimewindow HHE NN T ALEE &~ JELICT
-atime Y.
=L
xcp verify -atimewindow <float> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

Oof|H| =71

c:\Netapp\xcp> xcp verify -atimewindow 600 —-atime \\<IP address of SMB
source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -atimewindow 600 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

14 scanned, 13 compared, 13 same, 0 different, 0 missing, 0 errors

verify-ctimewindow <float> £ X X5 A|2
£ MEYLICE -ctimewindow <float> OW7H H4 verify HHES AFESI0] Of CHolf {8 7tsTH AIO|E X THR 2

K ™HSLIC ctime 220X SAEX|IHX|Q] IHY. XCP= 2| A1O|7t U2 f oYU S CHE Ao Z HsHK| tSLICH
ctime <value>=C} Z&L|CT

e
=

xcp verify -ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -ctimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination

server>\dest share
xcp verify -ctimewindow 600 \\<IP address
server>\source share \\<IP address of SMB
server>\dest share

xcp verify -ctimewindow 600 \\<IP address
server>\source share \\<IP address of SMB

of SMB source

destination

of SMB source
destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS PASSED

verify-mtimewindow(&2l-mtimewindow <float>
E ME2YLIC} -mtimewindow <float> Ol7H M verify BHS AHESH0] Of CHl 518 7tSTt X0 E = tHR|=2

K| HELICt mtime 2A0|AN SHX|7HX|Q| IHY. XCP= 2| At0[7t QIS mf IHU S CIE Ao 2 HsHK| k&L|Ct
mtime <value>E2Ct Z&L|CE

o

xcp verify -mtimewindow <float> \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share
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c:\netapp\xcp>xcp verify -mtimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-stats £ & ZX5IMA|IQ

E MEYLIC -stats O = verify 220 LS AZMSI D £ S/ 2t QAFEO|LE XHO|HE EO| F= EZ|
A EUME E5t= FFYULIL

e

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -stats \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

== Number of files ==

empty <8KiB
100MiB >100MiB
81
on-target same
on-source same
== Directory entries ==
empty 1-10
>10K
on-target
on-source
== Depth ==
0-5 6-10
>100
317
on-target same
on-source same
== Modified ==
>1 year >1 month
<15 mins future invalid
315
on-target same
on-source same

Total count: 317 / same / same

Directories: 2 / same / same
Regular files: 315 / same / same
Symbolic links:

Junctions:

Special files:

8-64KiB

170
same

same

10-100

same

same

11-15

1-31 days

64KiB-1MiB 1-10MiB
62 2
same same
same same
100-1K 1K-10K
1
same
same
16-20 21-100
1-24 hrs <1 hour
2
same
same

10-

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

635 scanned, 0 errors Total Time

STATUS PASSED

1s



verify -1(2+2l - |

E MEZ-LICE -1 07 B verify S A0 24 Sl Tidgof Q= TH o CIHE2] Zto] XHOo|-E Lt

o AN

e
=

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

CHZ ool M= SASHE SO 2R3 FE7F MEE X Aol HE £l XHo[HE & + ASLICH

Oof|H| =71

c:\netapp\xcp>xcp verify -1 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different,
Total Time : 3s

STATUS : PASSED

0 missing, 0O errors

FgfLlct.

verify -lI(2¢Q!
Z AFRELICE -11 0§ B2 verify A4 S ERZIDF IHQ! = C2 E 29| XEA|SH XH0| ™ S LIgst= HAEQIL|CE.
SiA

SALS git diffel ZALICH W7HY ZtS Aol ofH Zho|m A Zhe Ebztie] Af gtelLict

-
Ho

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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c:\netapp\xcp>xcp verify -11 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-fallback-user <fallback_user>-fallback-group <fallback_group>2!L|C}

E MEYLICt -fallback-user ¥ -fallback-group ONW7H H4 U verify 2AQF CHANO|A DHU D} CIREIER]
Ztel ACL 3! A R/3 XHO|E LIEdH= BHALICE

£=3 B fallback-user ¥ fallback-group SAt E= S7|2t 22| 2L NetApps
@ T MY AS HEPLICE fallback-user W fallback-group Verify 20| U= 0474

xcp verify -fallback-user <fallback user> -fallback-group <fallback group>
\\<IP address of SMB source server>\source share \\<IP address of SMB
destination server>\dest share

verify-notorigrity-fallback-user <fallback_user>-fallback-group <fallback_group> £ & Zst&A|2

£ MEELICE -noownership, -fallback-user, ¥ -fallback-group OH7H H4 & verify ACL XIO|E
LISt AALL CHANO|AM mHU L} ClHMEE| 2| ARH 2HQlS LT = BHULICH

= L - ood
| |
il_

xcp verify -noownership -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-noacls-fallback-user <fallback_user>-fallback-group <fallback_group> S XXM A2

£ MEYLICt -noacls, ~-fallback-user, ¥ -fallback-group OH7H B4 % verify ACLS| QIS
AT AAQ LA M M} CIAEE| Z2He| ARES 2015h= HHAL|CH
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xcp verify -noacls -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-root £ ME{BIL|C}

‘—root OH7H WE cverify BRI &M AESIH FE ClHAEZ|Q acrs =l

—

-2

xcp verify -root -fallback-user <fallback user> -fallback- group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

ol 271

C:\NetApp\XCP>xcp verify -root -fallback-user "DOMAIN\User" -fallback
—group "DOMAIN\Group" \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -1 -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

verify-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group> £ & x5}

>
to

E ME%LICt -onlyacl, -fallback-user ¥ -fallback-group ONWH HE U verify £2AQF CHAF 7HO| HOE
HHEOFH|wst= HHEQYLICE

-2

xcp verify -onlyacl -preserve-atime -fallback-user <fallback user>
-fallback- group <fallback group> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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ol 271

C:\Users\ctladmin\Desktop>xcp verify -onlyacl -preserve-atime -fallback
-user "DOMAIN\User" -fallback- group "DOMAIN\Group" -11
\\<source IP address>\source_share \\<IP address of SMB destination
server>\dest share

4,722 scanned, 0 compared, 0 same, 0 different, 0 missing, 0
errors, 5s

7,142 scanned, 120 compared, 120 same, 0 different, 0 missing, O
errors, 10s

7,142 scanned, 856 compared, 856 same, 0 different, 0 missing, O
errors, 15s

7,142 scanned, 1,374 compared, 1,374 same, 0 different, 0 missing,
0 errors, 20s

7,142 scanned, 2,168 compared, 2,168 same, 0 different, 0 missing,
0 errors, 25s

7,142 scanned, 2,910 compared, 2,910 same, 0 different, 0 missing,
0 errors, 30s

7,142 scanned, 3,629 compared, 3,629 same, 0 different, 0 missing,
0 errors, 35s

7,142 scanned, 4,190 compared, 4,190 same, 0 different, 0 missing,
0O errors, 40s

7,142 scanned, 4,842 compared, 4,842 same, 0 different, 0 missing,
0 errors, 45s

7,142 scanned, 5,622 compared, 5,622 same, 0 different, 0 missing,
0 errors, 50s

7,142 scanned, 6,402 compared, 6,402 same, 0 different, 0 missing,
0 errors, 55s

7,142 scanned, 7,019 compared, 7,019 same, 0 different, 0 missing,
0 errors, ImOs

xcp verify -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" -11 \\<source IP address>\source_ share
\\<IP address of SMB destination server>\dest share

7,142 scanned, 7,141 compared, 7,141 same, 0 different, 0 missing, O
errors

Total Time : 1m2s

STATUS : PASSED

M
S

-

S2ISL|Ct configure H2 SMB A|ABRIE FHSED PostgreSQL H|O|E{H|0| A7} Al
ol A|AE0|| HZ LT,

=
=
=
S



xcp.exe configure
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C:\NetApp\XCP>xcp.exe configure

Please choose the menu you want to start:
1. Configure xcp.ini file
0. Quit

BHSHAIL

£ 2L 1isten HH0= XCP HIO|HE|E ¢11 XCP MH|AE A|ZfefL|Ct,

xXcp.exe listen

ol 271

c:\NetApp\XCP>xcp.exe listen
* Serving Flask app "xcp rest smb app" (lazy loading)
* Environment: production
WARNING: This is a development server. Do not use it in a production
deployment. Use a production WSGI server instead.
* Debug mode: off

XCP Z& Aty

XCP NFS Z! SMB2| At ALl
NetApp XCP2| C}Fot H|OE{ OF0| 22|04 AFE Af2{[of] CHSH LOEMAIL.
"7-ModeOl|A] ONTAPZ Li|0|E{ O}0o|2j|o] A"

"AA AEE|X| AXI0|A ONTAPZ ACLS AF St CIFS H|0|E{ OFo|1z{|o|M"
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Xcp 224

logConfig M2 MANSL|Ct

9| logConfig &M0]| CHsll LOtFLIC xcpLogConfig. json XCP NFS 2! SMBE JSON
A oL CH

CHE OIAl= "logConfig" &40] Xt El JSON 71 It MEE HHFLIC

* o~

{

"level" :"INFO",
"maxBytes":"52428800",
"name" :"xcp.log"

}

* Ol S ALESIHH oM RETH & S MEISHH Mo w2t HAIXIE EEE Y & JASLICH CRITICAL,
ERROR, WARNING, INFO, % Debug.

* £ 2L maxBytes ™2 AIESIH o™ 21 ofQ| Ot 37|1E HAY  JSLICL 7|22
50MBRILICE 2t 02 = HHoIH 9| ™Mo| SX|=[11 2E 270] CHsl tHY mrol M- ELCt.

£ 2=/gLIC name S22 23 IHAQ| 0|5 FHYLICE

Hi—

7| A0 FEHE FR AL-2 V=4S AL ELICE 7|E 7|19l 0|82 R XIFst=s 32 M 7|12 M2|=H M
71= AMAH EE UHOILE A|AH- IS0 SES FX| 4&LIC

XCP= E A5t gdete &= Q= O|HE HA|EZ X|HELICt eventlog 2 &M
xcpLogConfig.json JSON 7t O,

NFS2| 22 2= O[HIE HA|X[Z} o] 7|ZEILICt xcp _event.log IMYUO| 7|2 2[X|0f JA&L|CH
/opt/NetApp/xFiles/xcp/ & LIS &td HEE ALESI A E ALEXF X|E 2K

XCP_CONFIG DIR

G =

SMB2| 32 ZE= O|HIE HA|X[7} ItUO]| 7|SEILICt xcp _event.log 7|2 X0 [ELICE C: \NetApp\XCP\.

i

D= MASHH xcp 1.0G DIR AM2EL|CE.

NFS 3! SMBE O|HIE HA|EE ¢/t JSON 4

CtES Olloil M= JSON T+ mUS S NFS % SMBO]| Cli$t O|HIE HIAIE S X[ ELICt.
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EventLog S40| &2tz JSON #4 It of

{

"eventlog": {
"isEnabled": true,
"level": "INFO"

b

"sanitize": false

}

EventLog 3! 7|El 40| €& JSON 714 It of

{

"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

by

"eventlog": {
"isEnabled": true,

"level": "INFO"

b

"syslog": {

"isEnabled": true,

"level": "info",

"serverIp": "10.101.101.10",
"port": 514

by

"sanitize": false

}

CHE HOlM= EventLog ot¢l 41t sid €8S 20 FLIC.

otel M JSON Gi|O]E =4 243
o
T o
isEnabled ] A3l O] #2 M2 O[HIE HA|ZS 2Fot= ol AEELICH

false 2 Q7otH OHE HA|X|7} HG=|X]| o0 O[HIE
23 JIP%'OH O[HIE 27} AAEX| St&LICE.

XtE = O[HIE HIAIX] M2 TE +ZLICH O[HIE HAF2
HUEIH2 57K 4= +FRIE, 2F, 41, &
% CiH)S X[t

HO

level

NFS O[HIE 21 H|A|X|Q| BIZaIQIL|C}
Ct2 HFOM= EIZsI0F NFS O|HIE 21 A X|Q| O|lE 2 FL|LC}.
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HIZZ|
o= A

<Time stamp> - <Severity level> {"Event
ID": <ID>, "Event

Category":<category of xcp event log>,
"Event Type": <type of event
"ExecutionId": < unique ID for
each xcp command execution >,

"Event Source":
"Description":

log>,

<host name>,
<XCP event log message>}

EventLog HIA|X| M

EventLog MIAIX|0]| ArEE 4= U= SM2 Cr3 1t Z2ELIC

* Event ID:Zf O|HIE 27 HA|X|Q IR Al
* Event Category: O|HIE @& Sl O|HIE 21
* Event Type: O|HIE HA|IXIE BHSH= B2 2

* "Description”dH ZE0[= XCPO|A| 445t O|HIE

* ExecutionId: ASHEl 2t XCP EH0f Cist 17
syslog 2C0|HEE 2hdatetL|C}

XCP£ syslog 22t0|A
.

HE
HIAIXIE HEELCt 7|2 ZE 5148

NFS 5! SMBO|| Cidl| syslog 2210[XHE

syslog 22I0|HEE &y
SMBO| Ciet #+d o

=

NFS % SMBE& syslog 22I0|HE0]| CHt CFS 74 of:

{

"syslog":{
"isEnabled":true,
"level":"INFO",
"serverIp":"10.101.101.4",
"port":514

b

"sanitize":false

}

308

HIAI K| 2]

opste{H = oo RLIC syslog HE

o

2020-07-14 07:07:07,286 - ERROR {"Event
ID": 51, "Event Category":

"Application failure", "Event Type":
"No space left on destination

error", " ExecutionId ": 408252316712,
"NETAPP-01",

"Target volume is left

"Event Source":
"Description":
with no free space while executing
copy {}. Please increase the size of
target volume
10.101.101.101:/cat vol"}

KtLCE.

HE0l| CHal 2F

ILIC}. of2] O[HIE F&O| StLto| Y0 £ 4 AFLICH.

gfLct,

20 HAIX|ZF ZetEl LT,

AEXILICE

= X|&H5t0| NFS 2 SMBE &4 syslog +417|=Z XCP O[HIE 21
A3t UDP Z2EZES

X|ghL|ct.

MEHBIL|C} xcpLogConfig. json NFS 8!



Syslog &M

Ct2 HOl= syslog ot¢l &4 5! 20| Liet ALt

otel =M JSON H|O|E 7|22k Ad
o
T o
isEnabled H& A 0| 2 S8 2 XCPO|A syslog EEI0|HEE

ehdSteiLIct & 2 MYt
false= syslog 72 FAIgL|Ct

level 2xtg e O|#HIE HA|X| MZt TE +ZQLICL O[HIE HIA|Z2
MZETL G2 5IHK| MZE 2F (9, 27, 81, B2
% C|H ) X[ &IELICt

serverIp 22X AS Ol SM2 ¥4 syslog MH IP T2 E= SAE O|ES
Lt gLt
port QlE| 7 514 O] M2 24 syslog =417| ZEQIL|Ct O] FMS

AH238}0] CHE X EO0] syslog CIO|E| 1S S22
syslog £=2A17|12 e £ QJELICH 7|2 UDP ZE
514QL|C}.

rr 4

£ 22BLIC} sanitize "syslog” THOIA S48 X ESHH of ELIC} 0o M2 M
(D  JSON config thel 22, OIIE 21 3l sysiog0ll ZEXO =2 ALZELILE. 0] S "true'2 HHIw
syslog AHO|| AH|A[El syslog HIA|X[0f| Z2%F MEIt &HEL|CH

Syslog MIA|X| HAIIL|Ct

UDPE Edli ®4 syslog AIHZ M&E[= 2 E syslog HAIX|= NFS % SMBO|| CHet RFC 5424 A0 2t
OHEL|CE

CHS = XCPO| Lt syslog HIAIX|0f| CHEH X| &l = RFC 54240 E A2 e +F2 20 FLCL

0z

2 g

0z

[0
B

e
 F YENRILICE

=

T o
B0 el
e

0

H: HE HAX Lt

N~ o A~ W
oY

ClEHO: C{EH O =& WA

NFS % SMBOI| CHst syslog SlICI0 Al 7 242 10|10 XCPO| Tt R E HIAX|Q| 7|5 2 12 ™ ELICHALE XL
A X

& HAIX)).

<PRI> = syslog facility * 8 + severity value

NFS& syslog dllC17t A= XCP O Z2|#|0| M syslog HIA|X| HA!:

CHS HOll= NFSE syslog 8l 7F U= syslog HIAIX| @Al ©IZSIt o 7t Liet AELICE.
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P of

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-08T06:30:34.3417Z netapp

xcp nfs - - - <XCP message> xcp nfs - - - INFO {"Event ID": 14,
"Event Category": "XCP job status",
"Event Type": "XCP scan completion",
"Event Source": "netapp",
"Description": "XCP scan is completed
by scanning 8
items"}

NFSOi| CHt syslog 6|57t Si= XCP OfZ2|A[0]M HA|X|IL|Ct
CHS HOfl= NFSOf| Ci$t syslog 8lICI 7t 1= syslog HIA|X| & Alo| EIZSlat of| 7} Lt} U&LICt

HEE o

<message severity level i.e CRITICAL, INFO {"Event ID": 14, "Event Category"

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion”™, "Event Source":
"netapp", "Description": "XCP scan is

completed by scanning 8 items"}

SMBE syslog SlICIE AFE5H= XCP OHE2|#[0|M syslog HIA|X| & AIIL|Ct

[=]

CHe HO0ll= SMBE syslog 8llE 7t = syslog HIA|X| @4lo| HIESIDt o 7F Lot QLELICH

A

HES of

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-10T10:37:18.452Z

xcp _smb - - - <XCP message bansalall xcp smb - - - INFO {"Event
ID": 14, "Event Category": "XCP job
status", "Event Type": "XCP scan
completion", "Event Source": "NETAPP-
01", "Description": "XCP scan is
completed by scanning 17 items"}

SMBE syslog 3l 7} 21= XCP O E2|#H|0| M HIA[X]|
CHS HOl= SMBO| CH$E syslog llE 7t 1= syslog HIAIX| &Alo| RIE S0t of| 7f LIeF UELICE

"Es o

<message severity level i.e CRITICAL, NFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"NETAPP-01", "Description": "XCP scan

is completed by scanning 17items"}

310



XCPO|HE =1

XCP NFS O[HIE 21

XCP NFSOf| Cist O|HIE 27 0| 2 ZHETHL|LCY.

CHS HOll= XCP NFSOf| Chist O[HIE 27} Liet & L(C.

O|HIE IDQIL|Ct
401

181

ojIE HZ3!

Mounted on NFS export <mount
path> with maximum read block
size <read block size> bytes,
maximum write block size <write
block size> bytes. Mount point
has mode value<mode bits> and
type: <fattr3 type>.

This license is issued to
<username>of <company

name>, license type is <license
type> with <license status>
status, license willexpire on
<expire date>

O[HIE o

2020-07-14 03:53:59,811 - INFO
{"Event ID":401, "Event
Category": "Mounting unmounting
file system", "Event Type":
"Mount file system
information", "ExecutionId":
408249379415, "Event Source":
"NETAPP-01", "Description":
"Mounted on NFS export
<IPaddress of NFS
server>:/testl with maximum
read block size 65536 bytes,
maximum write block size 65536
bytes. Mount point has mode
value 493 and type

Directory"}

2020-07-14 03:53:59,463 - INFO
{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"License information",
"ExecutionId": 408249379415,
"Event Source": "NETAPP-01",
"Description”: "This license is
issued to NetApp User of
Network Appliance, Inc, license
type is SANDBOX with ACTIVE
status, license will expire on
Thu Jul 1 00:00:00 2021"}
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O[HIE IDYLIC
183

581

582

312

=Y

ojHE Bz

[ |

Ml

The license issued to
<username> of <company name>
will expire in less than one
week

Catalog path <catalog volume
path> to store catalog
directory is not accessible.
Refer user guide for
configuring catalog volume.

Failed creating catalog
directory in catalog volume
path <catalog volume

path>

O[HIE of

2020-07-14 04:02:55,151 -
WARNING {"Event ID": 183,
"Event Category":
"Authentication and
authorisation”, "Event Type":
"License warning",
"ExecutionId": 408249519540,
"Event Source": "NETAPP-01",
"Description”: "The license
issued to NetApp User of
Network Appliance, Inc will
expire in less than one week"}

2020-07-14 04:05:00,857 - ERROR
{"Event ID": 581, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog exporting error",
"ExecutionId": 408249552351,
"Event Source": "NETAPP-01",
"Description": "Catalog path
<IP address of NFS
server>:/testll to store
catalog directory is not
accessible. Refer user guide
for configuring catalog
volume."}

2020-07-14 04:10:12,895 - ERROR
{"Event ID": 582, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog directory creation
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Failed creating catalog
directory in catalogvolume path
10.234.104.250:/cat _vol"}



584

586

351

EID

158

L|c}

=Y

ojHE Bz

[ |

Ml

Error in creating index
directory <index id> for
<command>

Failed to create index <index
id> in catalog volume while
executing command

<command>

System resources available
while executing xcp command:
<command>, are : <CPU info>,
<memory info>

O[HIE of

2020-07-14 04:52:15,918 - ERROR
{"Event ID":584, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250278214,
"Event Source": "NETAPP-01",
"Description”: "Error in
creating index directory abc7
for scan"}

2020-07-14 04:45:46,275 - ERROR
{"Event ID": 586, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250177021,
"Event Source": "NETAPP-01",
"Description": "Failed to
create index abc6 in catalog
volume while executing command
scan {- newid: 'abco6'}"}

2020-07-14 05:08:35,393 - INFO
{"Event ID":351, "Event
Category": "System resource
utilization”™, "Event Type":
"Resources available for scan",
"ExecutionId": 408250529264,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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Ml

XCP <command> is running on
platform <platform info> for
source <source info>

XCP scan completed successfully
after scanning <scan item
count> items.

Source <source

scanned>

System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

O[HIE of

2020-07-14 05:08:35,478 -
{"Event ID": 13, "Event

Category": "XCP job status",
"Event Type":

INFO

"Starting xcp
scan operation", "ExecutionId":
408250529264,
"NETAPP-01",

"XCP command

"Event Source":
"Description":

scan {-newid:
'abc7'} is running on platform
Linux-2.6.26-2-amd64-x86 64-
with-debian- 5.0.10 for source
10.234.104.250:/testl"}

2020-07-14 05:08:35,653 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":

408250529264, "Event Source":
"NETAPP-01",

"XCP scan completed

"Description":

successfully after scanning 479
items. Source
10.234.104.250:/testl"}

2020-07-14 05:15:13,562 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization”, "Event Type":

"Resources available for copy",

"ExecutionId": 408250596708,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command copy ,
are CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,

cache 0.5"}
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[ |

Ml

XCP <command> is running on
platform <platform info> for
source <copy source> and
destination <copy
destination/target>

XCP copy completed successfully
after scanning <scanned item
count> of which <matched item
count> are matched and <copied
item count> items are copied to
the destination. Source <copy
destination :<copy
destination/target

source>,

O[HIE of

2020-07-14 05:15:13,647 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation",
408250596708,
"NETAPP-01",

"XCP command

"ExecutionId":
"Event Source":
"Description":
copy {} is
running on platform Linux-
2.6.26- 2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS
server>:/source vol and
destination <NFS destination
source>:/testl"}

2020-07-14 05:15:13,885 - INFO
{"Event ID":26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":

408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after scanning 3
of which 0 are matched and 2
items are copied to the
destination. Source <IP
address of NFS
server>:/source vol,
destination <NFS destination
source>:/testl"}
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XCP <command> is running on
platform <platform info> for
source <sync source> and
destination <sync destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

O[HIE of

2020-07-14 06:41:20,145 - INFO
{"Event ID":

16, "Event Category": "XCP job
status", "Event Type":
"Starting xcp sync operation",
"ExecutionId": 408251920146,

"Event Source": "NETAPP-01",

"Description”: "XCP command
sync {-id: 'autoname copy 2020-
07- 14 06.22.07.233271"} is
running on platform Linux-
2.6.26-2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS server>:/src vol
and destination <NFS

destination source>:/dest_vol"}

2020-07-14 06:41:28,728 -
{"Event ID": 352,
Category": "System resource
utilization",

INFO
"Event

"Event Type":
"Resource available for sync",

"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "System
resources available while

executing xcp command sync {-
id: 'autoname copy 2020-07-

14 06.22.07.233271"'} , are

CPU: count 4,

(1/5/15m) 0.1,
memory (GiB) :

7.8, free 6.6,
cache 0.5"}

load avg

0.0, 0.0, System
avail 7.2, total
buffer 0.1,
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XCP sync is completed. Total
scanned <scanned item count>,
copied

<copied item count>,
modification <modification item
new file <new file
delete item <delete
item count>.

count>,
count>,
Command executed
<command>

XCP <command> is running on
platform <platform info> for
source <verify source> and
destination <verify
destination>

System resources available
while executing xcp command:
<CPU info>,

<command>, are

<memory info>

O[HIE o

2020-07-14 06:41:29,245 - INFO
{"Event ID":17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":

408251920146, "Event Source":
"NETAPP-01", "Description":
"XCP sync is completed. Total
scanned 66, copied O,
modification 1, new file O,
delete item 0. Command executed
sync {-id:
'autoname copy 2020-07-
14 06.22.07.233271"}"}

2020-07-14 06:54:59,084 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408252130477,
"NETAPP-01",

"XCP command

"Event Source":
"Description":
verify {} is running on
platform Linux-2.6.26-2-amd6c4-
x86 64-with- debian-5.0.10 for
source <IP address of NFS
server>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:54:59,085 - INFO
{"Event ID": 353,
Category": "System resource

utilization",

"Event

"Event Type":
"Resources available for
verify", "ExecutionId":
408252130477, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify , are CPU:
load avg (1/5/15m)
0.0, System memory
7.3, total 7.8,
buffer 0.1,

count 4,
0.0, 0.0,
(GiB) :
free 6.6,
cache 0.5"}

avail
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log file path <file path> ,

severity filter level <severity
level>,
sanitization is set as

log message

<sanitization value>

Event file path: <file path>,

severity filter level <severity
level>,
sanitization is set as

event message

<sanitization wvalue>

Catalog volume is left with no

free space please increase the

size of catalog volume <catalog
volume running out of space>

O[HIE of

2020-07-14 06:40:59,104 - INFO
{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":

"XCP logging information",
408251920140,
"NETAPP-01",
"Log file path
/opt/NetApp/xFiles/xcp/xcplogs/
xcp.log, severity filter level
INFO, log message sanitization
is set as False"}

"ExecutionId":
"Event Source":
"Description":

2020-07-14 06:40:59,105 - INFO
{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408251920140,

"Event Source": "NETAPP-01",

"Description": "Event file path
:/opt/NetApp/xFiles/xcp/xcplogs
/xcp_event.log, severity filter
level INFO,

sanitization is set as False"}

event message

2020-07-14 04:10:12,897 - ERROR
{"Event ID":54, "Event
Category": "Application
failure", "Event Type": "No
space left on Catalog volume
error", "ExecutionId":
408249630498, "Event Source":

"NETAPP-01",
"Catalog volume is left with no
free space. Please increase the
size of catalog volume<IP

"Description":

address of NFS destination
server>:/cat _vol"}
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Catalog volume <catalog volume>
is left with no free space to
store index <index id> while
executing <command>. Please
increase the size of the
catalog volume <catalog volume

running out of space>

NEFS LIF <LIF IP> is not
reachable for path <volume path
without IP> while executing
<command>. Please check volume
is not offline and is
reachable.

TCP connection could not be
established for IP address

<IP>.
configuration.

Check network setting and

O[HIE of

2020-07-14 04:52:15,922 - ERROR
{"Event ID": 53, "Event
Category": "Application
failure", "Event Type": "No
space left for catalog volume
error", "ExecutionId":
408250278214, "Event Source":

"NETAPP-01", "Description":
"Catalog volume
10.234.104.250:/cat_vol is left
with no free space to store
index abc7 while executing

scan {-newid: 'abc7'}. Please
increase the size of the
catalog volume <IP address of
NFS destination

server>:/cat vol"}

2020-07-14 07:38:20,100 - ERROR
{"Event ID":61, "Event
Category": "Application
failure", "Event Type": "NFS
mount has failed",
"ExecutionId": 408252799101,

"Event Source": "NETAPP-01",
"Description": "NFS LIF <IP
address of NFS destination
server> is not reachable for
path /testll while executing
scan {}. Please check volume is

not offline and is reachable"}

2020-07-14 07:44:44,578 - ERROR
{"Event ID": 71, "Event
Category": "Application
failure", "Event Type": "IP is
not active", "ExecutionId":

408252889541,
"NETAPP-01", "Description":
"TCP connection could not be
established to the address <IP
address of NFS destination
server>.

"Event Source":

Check network setting

and configuration."} (UT done)
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Target volume is left with no
free space while executing:
<command>. Please increase the
size of target volume <volume
running out of space>.

Index id {} is already present
Use new index id and rerun

command

<command>

CPU usage has crossed
<percentage CPU used>%

Memory Usage has crossed
<percentage memory used>%

O[HIE of

2020-07-14 07:07:07,286 - ERROR
{"Event ID": 51, "Event
Category": "Application
failure", "Event Type": "No
space left on destination
error", "ExecutionId":
408252316712, "Event Source":
"NETAPP-01", "Description":
"Target volume is left with no
free space while executing
copy {}. Please increase the
size of target volume <IP
address of NFS destination
server>:/cat vol"}

2020-07-14 09:18:41,441 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command:
scan {-newid: 'asd'} "}

2020-06-16 00:17:28,294 - ERROR
{"Event ID": 362, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01 ",
"Description": "CPU Usage has
crossed 90.07%"}

2020-06-16 00:17:28,300 - ERROR
{"Event ID": 363, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01",
"Description": "Memory Usage
has crossed 95%"}
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XCP <command> is running on
platform <platform information>
for source <resume source> and
destination <resume
destination>

System resources available
while executing xcp command:
<CPU info>,
<memory information>

<command> , are

O[HIE of

2020-07-14 06:24:26,768 - INFO
{"Event ID": 22, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
resume operation",
408251663404,
"NETAPP-01",

"XCP command

"ExecutionId":
"Event Source":
"Description":
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} is running
on platform Linux-2.6.26-2-
amd64- x86 64-with-debian-
5.0.10 for source <IP address
for NFS sever>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:24:26,837 - INFO
{"Event ID": 356,
Category": "System resource
utilization", "Event Type":

"Resource available for

"Event

resume", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01","Description":
"System resources available
while executing xcp command
resume {-id:
'autoname copy 2020-07-
14 06.22.07.233271"} ,
CPU: count 4, load avg
(1/5/15m) 0.1, 0.1, 0.0, System
memory (GiB): avail 7.2,total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

are
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XCP resume is completed. Total
scanned items <scanned item

count>, total copied items
<copied item count>. Command

executed :<command>

Index id <index id> is already
present. Use new index id and

rerun command <command>

Index id <index id> used while
executing sync is incomplete.
Try resume on the existing
index id <index id>

O[HIE of

2020-07-14 06:26:15,608 - INFO
{"Event ID": 23, "Event
Category": "XCP job status",
"Event Type": "XCP resume
completion", "ExecutionId":
408251663404,
"NETAPP-01",
"XCP resume is completed.
total

Command

"Event Source":
"Description":
Total
scanned items 5982,
copied items 5973.
executed resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} "}

2020-07-14 09:43:08,381 - ERROR
{"Event ID": 76,
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
o1", "Index id

asd is already present

"Event

"Description":
Use
new index id and rerun command

scan {-newid: 'asd'} "}

2020-07-14 10:33:09,307
{"Event ID": 82,

Category": "Application
failure",

- ERROR
"Event

"Event Type":
"Incomplete index used for
"ExecutionId": null,
"NETAPP-01",
"Index id
autoname copy 2020-07-

14 10.28.22.323897 used while
executing sync is incomplete.
Try resume on the existing

sync",
"Event Source":
"Description":

index id autoname copy 2020-07-
14 10.28.22.323897."}
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365 CPU utilization reduced to <CPU

percentage used>%

364 Memory utilization reduced to

<CPU percentage used>%

10 XCP command <command> has
failed

XCP SMB O|HIE 21
XCP SMBO|| CHst O|HIE 271 o|E ZHESL|C}.
C}2 HOil= XCP SMBO|| CH3t O[HIE 237} Lt9t QI&LICEH

O[HIE IDYLICE

355 CPU usage has crossed <CPU
percentage use>%

O[HIE 0of

2020-07-14 09:43:08 381 - ERROR
{"Event ID": 364, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for xcp",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description™: " CPU
utilization reduced to 26%}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 364, "Event
Category": " Resources
available for xcp", "Event
Type": "Resources available for
xcp", "ExecutionId":
408351663478, "Event Source":
"NETAPP-01", "Description": "
Memory utilization reduced to
16.2%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure",
"ExecutionId":4082516634500,
"Event Source": "NETAPP-01",
"Description": " XCP command

verify has failed”

Ot E o

2020-06-23 12:42:02,705 - INFO
{"Event ID": 355, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed 96%"}
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Memory usage has crossed
<memory percentage use>%

Address was not found:
<complete address over which
command is fired>

Interface cannot be found: <
complete address over which
command is fired >

Invalid Address. Please make
sure that the Address starts
with "\\'

O[HIE of

2020-06-23 12:42:02,705 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed92.5%"}

2020-07-15 02:57:06,466 - ERROR
{"Event ID": 61, "Event
Category": "Application
Failure", "Event Type":
"Address was not found",
"ExecutionId": 408264113690,
"Event Source": "NETAPP-01",
"Description": "Address was not
found: \"\\\\<IP address of SMB
server>\\cifsl\""}

2020-07-15 02:52:00,603 - ERROR
{"Event ID": 62, "Event
Category": "Application
Failure", "Event Type":
"Interface was not found",
"ExecutionId": 4082640716l6,
"Event Source": "NETAPP-01",
"Description": "Interface
cannot be found: \"\\\\<IP
address of SMB
server>\\cifsl1l\""}

2020-07-15 03:00:10,422 - ERROR
{"Event ID": 63, "Event
Category": "Application
Failure", "Event Type":
"Invalid Address",
"ExecutionId": 408264197308,
"Event Source": "NETAPP-01",
"Description™: "Invalid
Address. Please make sure that
the Address starts with "\\'"}
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Destination volume is left with
no free space please increase
the size target
volume:<destination volume>

Log file path <file path>,
severity filter level <severity
level>, log message
sanitization is set as <value
of sanitization option>

Event file path <file path>,
severity filter level <severity
level>, Event message
sanitization is set as
<sanitization option>

O[HIE of

2020-06-15 17:12:46,413 - ERROR

{"Event ID": 41, "Event
Category": "Application
Failure", "Event Type": "No

space left on destination
error", "Event Source":
"NETAPP-01", "Description":
"Destination volume is left
space please
increase the size of target
<IP address of SMB
server>\\to"}

with no free

volume:

{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":

"XCP logging information",
408252673852,
"NETAPP-01",
"Description": "Log file path
C:\\NetApp\\XCP\\Logs\\xcp.log,
severity filter level DEBUG,
log message sanitization is set
as False"}

"ExecutionId":
"Event Source":

{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":

"XCP event information",

408252673852,
"NETAPP-01",
"Event file path

"ExecutionId":
"Event Source":
"Description":

C:\\NetApp\\XCP\\Logs\\xcp_ even
t.log, severity filter level
INFO, Event message
sanitization is set as False"}
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This license is issued to <user
name> of <company name>,
license type is <license type>
with <status> status, license
will expire expires on
<expiration date>

XCP <command> is running on
platform <platform information>
for source <scan source>

System resources available wile
command <command>, are : cpu
<CPU information>, total memory
<total memory on system>,
available memory

O[HIE of

{"Event ID": 181, "Event
Category": "Authentication and
authorization”™, "Event Type":
"license information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description™: "This license is
issued to calin of NetApp Inc,
license type 1s SANDBOX with
ACTIVE status, license will
expire on Mon Dec 31 00:00:00
2029"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP {scan} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 351, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for scan",
"ExecutionId": 408263470688,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command
are : cpu 4, total memory
8.00GiB, available memory
6.81GiB"}

scan,
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XCP scan completed successfully
after scanning <scanned items
:<scan

count> items. Source

source>

XCP <command> is running on
platform <platform information>
for source <copy source> and
destination <copy destination>

System resources available
while executing command

cpu

total memory
available

:<command>, are
<CPU information>,
<Total memory>,
memory <memory available for
execution>

O[HIE of

2020-07-15 02:12:57,932 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":

408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 29
items. Source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:19:06,562 -
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation",
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP {copy} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

INFO

"ExecutionId":

2020-07-15 02:19:06,562 - INFO
{"Event ID": 352,
Category": "System resource
utilization"™, "Event Type":

"Resources available for copy",

"Event

"ExecutionId": 408263563552,
"Event Source": "NETAPP-01",
"Description": "System
resources available while

executing xcp command
are cpu 4,
8.00GiB, available memory
6.82GiB"}

Copy,
total memory

327



16

353

328

=Y

ojHE Bz

[ |

Ml

XCP copy completed successfully
after copying <copied items

count> items. Source :<copy
source>, destination <copy
destination>

XCP <command> is running on
platform <platform> for source
<sync source> and destination
<sync destination>

System resources available
while executing xcp command:
cpu <CPU
information>, total memory
<total memory>, available

<command>, are

memory <available memory>

O[HIE of

2020-07-15 02:19:14,500 - INFO
{"Event ID": 26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":

408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after copying 0

items. Source

2020-07-15 02:27:10,490 - INFO
{"Event ID": 16, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
sync operation", "ExecutionId":
408263688308,
"NETAPP-01", "Description":
"XCP {sync} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

"Event Source":

2020-07-15 02:27:10,490 -
{"Event ID": 353,

INFO
"Event

Category": "System resource
utilization"™, "Event Type":
"Resources available for sync",
"ExecutionId": 408263688308,
"Event Source": "NETAPP-01",
"Description": "System

resources available while
executing xcp command sync,
are cpu 4, total memory
8.00GiB, available memory
6.83GiB"}
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XCP sync completed successfully
after scanning <scanned item

count> items, copying <copied
item count> items, comparing
<compared item count> items,

removing <removed item count>

items. Source <sync source>,
destination <sync
destination>

XCP <command> is running on
platform <platform information>
for source <verify source> and
destination <verify
destination>

System resources available for

command <command>, are cpu
<CPU information>, total memory
<total memory>, available

memory <available memory for
execution>

O[HIE of

2020-07-15 03:04:14,269 - INFO
{"Event ID": 17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":

408264256392, "Event Source":
"NETAPP-01", "Description":
"XCP sync completed
successfully after scanning30
items, copying 20 items,
comparing 30 items, removing O
items. Source \\\\<IP address
of SMB server>\\cifs,
destination :\\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 03:14:04,854 -
{"Event ID": 19, "Event

Category": "XCP job status",
"Event Type'":

INFO

"Starting xcp
verify operation",
"ExecutionId": 408264409944,
"NETAPP-01",
"XCP {verify
-noacl} is running on platform
Windows-8.1-6.3.9600-SP0 for
source \\\\<IP address of SMB
server>\\cifs and destination
\\\\<IP address of SMB
destination

"Event Source":
"Description":

server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":

"Resources available for
verify", "ExecutionId":
408264409944, "Event Source":
"NETAPP-01",
"System resources available

"Description":

while executing xcp command
verify, cpu 4, total
memory 8.00GiB, available
memory 6.80GiB"}

are

329
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XCP verify is completed by
scanning <scanned item count>
items, comparing <compared item

count> items

CPU utilization reduced to <CPU
utilization percentage>%

Memory utilization reduced to
<memory utilization
percentage>%

XCP command <command> has
failed

ORI E off

{"Event ID": 20, "Event
Category": "XCP job status",
"Event Type": "XCP verify

completion”, "command Id":
408227440800,
"NETAPP-01", "Description":
"XCP verify is completed by

scanning 59 items, comparing 0

"Event Source":

items"}

{"Event ID":
Category":
utilization",

357,
"System resource

"Event

"Event Type":

"CPU usage for xcp", "Event
Source": "NETAPP- 01",
"Description": "CPU utilization

reduced to 8.2%"}

{"Event ID": "Event
Category":

utilization",

358,
"System resource
"Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",

"Description": "Memory

utilization reduced to 19%"}

2020-07-14 09:43:08,381 - INFO

{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure", "Event Source":

"NETAPP-01",
XCP command
H:\\console msg\\xcp cifs\\xcp\
\ main .py verify \\\\<IP
address of SMB server>\\cifs
\\\\<IP address of SMB
destination server>\\source vol
has failed”

"Description": "
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