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Deciding whether to use the Software Setup Guide

Deciding whether to use the Software Setup Guide

This guide describes how to set up and configure ONTAP using the ONTAP CLlI.

Note: This is archived content that includes some options for single-node clusters, which are no
longer offered by NetApp.

You should use this guide if the cluster setup for your configuration is not supported by ONTAP
System Manager GUI wizard (for example, a MetroCluster configuration or IPv6-only
configuration).

You should use the System Manager GUI wizard whenever possible to set up the cluster.
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Cluster setup workflows

After installing the hardware, you should use the System Manager GUI wizard whenever possible
to set up the cluster. You should only use the CLI Cluster Setup wizard if the GUI wizard does not
support the cluster setup (for example, a MetroCluster configuration or IPv6-only configuration).

Related information

Fabric-attached MetroCluster installation and configuration
Stretch MetroCluster installation and configuration

FlexArray virtualization installation requirements and reference


https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-mcc-inst-cnfg-fabric/home.html
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-mcc-inst-cnfg-stretch/home.html
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.vs-irrg/home.html
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Setting up the cluster

Setting up the cluster involves setting up each node, creating the cluster on the first node, and
joining any remaining nodes to the cluster.

Steps

1. The cluster setup worksheet on page 5
The cluster setup worksheet enables you to record the values that you need during the cluster setup
process. If a default value is provided, you can use that value or else enter your own.

2. Creating the cluster on the first node on page 9

You use the Cluster Setup wizard to create the cluster on the first node. The wizard helps you to
configure the cluster network that connects the nodes (if the cluster consists of two or more
nodes), create the cluster admin storage virtual machine (SVM), add feature license keys, and
create the node management interface for the first node.

3. Joining a node o the clusteron page 10
After creating a new cluster, you use the Cluster Setup wizard to join each remaining node to the
cluster one at a time. The wizard helps you to configure each node's node management interface.

4. Synchronizing the system time across the clusteron page 11
Synchronizing the time ensures that every node in the cluster has the same time, and prevents
CIFS and Kerberos failures.

5. Deciding where to send important event notifications on page 12
Before you configure important EMS event notifications, you need to decide whether to send the
notifications to an email address, a syslog server, or an SNMP traphost.

The cluster setup worksheet

The cluster setup worksheet enables you to record the values that you need during the cluster setup
process. If a default value is provided, you can use that value or else enter your own.

System defaults (for clusters configured to use network switches)

The system defaults are the default values for the private cluster network. It is best to use these
default values. However, if they do not meet your requirements, you can use the table to record
your own values.

Note: Each cluster switch must use the 9000 MTU size.

You only need to consider the system defaults for clusters that are connected using network

switches.
Types of information Default Your values
Private cluster network ports Network and LIF
management
MTU size for cluster ports 9000 bytes Default

Every node in the cluster must have the 9000
MTU size as the cluster interconnect
switches.

Cluster network netmask 255.255.0.0



https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-nmg/home.html
https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-nmg/home.html
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Types of information Default Your values

Cluster interface IP addresses (for each 169.254.x.x
cluster network port on each node)

The IP addresses for each node must be on
the same subnet.

Cluster information

Types of information Your values

Cluster name

The name must begin with a letter, and it must be fewer
than 44 characters. The name can include the following
special characters:

Cluster base license key

The cluster base license key is not required to complete
setup. However, it must be installed before you can install
any feature licenses.

To find your cluster base license key:
1. Go to the NetApp Support Site.

NetApp Support
2. Click My Support > Software Licenses.

Feature license keys

You can find license keys for your initial or add-on software orders at the NetApp Support Site
under My Support > Software Licenses.

Types of information Your values

Feature license keys



https://mysupport.netapp.com/site/global/dashboard
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Admin storage virtual machine (SVM)

Types of information Your values

Cluster administrator password

The password for the admin account that the cluster
requires before granting cluster administrator access to
the console or through a secure protocol.

The default rules for passwords are as follows:

< A password must be at least eight characters long.

« A password must contain at least one letter and one
number.

Cluster management interface port

The physical port that is connected to the data network
and enables the cluster administrator to manage the
cluster.

Cluster management interface IP address

A unique IPv4 or IPv6 address for the cluster
management interface. The cluster administrator uses this
address to access the admin SVM and manage the cluster.
Typically, this address should be on the data network.

You can obtain this IP address from the administrator
responsible for assigning IP addresses in your
organization.

Example: 192.0.2.66

Cluster management interface netmask (IPv4)

The subnet mask that defines the range of valid IPv4
addresses on the cluster management network.

Example: 255.255.255.0

Cluster management interface netmask length (IPv6)

If the cluster management interface uses an IPv6 address,
then this value represents the prefix length that defines
the range of valid IPv6 addresses on the cluster
management network.

Example: 64

Cluster management interface default gateway

The IP address for the router on the cluster management
network.

DNS domain name
The name of your network's DNS domain.

The domain name must consist of alphanumeric
characters. To enter multiple DNS domain names,
separate each name with either a comma or a space.

Name server IP addresses

The IP addresses of the DNS name servers. Separate each
address with either a comma or a space.
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Node information (for each node in the cluster)

Types of information Your values

Physical location of the controller

A description of the physical location of the controller.
Use a description that identifies where to find this node in
the cluster (for example, "Lab 5, Row 7, Rack B").

Node management interface port

The physical port that is connected to the node
management network and enables the cluster
administrator to manage the node.

Node management interface IP address

A unique IPv4 or IPv6 address for the node management
interface on the management network. If you defined the
node management interface port to be a data port, then
this IP address should be a unique IP address on the data
network.

You can obtain this IP address from the administrator
responsible for assigning IP addresses in your
organization.

Example: 192.0.2.66

Node management interface netmask (IPv4)
The subnet mask that defines the range of valid IP
addresses on the node management network.

If you defined the node management interface port to be
a data port, then the netmask should be the subnet mask
for the data network.

Example: 255.255.255.0

Node management interface netmask length (IPv6)

If the node management interface uses an IPv6 address,
then this value represents the prefix length that defines
the range of valid IPv6 addresses on the node
management network.

Example: 64

Node management interface default gateway

The IP address for the router on the node management
network.

System configuration backup destination address (single-
node clusters only)

The remote URL where the cluster configuration backups
will be uploaded. You can specify either an HTTP or FTP
address.

Note: The web server that serves the remote URL must
have PUT operations enabled.
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Types of information

Your values

User name for the configuration backup destination
address (single-node clusters only)

The user name required to log in to the remote URL and
upload the configuration backup file.

Password for the configuration backup destination
address (single-node clusters only)

The password for the remote URL, if the user name
requires a password.

NTP server information

Types of information

Your values

NTP server addresses

The IP addresses of the Network Time Protocol (NTP)
servers at your site. These servers are used to synchronize
the time across the cluster.

Creating the cluster on the first node

You use the Cluster Setup wizard to create the cluster on the first node. The wizard helps you to
configure the cluster network that connects the nodes (if the cluster consists of two or more
nodes), create the cluster admin storage virtual machine (SVM), add feature license keys, and

create the node management interface for the first node.

Before you begin

The cluster setup worksheet should be completed, the storage system hardware should be installed
and cabled, and the console should be connected to the node on which you intend to create the

cluster.
Steps

1. Power on all nodes.
2. Connect to the console of the first node.

The node boots, and then the Cluster Setup wizard starts on the console.

Wel cone to the cluster setup
wi zard. ...

3. Follow the instructions on the screen to assign an IP address to the node.

Note: AutoSupport is enabled by default.

4. If using the GUI wizard to perform setup, follow the instructions to complete setup in your
web browser. If using the CLI wizard to perform setup, press Enter to continue.

Use your web browser to conplete cluster setup by accessing

https://10.63.11. 29

O herwi se, press Enter to conplete cluster setup using the

command |line interface:

Do you want to create a new cluster or join an existing cluster? {create,

5. Create a new cluster:

Create

join}:
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6. Accept the system defaults or enter your own values.

7. After setup is completed, verify that the cluster is active and the first node is healthy by
entering the ONTAP CLI command:

cluster show
The following example shows a cluster in which the first node (cluster1-01) is healthy and
eligible to participate:

clusterl::> cluster show
Node Health Eligibility

clusterl1-01 true true

You can access the Cluster Setup wizard to change any of the values you entered for the admin
SVM or node SVM by using the cl ust er set up command.

After you finish

If the cluster consists of two or more nodes, you should join each remaining node to the cluster. If
you used the setup GUI, however, it is not necessary to perform the join flow on each subsequent
node.

For more information on setting up a cluster using the setup GUI, see the ONTAP System
Managerr online help.

Joining a node to the cluster

After creating a new cluster, you use the Cluster Setup wizard to join each remaining node to the
cluster one at a time. The wizard helps you to configure each node's node management interface.

Before you begin
The cluster must be created on the first node.
About this task

You can only join one node to the cluster at a time. When you start to join a node to the cluster,
you must complete the join, and the node must be part of the cluster before you can start to join
the next node.

Note: If you use the GUI System Manager wizard, you need not perform the join flow on each
subsequent node.

Steps
1. Power on all nodes.
The node boots, and then the Cluster Setup wizard starts on the console.

Wl come to the cluster setup w zard....

Do you want to create a new cluster or join an existing cluster? {create, join}:
2. Join the node to the cluster:

join
3. Follow the instructions on the screen to set up the node and join it to the cluster.

4. After setup is completed, verify that the node is healthy and eligible to participate in the
cluster:

cl uster show
The following example shows a cluster after the second node (cluster1-02) has been joined to
the cluster:
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clusterl::> cluster show

Node Health Eligibility
clusterl1-01 true true
clusterl-02 true true

You can access the Cluster Setup wizard to change any of the values you entered for the admin
SVM or node SVM by using the cl ust er set up command.

5. Repeat this task for each remaining node.

Synchronizing the system time across the cluster

Synchronizing the time ensures that every node in the cluster has the same time, and prevents
CIFS and Kerberos failures.

Before you begin

A Network Time Protocol (NTP) server should be set up at your site. Beginning in ONTAP 9.5,
you can set up your NTP server with symmetric authentication.

About this task

You synchronize the time across the cluster by associating the cluster with one or more NTP
servers.

Steps

1. Verify that the system time and time zone is set correctly for each node.
All nodes in the cluster should be set to the same time zone.

a. Usethecl uster date showcommand to display the current date, time, and time zone
for each node.

clusterl::> cluster date show
Node Dat e Ti me zone

cluster1-01 01/06/2015 09: 35: 15 Aneri ca/ New_Yor k
cluster1-02 01/06/2015 09: 35: 15 Anmeri ca/ New_York
cluster1-03 01/06/2015 09: 35: 15 Aneri ca/ New_Yor k
cluster1-04 01/06/2015 09: 35: 15 Aneri ca/ New_York
4 entries were displayed.

b. Optional: Use the cl ust er dat e nodi fy command to change the date or time zone for
all of the nodes.
This example changes the time zone for the cluster to be GMT:

clusterl::> cluster date nodify -ti mezone GVI

2. Usethecluster time-service ntp server create command to associate the cluster
with your NTP server.

« To set up your NTP server without symmetric authentication enter the following command:

cluster tinme-service nt p server cr eate -server server_nane
« To set up your NTP server with symmetric authentication, enter the following command:

cluster time-service ntp server create -server server_ip_address -key-id key_id

Note: Symmetric authentication is available beginning in ONTAP 9.5. It is not available
in ONTAP 9.4 or earlier.

This example assumes that DNS has been configured for the cluster. If you have not configured
DNS, you must specify the IP address of the NTP server:

clusterl::> cluster time-service ntp server create -server ntpl.exanple.com
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3. Verify that the cluster is associated with an NTP server:

cluster time-service ntp server show

clusterl::> cluster tine-service ntp server show
Server Ver si on

nt pl. exanpl e. com aut o

Related information
System administration

Commands for managing symmetric authentication on NTP servers

Beginning in ONTAP 9.5, Network Time Protocol (NTP) version 3 is supported. NTPv3 includes
symmetric authentication using SHA-1 keys which increases network security.

Todothis... Use thiscommand...
Configure an NTP server without symmetric cluster time-service ntp server create -
authentication server server_nane

Configure an NTP server with symmetric authentication |cl uster tine-service ntp server create -
server server_i p_address -key-idkey_id

Enable symmetric authentication for an existing NTP cluster time-service ntp server nodify -
server server server_nane -key-idkey_id

An existing NTP server can be modified to enable
authentication by adding the required key-id.

Configure a shared NTP key cluster tinme-service ntp key create-id
shared_key_id-type shared_key_type -val ue
shared_key_val ue

Note: Shared keys are referred to by an ID. The ID, its
type, and value must be identical on both the node and
the NTP server

Configure an NTP server with an unknown key 1D cluster time-service ntp server create -
server server_nane - key-idkey_id

Configure a server with a key ID not configured on the cluster tinme-service ntp server create -
NTP server. server server_nane - key-idkey_id

Note: The key ID, type, and value must be identical to
the key 1D, type, and value configured on the NTP
server.

Disable symmetric authentication cluster time-service ntp server nodify -
server server_nane - aut henti cati on di sabl ed

Deciding where to send important event notifications

Before you configure important EMS event notifications, you need to decide whether to send the
notifications to an email address, a syslog server, or an SNMP traphost.

About this task

If your environment already contains a syslog server for aggregating the logged events from other
systems, such as servers and applications, then it is easier to use that syslog server also for
important event notifications from storage systems.


https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-sag/home.html
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If your environment does not already contain a syslog server, then it is easier to use email for
important event notifications.

If you already forward event notifications to an SNMP traphost, then you might want to monitor
that traphost for important events.

Choices

» Set EMS to send event notifications.

13

If you want... Refer to this...

The EMS to send important event Configuring important EMS events to send email notifications
notifications to an email address

The EMS to forward important  Configuring important EMS events to forward notifications to a syslog server
event notifications to a syslog
server

If you want the EMS to forward  Configuring SNMP traphosts to receive event notifications
event notifications to an SNMP
traphost

Configuring important EMS events to send email notifications

To receive email notifications of the most important events, you must configure the EMS to send
email messages for events that signal important activity.

Before you begin
DNS must be configured on the cluster to resolve the email addresses.
About this task

You can perform this task any time the cluster is running by entering the commands on the
ONTAP command line.

Steps
1. Configure the event SMTP mail server settings:

event config nodify -mail-server nmilhost.your_domain -mail-from
cl uster_adm n@our _donai n

2. Create an email destination for event notifications:

event notification destination create -nane storage-admns -
emai | your _enmai | @our _domai n

3. Configure the important events to send email notifications:

event notification create -filter-name inportant-events -destinations storage-adnins

Configuring important EMS events to forward notifications to a syslog server

To log notifications of the most severe events on a syslog server, you must configure the EMS to
forward notifications for events that signal important activity.

Before you begin
DNS must be configured on the cluster to resolve the syslog server name.
About this task

If your environment does not already contain a syslog server for event notifications, you must first
create one. If your environment already contains a syslog server for logging events from other
systems, then you might want to use that one for important event notifications.
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You can perform this task any time the cluster is running by entering the commands on the
ONTAP command line.
Steps
1. Create a syslog server destination for important events:
event notification destination create -nane sysl og-ens -syslog sysl og-server-address
2. Configure the important events to forward notifications to the syslog server:

event notification create -filter-nanme inportant-events -destinations sysl og-ens

Configuring SNMP traphosts to receive event notifications
To receive event notifications on an SNMP traphost, you must configure a traphost.

Before you begin
*  SNMP and SNMP traps must be enabled on the cluster.
Note: SNMP and SNMP traps are enabled by default.
» DNS must be configured on the cluster to resolve the traphost names.
About this task

If you do not already have an SNMP traphost configured to receive event natifications (SNMP
traps), you must add one.

You can perform this task any time the cluster is running by entering the commands on the
ONTAP command line.

Step

If your environment does not already have an SNMP traphost configured to receive event
notifications, add one:
system snnp traphost add -peer-address snnp_traphost _nane

All event notifications that are supported by SNMP by default are forwarded to the SNMP
traphost.

14
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Provisioning an SVM by using a preconfigured ONTAP
template

Starting with ONTAP 9.3, you can create and provision an SVM by using a preconfigured
template. You must provide values for the parameters that are defined in the template.

Before you begin
All of the required feature licenses must be installed on the cluster.
About this task

The Vser ver Envi r onment Set up template is the preconfigured template that you can use for
configuring SVMs. The Vser ver Envi r onnent Set up template enables you to set up the
following configurations:

» Security style, language setting, and IPspace of the SVM
» Protocols

o Data LIFs

» Network routes

» DNS configuration

» Active Directory configuration

* NIS configuration

» LDAP client and server configuration

» CIFS server

The Vser ver Envi r onment Set up template is a read-only template. You cannot modify the
default parameter values of this template. If you want to modify the default values of any of the
parameters in the template, you must copy the template, and then modify the default values of the
parameters.

Steps

1. View and note down the values for the parameters that are defined in the template for creating
and configuring the SVM:

tenpl ate paraneter show

clusterl::> tenpl ate paraneter show

Tenpl at e: Vserver Envi r onnment Set up
Per m ssi on: readonly

Def aul t Read
Par anet er Type Val ue Only Description
vserver string - no Vserver Nane
security_style string uni x no Vserver Security Style
| anguage string C. UTF- 8 no Vserver Language
i pspace string Def aul t no Vserver | PSpace
protocol s enum - no Protocols to configure
Al |l owed Val ues: nfs, cifs, iscsi, fcp
data_lif array of liflnfoStruct
- yes Data LIF Info Struct
data_|if[#].ipaddr |PAddress - no | P Addr
data_lif[#].netmask | PAddress - no Net Mask
data_lif[#].protocol
string - no LI F Protocol
data_lif[#].homenode
string - no Node Nane
data_lif[#].honmeport
string - no Por t
gat eway array of | PAddress

- yes Gateway
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gat eway|[ #] | PAddr ess no Gat eway

sear ch_domai n string - no Sear ch Donai n
dns_server string - no DNS | P Addresses Li st
ad_adm n_nane string - no AD Admi n Nane
ad_adm n_passwd string *oxx no AD Admi n Passwd
ad_domai n string - no AD Dormai n

ad_ou string CN=Conput ers no Organi zati onal Nanme
Wg_nane string - no WG Nane

ni s_domai n string - no NI' S Donmai ns

ni s_i paddr string - no NI'S | P Address

| dap_server string - no LDAP Server |P

| dap_base_dn string - no LDAP Base DN
client_config string - no LDAP dient Config
cifs_server string - no CI FS Server Nanme

26 entries were displayed.

2. Optional: If you want to modify the default value of any parameter in the template, customize
the existing template:

a. Copy the template:

tenpl ate copy -nane tenpl ate_nane -destinati on_name new_t enpl ate_nane

clusterl::> tenplate copy -nanme Vserver Envi ronnment Setup -destinati on-name tenpl atel

The new template is a read/write template.
b. Modify the default value of the parameter that you want to change:

tenpl ate paraneter nmodify -tenplate tenpl ate_nane -nane paraneter_nane -default-
val ue new_defaul t _val ue

clusterl::> tenplate paraneter nodify -tenplate tenplatel -nane security style -
default-value ntfs

3. Provision the SVM by specifying values for the parameters in the template:

templ ate provision -nane tenpl ate_nane

cluster-1::> tenpl ate provision -nanme tenpl atel
Press Grl+C to abort.

khkkkkhkhhkhhkhkhhhhkhkr

* Setup of vserver *

R R R R S S S

Vserver Nanme: vsO

Vserver Language [ C. UTF-8]:
Vserver Security Style [ntfs]:
Vserver | PSpace [Default]:

R R SR SR Sk S Sk S S S S S S S R S S S

* Setup of network.interface *
R R R S S S S
Ent er nunber of instances for object network.interface: 2
(1/2)LIF Protocol: nfs
(1/2)1P Addr: 1.1.1.1

2) Net Mask: 255. 255. 255.0

) Node Nare: nodel-vsinml
)Port: eOc

JLIF Protocol: nfs

)IP Addr: 1.1.1.1

2) Net Mask: 255.255. 255.0

/ 2) Node Name: nodel-vsiml
(2/2)Port: eOc

2
2
2
2

R R R S S S S S S S S S S S S

* Setup of network.routes *
R R R S S S R S

Ent er nunber of instances for object network.routes: 1
(1/1)Gateway: 1.1.1.1

R E R R S Sk S S S S S S

* Setup of access.dns *
R R R R S S S S S S

Search Domai n: netapp.com
DNS | P Addresses List: 1.1.1.1



Software Setup Guide
Provisioning an SVM by using a preconfigured ONTAP template

EE R R R R R R

* Setup of security.nis *

R R R S Sk S S S S S S S S

NI'S Domai ns: net app.com
NIS I P Address: 1.1.1.1

khkkkkkkhkhkhkkhkkhkkkkkkkx

* Setup of security *

R R R S S R

LDAP Cient Config: |dapconfig
LDAP Server IP: 1.1.1.1

LDAP Base DN: dc=exanpl ebasedn

khkkkhkkhhkhkhhkhkhhkhkhdhkkhk

* Setup of protocols *

R R R

Protocols to configure: nfs
[Job 15] Configuring vserver for vsO (100%
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Additional system configuration tasks to complete

18

After setting up a cluster, you can use either ONTAP System Manager or the ONTAP command-
line interface (CLI) to continue configuring the cluster.

System configuration task Resource

Configure networking: Network and LIF management

* Create broadcast domains
¢ Create subnets
e Create IP spaces

Set up the Service Processor System administration
Lay out your aggregates Disk and aggregate management
Create and configure data storage virtual machines Cluster management using System Manager
(SVMs) NFS configuration
SMB/CIFS management

SAN administration



https://docs.netapp.com/ontap-9/topic/com.netapp.doc.dot-cm-nmg/home.html
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DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE
GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS
INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY,
WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE
OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN
IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

NetApp reserves the right to change any products described herein at any time, and without notice.
NetApp assumes no responsibility or liability arising from the use of products described herein,
except as expressly agreed to in writing by NetApp. The use or purchase of this product does not
convey a license under any patent rights, trademark rights, or any other intellectual property rights
of NetApp.

The product described in this manual may be protected by one or more U.S. patents, foreign
patents, or pending applications.

Data contained herein pertains to a commercial item (as defined in FAR 2.101) and is proprietary
to NetApp, Inc. The U.S. Government has a non-exclusive, non-transferrable, non-sublicensable,
worldwide, limited irrevocable license to use the Data only in connection with and in support of
the U.S. Government contract under which the Data was delivered. Except as provided herein, the
Data may not be used, disclosed, reproduced, modified, performed, or displayed without the prior
written approval of NetApp, Inc. United States Government license rights for the Department of
Defense are limited to those rights identified in DFARS clause 252.227-7015(b).
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NETAPP, the NETAPP logo, and the marks listed on the NetApp Trademarks page are trademarks
of NetApp, Inc. Other company and product names may be trademarks of their respective owners.
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