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本書の内容
このガイドでは、NetApp Elementソフトウェアベースのシステムの管理ノードについて説
明します。このガイドを使用すると、管理ノードの機能をより詳しく理解し、手動による
インストールとアップグレードを実行できます。
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Elementソフトウェアの管理ノード
管理ノード（mNode）は、Elementソフトウェアベースの1つ以上のストレージ クラスタと
同時に実行される仮想マシンです。このノードは、監視とテレメトリなどのシステム サ
ービスのアップグレードと提供、クラスタのアセットと設定の管理、システムのテストと
ユーティリティの実行、ネットアップ サポートへのアクセス許可（トラブルシューティ
ング）に使用します。
Element 11.3リリース以降、管理ノードはマイクロサービス ホストとして機能するように
なりました。そのため、メジャー リリースを待つことなく、希望するソフトウェア サー
ビスを更新できます。Active IQコレクタ、vCenter Plug-inのQoSSIOC、mNodeサービスな
どのマイクロサービス（管理サービス）は、サービス バンドルとして頻繁に更新されま
す。ストレージ ノード ソフトウェアのアップグレード用のHealthToolsやサポート ツー
ル（リモート サポート トンネリング）などのサービスも管理ノードから利用できます。

SolidFireオールフラッシュ ストレージの管理サービス
管理サービスは、SolidFireオールフラッシュ ストレージに幅広い管理機能を一元的に提供
します。管理サービスには、Active IQシステム テレメトリ、ログ、サービスの更新、お
よびElement Plug-in for vCenterのQoSSIOCサービスが含まれます。
関連情報
Updating management services

永続ボリューム
永続ボリュームを使用すると、管理ノードの設定データをローカルなVMではなく指定し
たストレージ クラスタに格納できるため、管理ノードが失われた場合や削除された場合
でもデータを保持することができます。永続ボリュームはオプションですが、推奨される
管理ノード設定です。
永続ボリュームを有効にするオプションは、新しい管理ノード導入時のインストール ス
クリプトとアップグレード スクリプトに含まれています。永続ボリュームはElementソフ
トウェアベースのストレージ クラスタ上のボリュームであり、ホスト管理ノードVMのノ
ード設定情報がVMが使用されなくなったあとも格納されます。管理ノードが失われた
場合は、交換用の管理ノードVMを再接続して失われたVMの設定データをリカバリでき
ます。
インストールまたはアップグレード時に永続ボリューム機能を有効にすると、「NetApp-

HCI-」で始まる名前の複数のボリュームが、割り当てられているクラスタに自動的に作
成されます。これらのボリュームは、Elementソフトウェアベースのボリューム同様、
ElementソフトウェアWeb UI、NetApp Element Plug-in for vCenter Server、またはAPIを使用
して表示できます。リカバリに使用できる現在の設定データを保持するためには、永続ボ
リュームが管理ノードにiSCSI接続された状態で稼働している必要があります。

注意 : 管理サービスに関連付けられた永続ボリュー
ムは、インストール時またはアップグレード時に作
成され、新しいアカウントに割り当てられます。永
続ボリュームを使用している場合は、ボリュームま
たは関連するアカウントを変更または削除しないで
ください。

『 Management Node User Guide for NetApp Element Software 』を参照してください 5
Elementソフトウェアの管理ノード

https://docs.netapp.com/us-en/hci/docs/task_hcc_update_management_services.html%20%E3%82%92%E5%8F%82%E7%85%A7%E3%81%97%E3%81%A6%E3%81%8F%E3%81%A0%E3%81%95%E3%81%84


ネットワーク ポート要件
システムをリモートから管理し、クライアントがデータセンターの外部からリソースに接
続できるようにするために、データセンターのエッジ ファイアウォールで次のTCPポート
を許可する必要があります。システムの使用方法によっては、一部のポートは不要な場合
もあります。
特に記載がないかぎり、ポートはすべてTCPで、ネットアップ サポート サーバ、管理ノ
ード、およびElementソフトウェアを実行するノードの間の双方向通信を許可する必要が
あります。
ヒント : 管理ノード、Elementソフトウェアを実行するノード、およびクラスタのMVIP
の間でICMPを有効にします。

この表では次の略語を使用します。
• MIP：管理IPアドレス（ノードごとのアドレス）
• SIP：ストレージIPアドレス（ノードごとのアドレス）
• MVIP：管理仮想IPアドレス
• SVIP：ストレージ仮想IPアドレス

ソース デスティネーション ポート 説明

iSCSIクライアント ストレージ クラスタの
MVIP

443 （オプション）UIおよびAPIアクセ
ス

iSCSIクライアント ストレージ クラスタのSVIP 3260 クライアントiSCSI通信

iSCSIクライアント ストレージ ノードのSIP 3260 クライアントiSCSI通信

管理ノード sfsupport.solidfire.com 22 サポート アクセス用リバースSSH
トンネル

管理ノード ストレージ ノードのMIP 22 サポート用SSHアクセス

管理ノード DNSサーバ 53 TCP /
UDP

DNSルックアップ

管理ノード ストレージ ノードのMIP 442 ストレージノードおよびElementソ
フトウェアのアップグレードへの
UI / APIアクセス

管理ノード オンラインのソフトウェア
リポジトリ：
• https://

repo.netapp.com/

bintray/api/package

• https://netapp-

downloads.bintray.co

m

443 管理ノード サービスのアップグレ
ード

管理ノード monitoring.solidfire.co

m

443 Active IQに報告するストレージ ク
ラスタ

管理ノード ストレージ クラスタの
MVIP

443 ストレージノードおよびElementソ
フトウェアのアップグレードへの
UI / APIアクセス
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ソース デスティネーション ポート 説明

管理ノード connect.pub.nks.cloud 443 NKSクラウド プロバイダとホスト
型NKSサービスの間のセキュアな
通信。たとえば、オンプレミスの
NetApp HCIまたはVMwareにNKS
が導入されている場合、トラフィッ
クはこのNorthbound MTLSセキュ
ア チャネルを使用します。

管理ノード api.nks.netapp.io 443 オンプレミスの「リージョン」導入
時の初期登録

管理ノード repo.netapp.com 443 オンプレミス環境のインストール /
更新に必要なコンポーネントへの
アクセス

34.208.181.140

34.217.162.31

54.187.65.159

18.236.231.155

管理ノード 443 HTTPS（Kubernetesクラスタ セキュ
リティ）

6443 Kubernetes API（Kubernetesクラスタ
セキュリティ）

12443 ダッシュボードへのプロキシ
（Kubernetesクラスタ セキュリテ
ィ）

22 Kubernetesのアップグレードおよび
その他のタスク（Kubernetesクラス
タ セキュリティ）

管理ノード amazonaws.com 443 ディスパッチ トンネル

SNMPサーバ ストレージ クラスタの
MVIP

161 UDP SNMPポーリング

SNMPサーバ ストレージ ノードのMIP 161 UDP SNMPポーリング

ストレージ ノードのMIP DNSサーバ 53 TCP /
UDP

DNSルックアップ

ストレージ ノードのMIP 管理ノード 80 Elementソフトウェアのアップグレ
ード

ストレージ ノードのMIP S3 / Swiftエンドポイント 80 （オプション）バックアップとリカ
バリ用のS3 / Swiftエンドポイント
へのHTTP通信

ストレージ ノードのMIP NTPサーバ 123 UDP NTP

ストレージ ノードのMIP 管理ノード 162 UDP （オプション）SNMPトラップ

ストレージ ノードのMIP SNMPサーバ 162 UDP （オプション）SNMPトラップ

ストレージ ノードのMIP LDAPサーバ 389 TCP /
UDP

（オプション）LDAP検索

ストレージ ノードのMIP リモート ストレージ クラス
タのMVIP

443 リモート レプリケーションのクラ
スタ ペアリング通信
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ソース デスティネーション ポート 説明

ストレージ ノードのMIP リモート ストレージ ノード
のMIP

443 リモート レプリケーションのクラ
スタ ペアリング通信

ストレージ ノードのMIP S3 / Swiftエンドポイント 443 （オプション）バックアップとリカ
バリ用のS3 / Swiftエンドポイント
へのHTTPS通信

ストレージ ノードのMIP 管理ノード 10514 TCP /
UDP

514 TCP /
UDP

syslog転送

ストレージ ノードのMIP syslogサーバ 10514 TCP /
UDP

514 TCP /
UDP

syslog転送

ストレージ ノードのMIP LDAPSサーバ 636 TCP /
UDP

LDAPSルックアップ

ストレージ ノードのMIP リモート ストレージ ノード
のMIP

2181 リモート レプリケーション用のク
ラスタ間通信

ストレージ ノードのSIP S3 / Swiftエンドポイント 80 （オプション）バックアップとリカ
バリ用のS3 / Swiftエンドポイント
へのHTTP通信

ストレージ ノードのSIP S3 / Swiftエンドポイント 443 （オプション）バックアップとリカ
バリ用のS3 / Swiftエンドポイント
へのHTTPS通信

ストレージ ノードのSIP リモート ストレージ ノード
のSIP

2181 リモート レプリケーション用のク
ラスタ間通信

ストレージ ノードのSIP ストレージ ノードのSIP 3260 ノード間iSCSI

ストレージ ノードのSIP リモート ストレージ ノード
のSIP

4000～4020 リモート レプリケーションのノー
ド間のデータ転送

ストレージ ノードのSIP コンピューティング ノード
のSIP

442 コンピューティング ノードAPI、設
定と検証、ソフトウェア インベン
トリへのアクセス

システム管理者のPC ストレージ ノードのMIP 80 （NetApp HCIのみ）NetApp
Deployment Engineのランディング
ページ

システム管理者のPC 管理ノード 442 管理ノードへのHTTPS UIアクセス

システム管理者のPC ストレージ ノードのMIP 442 ストレージ ノードへのHTTPS UIお
よびAPIアクセス

（NetApp HCIのみ）NetApp
Deployment Engineでの設定および
導入監視

システム管理者のPC 管理ノード 443 管理ノードへのHTTPS UIおよび
APIアクセス

『 Management Node User Guide for NetApp Element Software 』を参照してください 8
ネットワーク ポート要件



ソース デスティネーション ポート 説明

システム管理者のPC ストレージ クラスタの
MVIP

443 ストレージ クラスタへのHTTPS UI
およびAPIアクセス

システム管理者のPC ストレージ ノードのMIP 443 HTTPSによるストレージ クラスタ
の作成、ストレージ クラスタへの
導入後のUIアクセス

vCenter Server ストレージ クラスタの
MVIP

443 vCenter Plug-inのAPIアクセス

vCenter Server 管理ノード 8443 （オプション）vCenter Plug-inの
QoSSIOCサービス。

vCenter Server ストレージ クラスタの
MVIP

8444 vCenter VASAプロバイダ アクセス
（VVolのみ）

vCenter Server 管理ノード 9443 vCenter Plug-inの登録。登録完了後
はポートを閉じてもかまいません。
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管理ノードのインストール
NetApp Elementソフトウェアを実行しているクラスタの管理ノードは、構成に応じたイメ
ージを使用して手動でインストールできます。この手動プロセスは、管理ノードのインス
トールにNetApp Deployment Engineを使用していないSolidFireオールフラッシュ ストレー
ジ管理者およびNetApp HCI管理者を対象としています。
開始する前に
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• インストール環境でIPv4を使用している必要があります。管理ノード11.3ではIPv6が
サポートされません。
注 : IPv6のサポートが必要な場合は、管理ノード11.1を使用してください。

• ネットアップ サポート サイトからソフトウェアをダウンロードする権限が必要です。
• 使用するプラットフォームに適した管理ノード イメージの種類を特定しておきます。
次の表を参考にしてください。
プラットフォーム インストール イメージの種類

Microsoft Hyper-V .iso

KVM .iso

VMware vSphere .iso, .ova

Citrix XenServer .iso

OpenStack .iso

タスク概要
この手順を実行する前に、永続ボリュームについて理解し、永続ボリュームを使用するか
どうかを決定しておく必要があります。永続ボリュームを使用すると、管理ノードのデー
タを指定したストレージ クラスタに格納できるため、管理ノードが失われた場合や削除
された場合でもデータを保持することができます。
次の図に、この手順の概要を示します。
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手順
1. ネットアップ サポート サイトから、インストール環境に対応したOVAまたはISOを

ダウンロードします。
• Elementソフトウェア：
• NetApp HCI：
1. ダウンロードするソフトウェアのバージョン番号を選択します。
2. Goをクリックします。
3. 表示されるプロンプトをそれぞれクリックして確認し、EULAに同意し、ダウン
ロードする管理ノードのイメージを選択します。

2. OVAをダウンロードした場合は、次の手順を実行します。
1. OVAを導入します。
2. ストレージクラスタが管理ノード（ eth0 ）とは別のサブネット上にあり、同一ボ
リュームを使用する場合は、ストレージサブネット（ eth1 など）上の VM に 2 つ
目のネットワークインターフェイスコントローラ（ NIC ）を追加するか、管理ネ
ットワークがストレージネットワークにルーティングできることを確認します。

3. ISOをダウンロードした場合は、次の手順を実行します。
1. 以下の構成でハイパーバイザーから新しい64ビットの仮想マシンを作成します。

• 仮想CPU×6

• 12GB RAM

• 400GBの仮想ディスク、シンプロビジョニング
• インターネット アクセスとストレージMVIPへのアクセスが可能な仮想ネッ
トワーク インターフェイス×1

• （SolidFireオールフラッシュ ストレージの場合はオプション）ストレージ クラ
スタへの管理ネットワーク アクセスが可能な仮想ネットワーク インターフェ
イス×1。ストレージ クラスタが管理ノード（eth0）とは別のサブネット上にあ
る環境で永続ボリュームを使用する場合は、ストレージ サブネット（eth1）上
のVMに2つ目のネットワーク インターフェイス コントローラ（NIC）を追加
するか、管理ネットワークからストレージ ネットワークへルーティング可能
なことを確認します。

注意 : このあとの手順で指示があるまでは
仮想マシンの電源をオンにしないでくださ
い。

2. 仮想マシンにISOを接続し、.isoインストール イメージでブートします。

注 : イメージを使用して管理ノードをインストールすると、スプラッシュ画面
が表示されるまでに30秒程度かかることがあります。

4. インストールが完了したら、管理ノードの仮想マシンの電源をオンにします。
5. ターミナル ユーザ インターフェイス（TUI）を使用して、管理ノードの管理ユーザ

を作成します。
ヒント : メニューオプション間を移動するには、上矢印キーまたは下矢印キーを押
します。ボタン間を移動するにTabは、を押します。ボタンからフィールドTabに
移動するには、を押します。フィールド間を移動するには、上矢印キーまたは下矢
印キーを押します。

6. 管理ノード ネットワーク（eth0）を設定します。
注 : ストレージトラフィックを分離するために追加の NIC が必要な場合は、別の
NIC の設定手順を参照してください。
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ストレージ NIC の設定（15ページ）
7. 管理ノードにSSH接続します。
8. SSHを使用して次のコマンドを実行し、root権限を取得します。プロンプトが表示さ

れたら、パスワードを入力します。

sudo su

9. 管理ノードとストレージ クラスタの間で時刻が同期されている（NTP）ことを確認
します。
注 : vSphere でSynchronize guest time with hostは、 VM オプションのボックスをオ
ンにする必要があります。今後VMを変更する場合はこのオプションを無効にし
ないでください。

10. 管理ノードのセットアップ コマンドを設定します。
注 : セキュアプロンプトでパスワードを入力するように求められます。クラスタ
がプロキシ サーバの背後にある場合、パブリック ネットワークに接続できるよう
にプロキシを設定する必要があります。

/sf/packages/mnode/setup-mnode --mnode_admin_user [username] --storage_mvip [mvip] --
storage_username [username] --telemetry_active [true]

1. 次の各必須パラメータについて、[ ]内の値（かっこを含む）を置き換えます。

注 : ( )内はコマンドの省略名で、正式な名前の代わりに使用できます。

--mnode_admin_user (-mu) [username]

管理ノードの管理者アカウントのユーザ名。一般には、管理ノードへのロ
グインに使用したユーザ アカウントのユーザ名です。

--storage_mvip (-sm) [MVIP address]

Elementソフトウェアを実行しているストレージ クラスタのMVIP（管理仮
想IPアドレス）。

--storage_username (-su) [username]

--storage_mvipパラメータで指定したクラスタのストレージ クラスタ管理者
のユーザ名。

--telemetry_active (-t) [true]

trueのままにして、Active IQによる分析のためのデータ収集を有効にしま
す。

2.（オプション）： アクティブな IQ エンドポイントパラメータをコマンドに追加し
ます。
--remote_host (-rh) [AIQ_endpoint]

Active IQのテレメトリ データが処理される送信先エンドポイント。このパ
ラメータを指定しない場合、デフォルトのエンドポイントが使用されます。

3.（オプション）： 永続ボリュームに関する以下のパラメータを追加します。

注意 : 永続ボリューム機能用に作成された
アカウントとボリュームを変更または削除
しないでください。変更または削除すると、
管理機能が失われます。
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--use_persistent_volumes (-pv) [true/false, default: false]

永続ボリュームを有効または無効にします。永続ボリューム機能を有効に
するには、trueを入力します。

--persistent_volumes_account (-pva) [account_name]

--use_persistent_volumesをtrueに設定した場合、永続ボリュームに使用する
ストレージ アカウント名をこのパラメータに入力します。
注 : 永続ボリュームには、クラスタ上の既存のアカウント名とは異なる一
意のアカウント名を使用してください。永続ボリュームのアカウントを
他の環境から切り離すことが非常に重要です。

--persistent_volumes_mvip (-pvm) [mvip]

永続ボリュームを使用する、Elementソフトウェアを実行しているストレー
ジ クラスタのMVIP（管理仮想IPアドレス）を入力します。このパラメータ
は、管理ノードで複数のストレージ クラスタが管理されている場合にのみ
必須です。複数のクラスタを管理していない場合は、デフォルトのクラス
タMVIPが使用されます。

4. プロキシ サーバを設定します。
--use_proxy (-up) [true/false, default: false]

プロキシの使用を有効または無効にします。プロキシ サーバを設定する場
合、このパラメータは必須です。

--proxy_hostname_or_ip (-pi) [host]

プロキシのホスト名またはIP。プロキシを使用する場合には必須です。こ
のパラメータを指定すると、--proxy_portの入力を求められます。

--proxy_username (-pu) [username]

プロキシ ユーザ名。このパラメータは省略可能です。
--proxy_password (-pp) [password]

プロキシ パスワード。このパラメータは省略可能です。
--proxy_port (-pq) [port, default: 0]

プロキシ ポート。このパラメータを指定すると、プロキシのホスト名また
はIP（--proxy_hostname_or_ip）の入力を求められます。

--proxy_ssh_port (-ps) [port, default: 443]

SSHプロキシ ポート。デフォルト値はポート443です。
11. （オプション）各パラメータに関する詳細情報が必要な場合は、helpパラメータを使

用します。
--help (-h)

各パラメータに関する情報を返します。パラメータは、初期導入時の構成に基
づいて必須かオプションかが決まります。アップグレードと再導入ではパラ
メータの要件が異なる場合があります。

12. setup-mnodeコマンドを実行します。
13. ブラウザから、管理ノード REST API UI にログインします。

1. Storage MVIP にアクセスしてログインします。
次の手順用に証明書が承認されます。

2. 管理ノードで REST API UI を開きます。 https://[management node IP]/
mnode

14. Management Node REST API UI でAuthorize、または任意のロックアイコンをクリック
し、次の手順を実行します。
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1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力しま
す。

3. Authorizeクリックするとセッションが開始されます。
15. 次GET /assetsの手順で必要なベースアセット ID を検索するには、を実行します。

1. [ GET /assets
2. Try it outをクリックします。
3. Executeをクリックします。
4. ベース アセットの"id"の値をクリップボードにコピーします。

注 : インストール環境には、インストール時またはアップグレード時に作成さ
れたベース アセットの構成が含まれています。

16. HCI 監視用の vCenter コントローラ資産（ NetApp HCI インストールのみ）とハイブ
リッドクラウド制御（すべてのインストール用）を、管理ノードの既知の資産に追加
します。
1. POST /assets/{asset_id}/controllersクリックすると、コントローラのサブアセット
が追加されます。

2. Try it outをクリックします。
3. Modelタブで定義されている必要なペイロード値を vCenter と vCenter のクレデン
シャルのタイプで入力します。

4. クリップボードにコピーしasset_idた親ベースアセット ID を「」フィールドに入
力します。

5. Executeをクリックします。
17. （ NetApp HCI の場合のみ）管理ノードの既知の資産にコンピューティングノード資

産を追加します。
1. POST/assets/{asset_id}/compute-nodesクリックすると、コンピュートノードアセッ
トの資格情報を含むコンピュートノードサブアセットが追加されます。

2. Try it outをクリックします。
3. ペイロードにModel、タブで定義されている必要なペイロード値を入力します。

ESXi ホストを入力し、 "Hardware_Tag" パラメータを削除します。
4. クリップボードにコピーしasset_idた親ベースアセット ID を「」フィールドに入
力します。

5. Executeをクリックします。
関連概念
永続ボリューム（5ページ）
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永続ボリュームを使用すると、管理ノードの設定データをローカルなVMではなく指定し
たストレージ クラスタに格納できるため、管理ノードが失われた場合や削除された場合
でもデータを保持することができます。永続ボリュームはオプションですが、推奨される
管理ノード設定です。
関連タスク
管理ノードへのアセットの追加（29ページ）

REST API UI を使用して、コンピューティング資産とコントローラ資産を管理ノード構成
に追加できます。アセットの追加は、環境を拡張したあとに、新しいアセットが構成に自
動的に追加されなかった場合などに必要になります。これらのAPIを使用して、最近追加
されたアセットを環境に追加します。

ストレージ NIC の設定
ストレージに追加の NIC を使用している場合は、管理ノードに SSH で接続するか、
vCenter コンソールを使用して cURL コマンドを実行し、そのネットワークインターフェ
イスを設定できます。
開始する前に
• eth0 の IP アドレスがわかっている。
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• 管理ノード11.3以降を導入しておきます。
手順
1. SSHまたはvCenterコンソールを開きます。
2. 新しいストレージネットワークインターフェイスに必要な各パラメータについて、次
のコマンドテンプレート（ $ で表示）の値を置き換えます。
注 : 次のテンプレートのクラスタオブジェクトは必須であり、管理ノードのホスト
名の名前変更に使用できます。本番環境では、 --insecure または -k オプションを使
用しないでください。

 curl -u $mnode_user_name ： $mnode_password -- 安全でない -x post\
 https://$mnode_ip:442/json-rpc/10.0\
  -H 'Content-Type: application/json' \
  -H 'cache-control: no-cache' \
  -d '  {
        "params": {
                "network": {
                        "$eth1" ： {
                            "# default" ： false 、
                            " アドレス " ： "$storage_ip" 、
                            "auto" ： true 、
                            「ファミリー」：「 INET 」
                            「方法」：「静的」、
                            「 MTU 」：「 9000 」、
                            「ネットマスク」：「 252.0 」、
                            「ステータス」：「アップ」
                        }
      },
                "cluster": {
                        " 名前 " ： "$mnode_host_name"
                }
        },
        "method": "SetConfig"
}
'

3. コマンドを実行します。
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管理ノードのアップグレード
管理ノードを管理ノードバージョン 12.0 にアップグレードするには、バージョン 11.0 以
降に正常にアップグレードします。管理ノードバージョン 10.x を使用している場合は、
10.x から 11.x にアップグレードすることはできません。アップグレードする前に、 11.x
への移行手順を実行する必要があります。
手順
次のいずれかの方法で管理ノードをアップグレードします。
• エンドツーエンドの NetApp HCI または SolidFire ストレージシステムのアップグレー
ドの一部として管理ノードをアップグレードする場合は、製品に応じて次の手順を実
行します。
ネットアップのマニュアル：アップグレードの概要

• 管理ノードをアップグレードして最新バージョンを取得する場合は、使用しているバ
ージョンの手順に従います。
注 : 管理ノード 10.x から 11.x への移行手順についても説明します。

ネットアップのマニュアル：管理ノードのアップグレード
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管理ノードのリカバリ
以前の管理ノードで永続ボリュームを使用していた場合は、NetApp Elementソフトウェア
を実行しているクラスタの管理ノードを手動でリカバリして再導入できます。新しい
OVAを導入して再導入スクリプトを実行すると、バージョン11.3以降を実行していた以前
の管理ノードから設定データを取得することができます。
開始する前に
• 以前の管理ノードでNetApp Elementソフトウェア バージョン11.3以降を実行し、永続
ボリューム機能を使用していたことが条件です。

• 永続ボリュームを含むクラスタのMVIPとSVIPが必要です。
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• インストール環境でIPv4を使用している必要があります。また、管理ノードでIPv6が
サポートされていないことも条件です。

• ネットアップ サポート サイトからソフトウェアをダウンロードする権限が必要です。
• 使用するプラットフォームに適した管理ノード イメージの種類を特定しておきます。
次の表を参考にしてください。
プラットフォーム インストール イメージの種類

Microsoft Hyper-V .iso

KVM .iso

VMware vSphere .iso, .ova

Citrix XenServer .iso

OpenStack .iso

手順
1. ネットアップ サポート サイトから、インストール環境に対応したOVAまたはISOを

ダウンロードします。
• Elementソフトウェア：
• NetApp HCI：
1. ダウンロードするソフトウェアのバージョン番号を選択します。
2. Goをクリックします。
3. 表示されるプロンプトをそれぞれクリックして確認し、EULAに同意し、ダウン
ロードする管理ノードのイメージを選択します。

2. OVAをダウンロードした場合は、次の手順を実行します。
1. OVAを導入します。
2. ストレージ クラスタが管理ノード（eth0）とは別のサブネット上にある環境で永
続ボリュームを使用する場合は、ストレージ サブネット（eth1）上のVMに2つ目
のネットワーク インターフェイス コントローラ（NIC）を追加します。

3. ISOをダウンロードした場合は、次の手順を実行します。
1. 以下の構成でハイパーバイザーから新しい64ビットの仮想マシンを作成します。

• 仮想CPU×6

• 12GB RAM

• 400GBの仮想ディスク、シンプロビジョニング
• インターネット アクセスとストレージMVIPへのアクセスが可能な仮想ネッ
トワーク インターフェイス×1
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• （SolidFireオールフラッシュ ストレージの場合はオプション）ストレージ クラ
スタへの管理ネットワーク アクセスが可能な仮想ネットワーク インターフェ
イス×1。ストレージ クラスタが管理ノード（eth0）とは別のサブネット上にあ
る環境で永続ボリュームを使用する場合は、ストレージ サブネット（eth1）上
のVMに2つ目のネットワーク インターフェイス コントローラ（NIC）を追加
するか、管理ネットワークからストレージ ネットワークへルーティング可能
なことを確認します。

注意 : このあとの手順で指示があるまでは
仮想マシンの電源をオンにしないでくださ
い。

2. 仮想マシンにISOを接続し、.isoインストール イメージでブートします。

注 : イメージを使用して管理ノードをインストールすると、スプラッシュ画面
が表示されるまでに30秒程度かかることがあります。

4. インストールが完了したら、管理ノードの仮想マシンの電源をオンにします。
5. ターミナル ユーザ インターフェイス（TUI）を使用して、管理ノードの管理ユーザ

を作成します。
ヒント : テキストを入力するEnterには、キーボードのを 3 回押して編集モードを
開きます。テキストを入力したらEnter、をもう一度押して編集モードを終了しま
す。フィールド間を移動するには矢印キーを使用します。

6. 管理ノード ネットワーク（eth0）を設定します。
注 : ストレージトラフィックを分離するために追加の NIC が必要な場合は、別の
NIC の設定手順を参照してください。

ストレージ NIC の設定（15ページ）
7. 管理ノードにSSH接続するか、ハイパーバイザーが提供するコンソールを使用しま

す。
8. SSHを使用して次のコマンドを実行し、root権限を取得します。プロンプトが表示さ

れたら、パスワードを入力します。

sudo su

9. 管理ノードとストレージ クラスタの間で時刻が同期されている（NTP）ことを確認
します。
注 : vSphere でSynchronize guest time with hostは、 VM オプションのボックスをオ
ンにする必要があります。今後VMを変更する場合はこのオプションを無効にし
ないでください。

10. クラスタでホストされている永続ボリュームに再接続し、以前の管理ノードの設定デ
ータを使用してサービスを開始するよう、管理ノードの再導入コマンドを設定しま
す。
注 : セキュアプロンプトでパスワードを入力するように求められます。

/sf /packages/mnode/REDEプロイ -mnode --mnode_admin_user [ ユーザ名 ]

注 : 次の各パラメータについて、 [] ブラケットの値を置き換えます。( )内はコマ
ンドの省略名で、正式な名前の代わりに使用できます。

• 次の必須パラメータを追加するか、スクリプトで情報の入力を求めるプロンプト
を表示できます。
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--mnode_admin_user (-mu) [username]

管理ノードの管理者アカウントのユーザ名。一般には、管理ノードへのロ
グインに使用したユーザ アカウントのユーザ名です。

--storage_username (-su) [username]

--storage_mvipパラメータで指定したクラスタのストレージ クラスタ管理者
のユーザ名。

--storage_mvip (-sm) [MVIP address]

Elementソフトウェアを実行しているストレージ クラスタのMVIP（管理仮
想IPアドレス）。リカバリ用の管理ノード データが格納された永続ボリュ
ームを含む。

--persistent_volumes_account (-pva) [account_name]

永続ボリュームを含むクラスタのストレージ アカウント名。クラスタ内の
ボリュームを所有するストレージ ユーザ アカウントの名前を正確に入力
します。

• （オプション）各パラメータに関する詳細情報が必要な場合は、helpパラメータを
使用します。
--help (-h)

各パラメータに関する情報を返します。パラメータは、初期導入時の構成
に基づいて必須かオプションかが決まります。アップグレードと再導入で
はパラメータの要件が異なる場合があります。

11. redeploy-mnodeコマンドを実行します。
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管理ノードの使用
管理ノード（mNode）は、システム サービスのアップグレード、クラスタのアセットと
設定の管理、システムのテストとユーティリティの実行、Active IQへの接続（システム監
視）、ネットアップ サポートへのアクセス許可（トラブルシューティング）に使用しま
す。
Elementソフトウェア バージョン11.3以降を実行しているクラスタでは、管理ノードUI
（https://[mNode IP]:442）を使用してネットワークとクラスタの設定を変更したり、
システム テストを実行したり、システム ユーティリティを使用したりできます。また、
組み込みのREST API UI（https://[mNode IP]/mnode）を使用して、プロキシ サーバの
設定、サービス レベルの更新、管理ノードが認識しているアセットの管理などの管理ノ
ード サービスに関連するAPIを実行し、またその内容を把握することができます。
関連タスク
管理ノードのノードUIへのアクセス（20ページ）
ノードUIからは、ネットワークとクラスタの設定にアクセスし、システムのテストとユー
ティリティを利用できます。
管理ノードのREST API UIへのアクセス（21ページ）

Elementソフトウェア バージョン11.3以降、管理ノードには2つのUIが装備されています。
RESTベースのサービスを管理するためのUIと、ネットワーク / クラスタ設定の管理とオ
ペレーティング システムのテスト / ユーティリティを実行するためのノードUIです。
REST API UIからは、管理ノード上の管理サービスを制御するサービス関連APIのメニュ
ーにアクセスできます。
ネットワーク サポートによるリモート接続の有効化（27ページ）

NetApp Elementソフトウェアベースのストレージ システムに関して技術的なサポートが
必要な場合は、ネットアップ サポートがお客様のシステムにリモートで接続できます。
リモート アクセスを確立するために、ネットアップ サポートはお客様の環境へのリバー
スSecure Shell（SSH）接続を確立します。

REST APIを使用するための承認の取得（22ページ）
REST API UIで管理サービス用のAPIを使用するには、事前に承認が必要です。アクセス
トークンを取得するには、クラスタ管理者のクレデンシャルとクライアントIDを指定する
必要があります。各トークンの有効期間は約10分です。トークンの期限が切れたら、再度
承認して新しいアクセス トークンを取得できます。

管理ノードへのアクセス
NetApp Elementソフトウェア バージョン11.3以降、管理ノードには2つのUIが装備されて
います。RESTベースのサービスを管理するためのUIと、ネットワーク / クラスタ設定の
管理とオペレーティング システムのテスト / ユーティリティを実行するためのノードUI
です。

管理ノードのノードUIへのアクセス
ノードUIからは、ネットワークとクラスタの設定にアクセスし、システムのテストとユー
ティリティを利用できます。
手順
1. 管理ノードのノードUIにアクセスするには、管理ノードのIPアドレスに続けて「:442」
と入力します。
https://[IP address]:442
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2. プロンプトが表示されたら、管理ノードのユーザ名とパスワードを入力します。
関連タスク
管理ノードのREST API UIへのアクセス（21ページ）

Elementソフトウェア バージョン11.3以降、管理ノードには2つのUIが装備されています。
RESTベースのサービスを管理するためのUIと、ネットワーク / クラスタ設定の管理とオ
ペレーティング システムのテスト / ユーティリティを実行するためのノードUIです。
REST API UIからは、管理ノード上の管理サービスを制御するサービス関連APIのメニュ
ーにアクセスできます。

管理ノードのREST API UIへのアクセス
Elementソフトウェア バージョン11.3以降、管理ノードには2つのUIが装備されています。
RESTベースのサービスを管理するためのUIと、ネットワーク / クラスタ設定の管理とオ
ペレーティング システムのテスト / ユーティリティを実行するためのノードUIです。
REST API UIからは、管理ノード上の管理サービスを制御するサービス関連APIのメニュ
ーにアクセスできます。
手順
1. 管理サービスのREST API UIにアクセスするには、管理ノードのIPアドレスに続けて
「/mnode」と入力します。
https://[IP address]/mnode
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2. [Authorize]または任意のロック アイコンをクリックし、クラスタ管理者のクレデンシ
ャルを入力してAPIを使用する権限を取得します。
関連タスク
管理ノードのノードUIへのアクセス（20ページ）
ノードUIからは、ネットワークとクラスタの設定にアクセスし、システムのテストとユー
ティリティを利用できます。
プロキシ サーバの設定（31ページ）
クラスタがプロキシ サーバの背後にある場合、パブリック ネットワークに接続できるよ
うにプロキシを設定する必要があります。プロキシ サーバは、テレメトリ コレクタとリ
バース トンネル接続に使用されます。インストールまたはアップグレード時にプロキシ
サーバを設定しなかった場合は、REST API UIを使用してプロキシ サーバを有効にして設
定することができます。既存のプロキシ サーバ設定を変更したり、プロキシ サーバを無
効にしたりすることもできます。

SolidFireオールフラッシュ ストレージに対するActive IQコレクタ サービスの有効化
（28ページ）
インストールまたはアップグレード時にSolidFireオールフラッシュ ストレージに対して
ストレージのテレメトリ（Active IQコレクタ サービス）を有効にしていない場合、有効
にすることができます。AIQコレクタ サービスは、履歴データのレポートおよびほぼリア
ルタイムのパフォーマンス監視用に、設定データとElementソフトウェアベースのクラス
タ パフォーマンス データをNetApp SolidFire Active IQに転送します。

REST APIを使用するための承認の取得
REST API UIで管理サービス用のAPIを使用するには、事前に承認が必要です。アクセス
トークンを取得するには、クラスタ管理者のクレデンシャルとクライアントIDを指定する
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必要があります。各トークンの有効期間は約10分です。トークンの期限が切れたら、再度
承認して新しいアクセス トークンを取得できます。
開始する前に
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• バージョン11.3以降を実行する管理ノードを導入しておきます。
タスク概要
承認機能は、管理ノードのインストールおよび導入時に自動的にセットアップされます。
トークン サービスは、セットアップ時に定義したストレージ クラスタに基づいています。
手順
1. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. をクリックしAuthorizeて、次の手順を実行します。
注 : または、任意のサービスAPIの横にあるロック アイコンをクリックし、以下の手
順に従って承認することもできます。

1. クラスタのユーザ名とパスワードを入力します。
2. Request bodytype値がまだ選択されていない場合は、ドロップダウンリストから選
択します。

3. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
4. クライアント シークレットの値は入力しないでください。
5. Authorizeクリックするとセッションが開始されます。

注 : 承認の試行後に「Auth Error Type Error: Failed to fetch」というエ
ラー メッセージが返された場合は、クラスタのMVIPのSSL証明書の受け入れが
必要になる可能性があります。トークンURL内のIPをコピーし、別のブラウザ タ
ブにIPを貼り付けて、再度承認してください。

Available authorizations画面にAuthorizedが表示されます。
3. Available authorizationsダイアログボックスを閉じます。

注 : トークンの期限が切れたあとでコマンドを実行しようとすると、「401 Error:
UNAUTHORIZED」メッセージが返されます。この場合は、再度承認してください。

NetApp HCIのアラート監視
管理ノードのノードUIの[Alert Monitor]タブでは、NetApp HCIのアラート監視を設定する
ことができます。
NetApp HCIのアラート監視は、NetApp HCIストレージ クラスタのシステム アラートを
vCenter Serverに転送して、NetApp HCIのすべてのアラートをvSphere Web Clientインター
フェイスで表示できるようにします。

注意 : これらのツールは、SolidFireオールフラッシ
ュ ストレージなどのストレージ専用クラスタでは
設定も使用もされません。ツールを実行すると次の
ような405エラーが表示されますが、これは設定に応
じた想定どおりの動作です。webUIParseError :

Invalid response from server. 405
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管理ノードのネットワーク設定
管理ノードのノードUIの[Network Settings]タブでは、管理ノードのネットワーク インター
フェイスに関するフィールドを変更できます。
Method

インターフェイスの設定に使用する方法。有効な方法は次のとおりです。
• loopback：IPv4ループバック インターフェイスを定義する場合に使用します。
• manual：デフォルトの設定がないインターフェイスを定義する場合に使用しま
す。

• dhcp：DHCP経由でIPアドレスを取得する場合に使用します。
• static：IPv4アドレスが静的に割り当てられたイーサネット インターフェイスを定義
する場合に使用します。

Link Speed

仮想NICによってネゴシエートされた速度。
IPv4 Address

eth0ネットワークのIPv4アドレス。
IPv4 Subnet Mask

IPv4ネットワークのアドレス分割。
IPv4 Gateway Address

ローカル ネットワークの外部にパケットを送信するためのルータのネットワーク
アドレス。

IPv6 Address

eth0ネットワークのIPv6アドレス。
注意 : この機能は、11.3以降のバージョンの管
理ノードではサポートされていません。

IPv6 Gateway Address

ローカル ネットワークの外部にパケットを送信するためのルータのネットワーク
アドレス。

注意 : この機能は、11.3以降のバージョンの管
理ノードではサポートされていません。

MTU

ネットワーク プロトコルで送信可能な最大パケット サイズ。1500以上にする必要
があります。2つ目のストレージNICを追加する場合は、値を9000にする必要があり
ます。

DNS Servers

クラスタ通信に使用するネットワーク インターフェイス。
Search Domains

システムで利用可能な追加のMACアドレスの検索。
Status

有効な値は次のとおりです。
• UpAndRunning

• Down

• Up
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Routes

特定のホストまたはネットワークへの静的ルート（ルートに設定されているインタ
ーフェイス経由）。

管理ノードのクラスタ設定
管理ノードのノードUIの[Cluster Settings]タブでは、ノードの状態がAvailable、
Pending、PendingActive、およびActiveの場合に、クラスタ インターフェイスに関す
るフィールドを変更できます。
Role

クラスタ内での管理ノードのロール。有効な値はManagementです。
Hostname

管理ノードの名前。
Version

クラスタで実行されているElementソフトウェアのバージョン。
Default Interface

管理ノードとElementソフトウェアを実行しているクラスタとの通信に使用される
デフォルトのネットワーク インターフェイス。

管理ノード設定のテスト
管理ノードの管理設定とネットワーク設定を変更して変更をコミットしたあとに、テスト
を実行して変更を検証できます。
開始する前に
管理ノードの管理者クレデンシャルを使用して、管理ノードのノードUI（https://

[mNode IP address]:442）にログインしておきます。

手順
1. 管理ノードのユーザ インターフェイスで、[System Tests]をクリックします。
2. 次のいずれかを実行します。

• 指定したネットワーク設定がシステムに対して有効であることを確認するには、
[Test Network Config]をクリックします。

• ICMPパケットを使用して1Gおよび10G両方のインターフェイスでクラスタ内のす
べてのノードへのネットワーク接続をテストするには、[Test Ping]をクリックしま
す。

以下のオプションを追加で定義することもできます。
Hosts

pingを実行するデバイスのアドレスまたはホスト名をカンマで区切って指定し
ます。

Attempts

pingテストを繰り返す回数を指定します。デフォルト値は5です。
Packet Size

各IPに送信されるICMPパケットで送信するバイト数を指定します。ネットワー
ク設定で指定した最大MTUより小さくする必要があります。
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Timeout mSec

個々のping応答を待機する時間（ミリ秒）を指定します。デフォルト値は500ミ
リ秒です。

Total Timeout Sec

pingがシステム応答を待機する時間（秒）。この期間を過ぎると、次のpingが実
行されるか、またはプロセスが終了します。デフォルト値は5です。

Prohibit Fragmentation

ICMPパケットのDF（Do not Fragment）フラグを有効にします。
関連資料
管理ノードのネットワーク設定（24ページ）
管理ノードのノードUIの[Network Settings]タブでは、管理ノードのネットワーク インター
フェイスに関するフィールドを変更できます。

管理ノードからのシステム ユーティリティの実行
管理ノードのノードUIを使用して、クラスタ サポート バンドルの作成または削除、ノー
ド設定のリセット、ネットワークの再起動を実行できます。
開始する前に
管理ノードの管理者クレデンシャルを使用して、管理ノードのノードUI（https://

[mNode IP address]:442）にログインしておきます。

手順
1. 管理ノードのノードUIで、[System Utilities]をクリックします。
2. 実行するユーティリティのボタンをクリックします。

• Control Power：ノードをリブート、電源再投入、またはシャットダウンします。

注意 : この処理を実行するとネットワーク接
続が一時的に失われます。

次のオプションを指定します。
Action

[Restart]または[Halt]（電源オフ）を選択できます。
Wakeup Delay

ノードがオンラインに戻るまでの時間。
• Create Cluster Support Bundle：クラスタ内のノードについてネットアップ サポー
トの診断を受けるためのクラスタ サポート バンドルを作成します。次のオプショ
ンを指定します。
Bundle Name

作成する各サポート バンドルの一意の名前。名前を指定しない場合、
「supportbundle」とノード名がファイル名として使用されます。

Mvip

クラスタのMVIP。バンドルは、クラスタ内のすべてのノードから収集されま
す。このパラメータは、[Nodes]パラメータを指定しない場合のみ必須です。
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Nodes

バンドルを収集するノードのIPアドレス。[Nodes]または[Mvip]のいずれか
を使用してバンドルの収集元のノードを指定します。両方を使用することは
できません。このパラメータは、[Mvip]を指定しない場合のみ必須です。

Username

クラスタ管理者のユーザ名。
Password

クラスタ管理者のパスワード。
Allow Incomplete

1つ以上のノードからバンドルを収集できない場合でも、スクリプトが引き続
き実行されるようにします。

Extra Args

このパラメータは、sf_make_support_bundleスクリプトに渡されます。こ
のパラメータは、ネットアップ サポートから指示された場合にのみ使用しま
す。

• Delete All Support Bundles：管理ノードに保存されているすべてのサポート バンド
ルを削除します。

• Reset Node：管理ノードを新規インストール イメージにリセットします。これによ
り、ネットワーク設定を除くすべての設定がデフォルトの状態に戻ります。

注意 : この処理を実行するとネットワーク接
続が一時的に失われます。

次のオプションを指定します。
Build

ノードをリセットするリモートElementソフトウェア イメージのURL。
Options

リセット処理を実行するための詳細。詳細が必要な場合は、ネットアップ サ
ポートにお問い合わせください。

• Restart Networking：管理ノード上のすべてのネットワーク サービスを再起動しま
す。

注意 : この処理を実行するとネットワーク接
続が一時的に失われます。

ネットワーク サポートによるリモート接続の有効化
NetApp Elementソフトウェアベースのストレージ システムに関して技術的なサポートが
必要な場合は、ネットアップ サポートがお客様のシステムにリモートで接続できます。
リモート アクセスを確立するために、ネットアップ サポートはお客様の環境へのリバー
スSecure Shell（SSH）接続を確立します。
タスク概要
ネットアップ サポートとのSSHリバース トンネル接続用のTCPポートを開くことができ
ます。この接続を介して、ネットアップ サポートはお客様の管理ノードにログインしま
す。管理ノードがプロキシ サーバの背後にある場合は、次のTCPポートをsshd.configフ
ァイルで設定しておく必要があります。
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TCPポート 説明 接続方向

443 API呼び出し / HTTPS（オープン サ
ポート トンネルを介したWeb UI
へのリバース ポート転送）

管理ノードからストレージ ノー
ドへ

22 SSHログイン アクセス 管理ノードからストレージ ノー
ドへ、またはストレージ ノードか
ら管理ノードへ

手順
1. 管理ノードにログインし、ターミナル セッションを開きます。
2. プロンプトで、 rst -r sfsupport.solidfire.com -u element -p < ポート番号 >

と入力します
SSH接続を使用して管理ノードにアクセスするために必要なポート番号は、ネットア
ップ サポートから入手します。

3. リモートサポートトンネルを閉じるには、次のように入力します。 rst--killall

SolidFireオールフラッシュ ストレージに対するActive IQコレクタ サービスの有効
化

インストールまたはアップグレード時にSolidFireオールフラッシュ ストレージに対して
ストレージのテレメトリ（Active IQコレクタ サービス）を有効にしていない場合、有効
にすることができます。AIQコレクタ サービスは、履歴データのレポートおよびほぼリア
ルタイムのパフォーマンス監視用に、設定データとElementソフトウェアベースのクラス
タ パフォーマンス データをNetApp SolidFire Active IQに転送します。
開始する前に
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• バージョン11.3以降を実行する管理ノードを導入しておきます。
• インターネットへのアクセスが必要です。Active IQコレクタ サービスをダーク サイ
トから使用することはできません。

手順
1. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. Authorizeをクリックするか、ロックアイコンをクリックして、次の手順を実行しま
す。
1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
3. Authorizeクリックするとセッションが開始されます。

3. GET /assetsをクリックします。
4. ベース アセットの"id"の値をクリップボードにコピーします。

注 : ベース アセットとサブアセットは、管理ノードのインストールまたはアップグ
レード時にアップグレード スクリプトまたはセットアップ スクリプトを実行した
ときに作成されています。
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5. ベース アセットを設定します。
1. PUT /assets/{asset_id}をクリックします。
2. Try it outをクリックします。
3. JSONペイロードに次のコマンドを入力します。

{
    "telemetry_active": true
    "config": {}
}

4. の Base Asset ステップから IDasset_ID を入力します。
5. Executeをクリックします。

Active IQサービスはアセットが変更されるたびに自動的に再起動されます。アセ
ットを変更すると、設定が適用されるまで短時間の遅延が発生します。

管理ノードへのアセットの追加
REST API UI を使用して、コンピューティング資産とコントローラ資産を管理ノード構成
に追加できます。アセットの追加は、環境を拡張したあとに、新しいアセットが構成に自
動的に追加されなかった場合などに必要になります。これらのAPIを使用して、最近追加
されたアセットを環境に追加します。
開始する前に
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• バージョン11.3以降を実行する管理ノードを導入しておきます。
タスク概要
NetApp HCI システムを拡張した後に、 HCC （ハイブリッドクラウドコントロールPOST /
assets/{asset_id}/compute-nodes）にコンピュートノードが表示されない場合は、この手順
で説明したを使用してコンピュートノードを追加できます。
手順
1. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. Authorizeをクリックするか、ロックアイコンをクリックして、次の手順を実行しま
す。
1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
3. Authorizeクリックするとセッションが開始されます。
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3. 次のいずれかをクリックして、既存のベースアセットにコンピューティングノードま
たはコントローラのサブアセットを追加します。
注 : インストール環境には、インストール時またはアップグレード時に作成された
ベース アセットの構成が含まれています。

オプション 説明

POST /assets/{asset_id}/
controllers

コントローラ サブアセットを作成する場合は、このコマンドを実行しま
す。

POST /assets/{asset_id}/
compute-nodes

コンピューティング ノード サブアセットを作成する場合は、このコマン
ドを実行します。

4. Try it outをクリックします。
5. Modelタブで定義されている必要なペイロード値を入力します。

重要 : コンピュートノード資産の場合は、ペイロードの例で推奨されている
"Hardware_Tag" パラメータを削除します。

6. 親ベースのアセット IDasset_id を「」フィールドに入力します。
7. Executeをクリックします。

ストレージクラスタ管理者パスワードの変更
ストレージクラスタ管理者パスワードは、 REST API UI を使用して更新できます。
開始する前に
ストレージクラスタ管理者のパスワードは、 NetApp Element ソフトウェアの UI を使用し
て変更しました。
手順
1. ブラウザから、管理ノード REST API UI にログインします。

1. Storage MVIP にアクセスしてログインします。
次の手順用に証明書が承認されます。

2. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. Management Node REST API UI でAuthorize、または任意のロックアイコンをクリック
し、次の手順を実行します。
1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
3. Authorizeクリックするとセッションが開始されます。

3. 次GET /assetsの手順で必要なベースアセット ID を検索するには、を実行します。
1. [ GET /assets
2. Try it outをクリックします。
3. Executeをクリックします。

4. ベースアセットの「 ID 」の値をクリップボードにコピーします。

注 : ベース アセットとサブアセットは、管理ノードのインストールまたはアップグ
レード時にアップグレード スクリプトまたはセットアップ スクリプトを実行した
とき、またはNetApp Deployment Engineを使用してNetApp HCIを導入したときに作成
されます。

5. ストレージ資産の取得：
1. GET /assets/{ASSET_ID}/storage-clustersをクリックします。
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2. Try it outをクリックします。
3. の Base Asset ステップから IDasset_ID を入力します。
4. Executeをクリックします。

6. ストレージ資産を更新します。
1. PUT /assets/{ASSET_ID}/storage-clusters/{STORAGE_ID}をクリックします。
2. Try it outをクリックします。
3. Modelタブで定義されている必要なペイロード値を更新します。

• ホスト名と SSL 証明書の行を削除します。
• パスワード行に新しいパスワードを入力します。

{ 
    「ユーザ名」：「 admin 」、 
    「パスワード」：「 admin 」、 
    「 IP 」：「 10.10.1.124 」、 
    "config": {} 
}

4. 親ベースのアセット IDasset_id を「」フィールドに入力します。
5. Executeをクリックします。

プロキシ サーバの設定
クラスタがプロキシ サーバの背後にある場合、パブリック ネットワークに接続できるよ
うにプロキシを設定する必要があります。プロキシ サーバは、テレメトリ コレクタとリ
バース トンネル接続に使用されます。インストールまたはアップグレード時にプロキシ
サーバを設定しなかった場合は、REST API UIを使用してプロキシ サーバを有効にして設
定することができます。既存のプロキシ サーバ設定を変更したり、プロキシ サーバを無
効にしたりすることもできます。
開始する前に
• 設定するプロキシ サーバのホストおよびクレデンシャル情報が必要です。
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• バージョン11.3以降を実行する管理ノードを導入しておきます。
タスク概要
このコマンドは管理ノードのプロキシ設定を更新し、現在の設定を返します。プロキシ設
定は、Active IQ、NetApp Deployment Engineによって導入されたNetApp HCI監視サービス、
および管理ノードにインストールされたその他のElementソフトウェア ユーティリティ
（ネットアップ サポート用のリバース サポート トンネルを含む）で使用されます。
手順
1. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. Authorizeをクリックするか、ロックアイコンをクリックして、次の手順を実行しま
す。
1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
3. Authorizeクリックするとセッションが開始されます。

3. PUT /settingsをクリックします。
4. Try it outをクリックします。
5. プロキシ サーバを有効にするには、"use_proxy"をtrueに設定する必要があります。

IPまたはホスト名およびプロキシ ポートの接続先を入力します。プロキシ ユーザ名、
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プロキシ パスワード、およびSSHポートはオプションです。使用しない場合は省略し
てください。

{
    "proxy_ip_or_hostname": "[IP or name]",
    "use_proxy": [true/false],
    "proxy_username": "[username]",
    "proxy_password": "[password]",
    "proxy_port": [port value],
    "proxy_ssh_port": [port value: default is 443]
}

6. Executeをクリックします。

管理サービスからのログの取得
REST APIを使用して、管理ノードで実行されているサービスからログを取得できます。
すべてのパブリック サービスからログを取得したり、特定のサービスを指定したりでき
ます。また、クエリ パラメータを使用して、取得する内容を細かく絞り込むこともでき
ます。
開始する前に
• クラスタでNetApp Elementソフトウェア11.3以降を実行している必要があります。
• バージョン11.3以降を実行する管理ノードを導入しておきます。
手順
1. 管理ノードで REST API UI を開きます。 https://[management node IP]/mnode

2. Authorizeをクリックするか、ロックアイコンをクリックして、次の手順を実行しま
す。
1. クラスタのユーザ名とパスワードを入力します。
2. mnode-clientの値がまだ入力されていない場合は、クライアントIDを入力します。
3. Authorizeクリックするとセッションが開始されます。

3. GET /logsをクリックします。
4. Try it outをクリックします。
5. 次のパラメータを指定します。

• Lines：ログから取得する行数を入力します。このパラメータは整数で、デフォルト
値は1000です。
ヒント : Linesを0に設定すると過去のログ コンテンツがすべて取得されるので、
注意してください。

• service-name：サービス名を入力します。
ヒント : 管理ノード上のサービスを表示するには、GET /servicesコマンドを使
用します。

• type：取得するログ タイプを選択します。
1. service：実行中の通常のパブリック サービスから取得します。これがデフォ
ルトであり、最も一般的なオプションです。

2. syslog：ホスト マシンのすべてのsyslogから取得します。
3. all：すべてのパブリック サービスとsyslogから取得します。

• since：サービス ログの開始日時をISO-8601タイムスタンプで追加します。
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ヒント : 長期間のログを収集する場合は、sinceパラメータに適切な値を指定して
ください。

• archived：ログ要求にアーカイブ ファイルを追加します。
6. Executeをクリックします。
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製品マニュアルとその他の情報の参照先
NetApp HCIとSolidFireオールフラッシュ ストレージについてより詳しい使用および管理
方法を知りたい場合は、それぞれの製品のドキュメント センターとリソース ページにあ
る情報を参照してください。
ドキュメント センターでは、ハードウェアの設置とメンテナンスに関する情報、利用可
能なその他のコンテンツ、既知の問題と解決済みの問題へのリンク、および最新のリリー
ス ノートも参照できます。リソース ページには、データ シート、テクニカル レポート、
ホワイトペーパー、およびビデオへのリンクが掲載されています。
• NetApp HCI のマニュアル
• NetApp HCIドキュメント センター
• NetApp HCIのリソース ページ
• SolidFire および Element 12.0 ドキュメンテーションセンター
• SolidFire および Element 11.8 ドキュメンテーションセンター
• SolidFire / Element 11.7ドキュメント センター
• SolidFire / Element 11.5ドキュメント センター
• SolidFire / Element 11.3ドキュメント センター
• SolidFireのリソース ページ

『 Management Node User Guide for NetApp Element Software 』を参照してください 34
製品マニュアルとその他の情報の参照先

https://docs.netapp.com/us-en/hci/
http://docs.netapp.com/hci/index.jsp
https://www.netapp.com/us/documentation/hci.aspx
http://docs.netapp.com/sfe-120/index.jsp
http://docs.netapp.com/sfe-118/index.jsp
http://docs.netapp.com/sfe-117/index.jsp
http://docs.netapp.com/sfe-115/index.jsp
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ネットアップ サポートへの問い合わせ
ネットアップ製品に関するサポートのご依頼、ご意見やご要望については、ネットアップ
サポートまでお問い合わせください。
• Web：mysupport.netapp.com
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NetApp、NetAppのロゴ、ネットアップの商標一覧のページに記載されているマークは、
NetApp, Inc.の商標です。その他の会社名と製品名は、それを所有する各社の商標である
場合があります。
http://www.netapp.com/jp/legal/netapptmlist.aspx
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マニュアルの更新について
弊社では、マニュアルの品質を向上していくため、皆様からのフィードバックをお寄せい
ただく専用のEメール アドレスを用意しています。また、GA/FCS版の製品マニュアルの
初回リリース時や既存マニュアルへの重要な変更があった場合にご案内させていただく
Twitterアカウントもあります。
本マニュアルの改善についてご提案がある場合は、次のアドレスまでコメントをEメール
でお送りください。
ng-gpso-jp-documents@netapp.com

その際、担当部署で適切に対応させていただくため、製品名、バージョン、オペレーティ
ング システム、弊社営業担当者または代理店の情報を必ず入れてください。
GA/FCS版の製品マニュアルの初回リリース時や既存マニュアルへの重要な変更があった
場合のご案内を希望される場合は、Twitterアカウント@NetAppDocをフォローしてくださ
い。
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