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Configuracgao inicial

Instalagao e hardware do cabo

As etapas necessarias para instalar e o hardware do cabo usado para executar o
BeeGFS no NetApp.

Planeie a instalagao

Cada sistema de arquivos BeeGFS consistira em alguns nds de arquivo que executam servigos BeeGFS
usando storage de back-end fornecido por alguns nés de bloco. Os n6s de arquivo sdo configurados em um
ou mais clusters de alta disponibilidade para fornecer tolerancia de falhas para servicos BeeGFS. Cada n6 de
bloco ja € um par de HA ativo/ativo. O niumero minimo de nés de arquivos com suporte em cada cluster de HA
€ de trés e o niumero maximo de nés de arquivos com suporte em cada cluster é de dez. Os sistemas de
arquivos BeeGFS podem ser dimensionados além de dez nés, implantando varios clusters de HA
independentes que trabalham juntos para fornecer um namespace unico do sistema de arquivos.

Normalmente, cada cluster de HA é implantado como uma série de "componentes basicos", onde alguns nés
de arquivos (x86 servidores) sdo diretamente conectados a algum nimero de nés de bloco (normalmente
sistemas de storage e-Series). Essa configuragao cria um cluster assimétrico, no qual os servigos do BeeGFS
sO podem ser executados em certos nos de arquivo que tém acesso ao storage de bloco de back-end usado
nos destinos do BeeGFS. O equilibrio de nés de arquivo para bloco em cada componente basico e o protocolo
de storage em uso para conexdes diretas dependem dos requisitos de uma instalagao especifica.

Uma arquitetura de cluster de HA alternativa usa uma malha de storage (também conhecida como rede de
area de storage ou SAN) entre os nds de arquivo e bloco para estabelecer um cluster simétrico. Isso permite
que os servigos BeeGFS sejam executados em qualquer né de arquivo em um cluster de HA especifico.
Como os clusters simétricos geralmente ndo sédo tdo econémicos devido ao hardware SAN extra, esta
documentacao presume o uso de um cluster assimétrico implantado como uma série de um ou mais blocos de
construcéao.

@ Certifique-se de que a arquitetura do sistema de arquivos desejada para uma determinada
implantagdo do BeeGFS seja bem compreendida antes de prosseguir com a instalagéo.

Hardware de rack

Ao Planejar a instalagao, € importante que todos os equipamentos em cada bloco de construgao sejam
montados em rack adjacentes. A pratica recomendada € que os nés de arquivo sejam colocados
imediatamente acima dos nds de bloco em cada componente basico. Siga a documentagao do(s) modelo(s)
de arquivo e "bloco" nés que vocé esta usando ao instalar trilhos e hardware no rack.

Exemplo de um unico componente basico:
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Exemplo de uma instalagao grande do BeeGFS onde ha varios componentes basicos em cada cluster de HA
e varios clusters de HA no sistema de arquivos:

4]l° BeeGFS Parallel Filesystem

Standalone Standalone Standalone
HA Cluster HA Clustar HA Clustar




Nés de bloco e arquivo de cabo

Normalmente, vocé conetara diretamente as portas HIC dos nds de bloco e-Series as portas designadas do
adaptador de canal do host (para protocolos InfiniBand) ou do adaptador de barramento do host (para Fibre
Channel e outros protocolos) dos nds de arquivo. A maneira exata de estabelecer essas conexdes dependera
da arquitetura desejada do sistema de arquivos, aqui esta um "Baseado na arquitetura BeeGFS de segunda
geracao na NetApp Verified"exemplo :
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Nés de arquivo de cabo para a rede do cliente

Cada no6 de arquivo tera algum numero de portas InfiniBand ou Ethernet designadas para o trafego de clientes
BeeGFS. Dependendo da arquitetura, cada n6 de arquivo tera uma ou mais conexdes com uma rede
cliente/storage de alto desempenho, potencialmente com varios switches para redundancia e maior largura de
banda. Aqui esta um exemplo de cabeamento de cliente usando switches de rede redundantes, onde as
portas destacadas em verde escuro versus verde claro estdo conetadas a switches separados:
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Ligar a rede de gestao e energia

Estabeleca todas as conexdes de rede necessarias para a rede dentro e fora da banda.

Conete todas as fontes de alimentagao garantindo que cada né de arquivo e bloco tenha conexdes com varias
unidades de distribuicdo de energia para redundancia (se disponivel).

Configurar nés de arquivo e bloco

Etapas manuais necessarias para configurar nds de arquivo e bloco antes de executar o
Ansible.

Noés de arquivo

Configurar o controlador de gerenciamento de placa base (BMC)

Um controlador de gerenciamento de placa base (BMC), as vezes chamado de processador de servico, € o
nome genérico para o recurso de gerenciamento fora da banda incorporado em varias plataformas de servidor
que podem fornecer acesso remoto, mesmo que o sistema operacional nao esteja instalado ou acessivel.
Normalmente, os fornecedores comercializam essa funcionalidade com sua propria marca. Por exemplo, no
Lenovo SR665, o BMC é conhecido como o controlador XClarity (XCC) da Lenovo.

Siga a documentagao do fornecedor do servidor para habilitar as licengas necessarias para acessar essa
funcionalidade e garantir que o BMC esteja conetado a rede e configurado adequadamente para acesso
remoto.

Se for desejado esgrima baseada em BMC usando o Red Fish, certifique-se de que o Redfish

(D esteja habilitado e que a interface BMC esteja acessivel a partir do sistema operacional
instalado no né do arquivo. Pode ser necessaria uma configuragéo especial no comutador de
rede se o BMC e o sistema operativo partilharem a mesma interface de rede fisica.

Sintonize as definigées do sistema

Usando a interface de configuragao do sistema (BIOS/UEFI), verifique se as configuracdes estdo definidas
para maximizar o desempenho. As configuragdes exatas e os valores ideais variam de acordo com o modelo
do servidor em uso. As orientacbes sao fornecidas para "modelos de no de arquivo verificados", caso
contrario, consulte a documentacao do fornecedor do servidor e as praticas recomendadas com base no seu
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modelo.

Instale um sistema operativo

Instale um sistema operacional suportado com base nos requisitos de né de arquivo "aqui'listados . Consulte
as etapas adicionais abaixo com base na sua distribuicdo Linux.

Red Hat

Use o Red Hat Subscription Manager para registrar e assinar o sistema para permitir a instalagéo dos pacotes
necessarios dos repositérios oficiais do Red Hat e limitar as atualizacbes a verséo suportada do Red Hat:
subscription-manager release --set=<MAJOR VERSION>.<MINOR VERSION> . Para obter
instrugdes, consulte "Como Registrar e assinar um sistema RHEL" e "Como limitar as atualizagdes" .

Ative o repositério Red Hat que contém os pacotes necessarios para alta disponibilidade:

subscription-manager repo-override --repo=rhel-9-for-x86 64
-highavailability-rpms --add=enabled:1

Configurar a rede de gestao

Configure todas as interfaces de rede necessarias para permitir o gerenciamento na banda do sistema
operacional. As etapas exatas dependerao da distribuigdo e versao especifica do Linux em uso.

@ Certifique-se de que o SSH esteja ativado e que todas as interfaces de gerenciamento estejam
acessiveis a partir do n6 de controle do Ansible.
Atualize o firmware HCA e HBA

Certifique-se de que todos os HBAs e HCAs estao a executar versdes de firmware suportadas listadas no
"Matriz de interoperabilidade do NetApp" e, se necessario, atualize. Recomendacdes adicionais para
adaptadores NVIDIA ConnectX podem ser encontradas "aqui".

Nos de bloco

Siga as etapas para "Comece a trabalhar com o e-Series"configurar a porta de gerenciamento em cada
controlador de né de bloco e, opcionalmente, definir o nome do storage array para cada sistema.

Nenhuma configuragéo adicional além de garantir que todos os nés de bloco estejam
acessiveis a partir do né de controle do Ansible. A configuragao restante do sistema sera
aplicada/mantida com o Ansible.

Configurar o né de controle do Ansible

Configure um n6 de controle do Ansible para implantar e gerenciar o sistema de
arquivos.
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Visao geral

Um né de controle do Ansible € uma maquina Linux fisica ou virtual usada para gerenciar o cluster. Deve
cumprir os seguintes requisitos:

* Conhega a "requisitos"fungao de HA do BeeGFS, incluindo as versdes instaladas do Ansible, Python e
quaisquer pacotes Python adicionais.

» Conheca o oficial"Requisitos de n6 de controle do Ansible", incluindo versbes de sistema operacional.

» Tenha acesso SSH e HTTPS a todos os nds de arquivos e blocos.

Etapas detalhadas da instalagdo podem ser encontradas "aqui".
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