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HP Enterprise

Coletor de dados HP Enterprise Alletra 9000 / Primera
Storage

O Data Infrastructure Insights usa o coletor de dados HP Enterprise Alletra 9000 / HP
Enterprise Primera (anteriormente 3PAR) para descobrir inventario e desempenho.

Terminologia

O Data Infrastructure Insights adquire as seguintes informacdes de inventario deste coletor de dados. Para
cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia mais comum usada para esse
ativo € mostrada. Ao visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte
terminologia:

Campo Descrigcao

Disco fisico Disco

Sistema de armazenamento Armazenar

N6 Controlador N6 de armazenamento
Grupo de Provisionamento Comum Pool de armazenamento
Volume Virtual Volume

Observacao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Requisitos
Os seguintes itens sdo necessarios para configurar este coletor de dados:

» Endereco IP ou FQDN do cluster InServ
* Para inventario, nome de usuario e senha somente leitura para o servidor StoreServ
» Para desempenho, leia e grave o nome de usuario e a senha no servidor StoreServ

* Requisitos de porta: 22 (coleta de inventario), 5988 ou 5989 (coleta de desempenho) [Observagéao: o
desempenho é compativel com StoreServ OS 3.x+]

» Para coleta de desempenho, confirme se o SMI-S esta habilitado efetuando login no array via SSH.

Configuragao

Campo Descrigcao

Endereco IP de armazenamento Endereco IP de armazenamento ou nhome de dominio
totalmente qualificado do cluster StoreServ

Nome de usuario Nome de usuario para o servidor StoreServ

Senha Senha usada para o servidor StoreServ



Campo
Nome de usuario SMI-S

Senha SMI-S

Configuragao avancgada

Campo

Intervalo de pesquisa de inventario (min)

Conectividade SMI-S
Substituir porta padrao SMI-S

Intervalo de pesquisa de desempenho (seg)

Solugao de problemas

Descrigdo
Nome de usuario para o host do provedor SMI-S

Senha usada para o host do provedor SMI-S

Descricao

Intervalo entre pesquisas de inventario. O padrao é
40 minutos.

Protocolo usado para conectar ao provedor SMI-S

Se estiver em branco, use a porta padrao da
conectividade SMI-S, caso contrario, insira a porta de
conexao a ser usada

Intervalo entre pesquisas de desempenho. O padrao
€ 300 segundos.

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema:

O comando "showsys" nao retorna nenhum resultado.

Desempenho

Problema:

Falha ao conectar ou efetuar login. Falha na
inicializagéo do provedor.

O usuario SMI-S configurado ndo possui nenhum
dominio

O Data Infrastructure Insights afirma que nao
consegue se conectar/fazer login no servico SMI-S.

Experimente isto:

Execute "showsys" e "showversion -a" na linha de
comando e verifique se a versao é suportada pelo
array.

Experimente isto:

Um nome de matriz totalmente numérico pode causar
problemas com o servidor SMI-S. Tente alterar o
nome do array.

Conceda privilégios de dominio apropriados ao
usuario SMI-S configurado

Confirme se nao ha firewall entre o Cl AU e o array
que possa bloquear o Cl AU de fazer conexdes TCP
com 5988 ou 5989. Feito isso, e se vocé tiver
confirmado que nao ha firewall, vocé deve fazer SSH
no array e usar o comando “showcim” para confirmar.
Verifique se: * O servigo esta habilitado * HTTPS esta
habilitado * A porta HTTPS deve ser 5989. Se tudo
estiver correto, vocé pode tentar “stopcim” e depois
“startcim” para reiniciar o CIM (ou seja, servigo SMI-
S).



Informacgdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de
Dados" .

Coletor de dados do HP Enterprise Command View

O coletor de dados HP Enterprise Command View Advanced Edition oferece suporte a
descoberta de matrizes XP e P9500 por meio do servidor Command View Advanced
Edition (CVAE). O Data Infrastructure Insights se comunica com o CVAE usando a API
Command View padréo para coletar dados de inventario e desempenho.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do coletor de dados do HP
Enterprise Command View. Para cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia
mais comum usada para esse ativo € mostrada. Ao visualizar ou solucionar problemas neste coletor de dados,
tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
PDEV Disco

Pool de periodicos Grupo de Discos

Matriz de armazenamento Armazenar

Controlador de Porto N6 de armazenamento

Grupo de matriz, pool DP Pool de armazenamento

Unidade Légica, LDEV Volume

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Requisitos de inventario
Vocé deve ter o seguinte para coletar dados de inventario:
* Endereco IP do servidor CVAE

* Nome de usuario e senha somente leitura para o software CVAE e privilégios de pares

* Requisito portuario: 2001

Requisitos de desempenho
Os seguintes requisitos devem ser atendidos para coletar dados de desempenho:

» Desempenho de HDS USP, USP V e VSP
> O Performance Monitor deve ser licenciado.
> O interruptor de monitoramento deve estar habilitado.

o A Ferramenta de Exportagéo (Export.exe) deve ser copiada para o Data Infrastructure Insights AU e
extraida para um local. Em AUs do CI Linux, certifique-se de que "cisys" tenha permissoes de leitura e
execucgao.


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

> Averséo da Ferramenta de Exportagdo deve corresponder a versao do microcédigo do array de

destino.
* Desempenho do AMS:

o O Performance Monitor deve ser licenciado.

o O utilitario CLI do Storage Navigator Modular 2 (SNM2) deve ser instalado no Data Infrastructure

Insights AU.

* Requisitos de rede

o As ferramentas de exportagcdo sdo baseadas em Java e usam RMI para se comunicar com o array.
Essas ferramentas podem nao ser compativeis com firewall, pois podem negociar dinamicamente as
portas TCP de origem e destino em cada invocagao. Além disso, as ferramentas de exportagao de
diferentes matrizes de modelos podem se comportar de maneira diferente na rede - consulte a HPE

para saber os requisitos do seu modelo

Configuragao

Campo

Servidor de visualizagdo de comando

Nome de usuario
Senha

Dispositivos - VSP G1000 (R800), VSP (R700), HUS
VM (HM700) e armazenamentos USP

SNM2Devices - Armazenamentos WMS/SMS/AMS

Escolha o Tuning Manager para desempenho

Host do Gerenciador de Ajustes

Porta do Gerenciador de Ajustes
Nome de usuario do Tuning Manager

Senha do Tuning Manager

Descricao

Endereco IP ou nome de dominio totalmente
qualificado do servidor Command View

Nome de usuario para o servidor Command View.
Senha usada para o servidor Command View.

Lista de dispositivos para armazenamentos VSP
G1000 (R800), VSP (R700), HUS VM (HM700) e
USP. Cada armazenamento requer: * IP do array:
endereco IP do armazenamento * Nome de usuario:
nome de usuario para o armazenamento * Senha:
senha para o armazenamento * Pasta contendo
arquivos JAR do utilitario de exportacéo

Lista de dispositivos para armazenamentos
WMS/SMS/AMS. Cada armazenamento requer: * IP
do array: endereco IP do armazenamento * Caminho
CLI do Storage Navigator: caminho CLI do SNM2 *
Autenticacao de conta valida: selecione para escolher
uma autenticacao de conta valida * Nome de usuario:
nome de usuario para o armazenamento * Senha:
senha para o armazenamento

Substituir outras opgbes de desempenho

Endereco IP ou nome de dominio totalmente
qualificado do gerenciador de ajuste

Porta usada para o Tuning Manager
Nome de usuario para Tuning Manager

Senha para o Tuning Manager

Observagao: em HDS USP, USP V e VSP, qualquer disco pode pertencer a mais de um grupo de matriz.



Configuragao avancgada

Campo
Porta do servidor de visualizagdo de comando
HTTPs habilitado

Intervalo de pesquisa de inventario (min)
Escolha 'Excluir' ou 'Incluir' para especificar uma lista
Excluir ou incluir dispositivos

Gerenciador de Host de Consulta

Intervalo de pesquisa de desempenho (seg)

Solugao de problemas

Descricao
Porta usada para o Command View Server
Selecione para habilitar HTTPs

Intervalo entre pesquisas de inventario. O padrao é
40.

Especifique se deseja incluir ou excluir a lista de
matrizes abaixo ao coletar dados.

Lista separada por virgulas de IDs de dispositivos ou
nomes de matrizes para incluir ou excluir

Selecione para consultar o gerenciador de host

Intervalo entre pesquisas de desempenho. O padrao
€ 300.

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema:

Erro: O usuario ndo tem permisséao suficiente

Erro: A lista de armazenamentos esta vazia. Ou os
dispositivos ndo estdo configurados ou o usuario nao
tem permissao suficiente

Erro: o conjunto de armazenamento HDS nao foi
atualizado por alguns dias

Desempenho

Experimente isto:

Use uma conta de usuario diferente que tenha mais
privilégios ou aumente os privilégios da conta de
usuario configurada no coletor de dados

* Use o DeviceManager para verificar se os
dispositivos estéo configurados. * Use uma conta de
usuario diferente que tenha mais privilégios ou
aumente os privilégios da conta de usuario

Investigue por que essa matriz ndo esta sendo
atualizada no HP CommandView AE.



Problema:

Erro: * Erro ao executar o utilitario de exportagao *
Erro ao executar o comando externo

Erro: Falha no login da ferramenta de exportagao
para o IP de destino

Erro: As ferramentas de exportacao registraram "Nao
foi possivel obter o intervalo de tempo para
monitoramento".

Erro: * Erro de configuragao: Matriz de
armazenamento nao suportada pelo Export Utility *
Erro de configuragéo: Matriz de armazenamento néao
suportada pelo Storage Navigator Modular CLI

Erro: * Erro ao executar comando externo * Erro de
configuragdo: Matriz de armazenamento nao relatada
pelo inventario * Erro de configuragéo: pasta de
exportacdo ndo contém arquivos jar

Erro: * Erro na CLI do navegador de armazenamento
* Erro ao executar o comando auperform * Erro ao
executar o comando externo

Experimente isto:

* Confirme se o Export Utility esta instalado na Data
Infrastructure Insights Acquisition Unit * Confirme se o
local do Export Utility esta correto na configuragcao do
coletor de dados * Confirme se o IP do array
USP/R600 esta correto na configuragao do coletor de
dados * Confirme se o nome de usuario e a senha
estdo corretos na configuragao do coletor de dados *
Confirme se a versao do Export Utility € compativel
com a versao do microcodigo do array de
armazenamento * Na Data Infrastructure Insights
Acquisition Unit, abra um prompt de comando e faca
0 seguinte: - Altere o diretdrio para o diretério de
instalagédo configurado - Tente fazer uma conexao
com o array de armazenamento configurado
executando o arquivo em lote runWin.bat

* Confirme se o nome de usuario/senha estao
corretos * Crie uma ID de usuario principalmente para
este coletor de dados HDS * Confirme se nenhum
outro coletor de dados esta configurado para adquirir
esta matriz

* Confirme se o monitoramento de desempenho esta
habilitado no array. * Tente invocar as ferramentas de
exportagao fora do Data Infrastructure Insights para
confirmar se o problema esta fora do Data
Infrastructure Insights.

* Configure somente matrizes de armazenamento
suportadas. * Use “Filtrar lista de dispositivos” para
excluir matrizes de armazenamento ndo suportadas.

* Verifique a localizagao do utilitario Export. * Verifique
se o Storage Array em questao esta configurado no
servidor Command View * Defina o intervalo de
pesquisa de desempenho como multiplo de 60
segundos.

* Confirme se o Storage Navigator Modular CLI esta
instalado na Data Infrastructure Insights Acquisition
Unit * Confirme se o local do Storage Navigator
Modular CLI esta correto na configuragéo do coletor
de dados * Confirme se o IP do array WMS/SMS/SMS
esta correto na configuragéo do coletor de dados *
Confirme se a versao do Storage Navigator Modular
CLI é compativel com a versao do microcodigo do
array de armazenamento configurado no coletor de
dados * Na Data Infrastructure Insights Acquisition
Unit, abra um prompt de comando e faga o seguinte: -
Altere o diretério para o diretdrio de instalagéo
configurado - Tente fazer uma conexédo com o array
de armazenamento configurado executando o
seguinte comando “auunitref.exe”



Problema: Experimente isto:

Erro: Erro de configuragao: Matriz de armazenamento Verifique se o Storage Array em questao esta
nao relatada pelo inventario configurado no servidor Command View

Erro: * Nenhum Array registrado na CLI do Storage * Abra o prompt de comando e altere o diretério para
Navigator Modular 2 * O Array n&o esta registrado na o caminho configurado * Execute o comando

CLI do Storage Navigator Modular 2 * Erro de “set=STONAVM_HOME-=." * Execute o comando
configuragéo: O Array de Armazenamento néo esta “auunitref” * Confirme se a saida do comando contém
registrado na CLI do StorageNavigator Modular detalhes do array com IP * Se a saida n&o contiver os

detalhes do array, registre o array com o Storage
Navigator CLI: - Abra o prompt de comando e altere o
diretdrio para o caminho configurado - Execute o
comando “set=STONAVM_HOME-=." - Execute o
comando “auunitaddauto -ip ${ip}”. Substitua ${ip}
pelo IP real

Informagbes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de
Dados" .

Coletor de dados HPE Alletra 6000

O coletor de dados HP Enterprise Alletra 6000 (anteriormente Nimble) oferece suporte a
dados de inventario e desempenho para matrizes de armazenamento Alletra 6000.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario deste coletor. Para cada tipo de
ativo adquirido pelo Data Infrastructure Insights, a terminologia mais comum usada para esse ativo &
mostrada. Ao visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte
terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
Variedade Armazenar

Disco Disco

Volume Volume

Piscina Pool de armazenamento

Iniciador Alias do host de armazenamento
Controlador N6 de armazenamento

Interface Fibre Channel Controlador

Observacao: esses sao apenas mapeamentos de terminologia comum e podem ndo representar todos os
casos deste coletor de dados.

Requisitos

Vocé deve ter o seguinte para coletar dados de inventario e configuragéo do array de armazenamento:


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

« O array deve ser instalado e configurado e acessivel pelo cliente por meio de seu nome de dominio
totalmente qualificado (FQDN) ou endereco IP de gerenciamento do array.

» O array deve estar executando o NimbleOS 2.3.x ou posterior.

» Vocé deve ter um nome de usuario e uma senha validos para o array com pelo menos a fungao de nivel
"Operador". A fungao "Convidado" ndo tem acesso suficiente para entender as configura¢des do iniciador.

* A porta 5392 deve estar aberta no array.
Vocé deve ter o seguinte para coletar dados de desempenho do array de armazenamento:

» O array deve estar executando o NimbleOS 4.0.0 ou posterior

» O array deve ter volumes configurados. A unica APl de desempenho que o NimbleOS tem é para volumes,
e quaisquer estatisticas que os relatérios do Data Infrastructure Insights sdo derivados das estatisticas
sobre volumes

Configuragao

Campo Descrigao

Endereco IP de gerenciamento de matriz Nome de dominio totalmente qualificado (FQDN) ou
endereco IP de gerenciamento de matriz.

Nome de usuario Nome de usuario para o array

Senha Senha para o array

Configuragao avangada

Campo Descricéo

Porta Porta usada pela APl REST do Nimble. O padrao é
5392.

Intervalo de pesquisa de inventario (min) Intervalo entre pesquisas de inventario. O padrao é
60 minutos.

Observacgao: o intervalo de pesquisa de desempenho padrao € de 300 segundos e nao pode ser alterado.
Este é o unico intervalo suportado pelo HPE Alletra 6000.
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