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NetApp

Coletor de dados NetApp Cloud Volumes ONTAP

Este coletor de dados oferece suporte a coleta de inventario de configuragdes do Cloud

Volumes ONTAP .

Configuragao

Campo
Endereco IP de gerenciamento da NetApp
Nome de usuario

Senha

Configuragao avangada

Campo

Tipo de conexéao

Substituir porta de comunicagéao

Intervalo de pesquisa de inventario (min)
Contagem de threads simultanea de inventario
Forgar TLS para HTTPS

Pesquisar Netgroups Automaticamente

Expanséao do Netgroup

Tempo limite de leitura HTTP em segundos
Respostas de forga como UTF-8

Intervalo de pesquisa de desempenho (min)
Contagem de threads simultaneos de desempenho

Coleta Avangada de Dados de Contagem

Solugéao de problemas

Descrigdo
Endereco IP para Cloud Volumens ONTAP
Nome de usuario para Cloud Volumes ONTAP

Senha para o usuario acima

Descrigao

HTTPS recomendado. Também mostra a porta
padrao.

Porta a ser usada se nao for padréo.

O padrao é 60 minutos.

Numero de threads simultaneos.
Forcar TLS sobre HTTPS

Pesquisar Netgroups Automaticamente
Selecione Shell ou Arquivo

O padrao ¢é 30 segundos

Respostas de forga como UTF-8

O padrao é 900 segundos.

Numero de threads simultaneos.

Marque esta opgao para que o Data Infrastructure
Insights colete as métricas avangadas da lista abaixo.

Informacgdes adicionais sobre este Coletor de Dados podem ser encontradas em"Apoiar" pagina ou no"Matriz

de Suporte ao Coletor de Dados" .

Coletor de dados NetApp ONTAP AFX

Este coletor de dados adquire inventario, logs de EMS e dados de desempenho de
sistemas de armazenamento que executam o ONTAP 9.16.0 e superior usando


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

chamadas de AP| REST.

Requisitos
A seguir estdo os requisitos para configurar e usar este coletor de dados:

* Vocé deve ter acesso a uma conta de usuario com o nivel de acesso necessario. Observe que permissoes
de administrador sdo necessarias ao criar um novo usuario/funcao REST.

> Funcionalmente, o Data Infrastructure Insights faz principalmente solicitagées de leitura, mas algumas
permissdes de gravagao sdo necessarias para que o Data Infrastructure Insights se registre no array
ONTAP . Veja a Nota sobre permissées logo abaixo.

* ONTAP versao 9.16.0 ou superior.
* Requisitos da porta: 443

Uma nota sobre permissoes

Como varios painéis ONTAP do Data Infrastructure Insights dependem de contadores ONTAP avangados,
vocé deve manter Habilitar coleta avancada de dados de contadores ativado na segao Configuragéo
avancgada do coletor de dados.

Para criar uma conta local para o Data Infrastructure Insights no nivel do cluster, faga login no ONTAP com o
nome de usuario/senha do Administrador de gerenciamento do cluster e execute os seguintes comandos no
servidor ONTAP :

1. Antes de comegar, vocé deve estar conectado ao ONTAP com uma conta de Administrador e os
comandos de nivel de diagndstico devem estar habilitados.

2. Recupere o nome do vserver que € do tipo admin. Vocé usara esse nome em comandos subsequentes.

vserver show -type admin
Crie uma funcdo usando os seguintes comandos:

security login rest-role create -role {role name} -api /api -access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver
{vserver name as retrieved above}

security login create -user-or-group-name {username} -application http
-—authentication-method password -role {role name}

3. Crie o usuario somente leitura usando o seguinte comando. Depois de executar o comando create, vocé
sera solicitado a digitar uma senha para este usuario.

security login create -username ci user -application http
—authentication-method password -role ci readonly



Se a conta AD/LDAP for usada, o comando deve ser

security login create -user-or-group-name DOMAIN\aduser/adgroup
-application http -authentication-method domain -role ci readonly
A funcdo e o login do usuario resultantes serdo semelhantes aos seguintes.
Sua producdo real pode variar:

security login rest-role show -vserver <vserver name> -role restRole

Role Access
Vserver Name APT Level
<vserver name> restRole /api readonly
/api/cluster/agents all

2 entries were displayed.

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none
Migracao

Para migrar de um coletor de dados ONTAP (ontapi) anterior para o coletor ONTAP REST mais recente, faca

0 seguinte:

1. Adicione o coletor REST. E recomendavel inserir informagdes para um usudrio diferente daquele
configurado para o coletor anterior. Por exemplo, use o usuario indicado na segédo Permissdes acima.

2. Pause o coletor anterior para que ele ndo continue coletando dados.

3. Deixe o novo coletor REST adquirir dados por pelo menos 30 minutos. Ignore quaisquer dados durante

esse periodo que nao parecam "normais".

4. Apos o periodo de descanso, vocé devera ver seus dados se estabilizarem a medida que o coletor REST

continua a aquisigao.

Vocé pode usar o mesmo processo para retornar ao coletor anterior, se desejar.

Configuracgao



Campo

Endereco IP de gerenciamento ONTAP

Nome de usuario ONTAP REST
Senha ONTAP REST

Configuragao avangada

Campo
Intervalo de pesquisa de inventario (min)
Intervalo de pesquisa de desempenho (seg)

Coleta Avangada de Dados de Contagem
Habilitar coleta de eventos EMS

Intervalo de pesquisa EMS (seg)

Terminologia

Descrigdo

Endereco IP ou nome de dominio totalmente
qualificado do cluster NetApp . Deve ser IP/[FQDN de
gerenciamento de cluster.

Nome de usuario para cluster NetApp

Senha para cluster NetApp

Descrigao
O padrao é 60 minutos.
O padrao é 60 segundos.

Selecione esta opgao para incluir dados do contador
avancado ONTAP nas pesquisas. Ativado por padrao.

Selecione esta opgao para incluir dados de eventos
de log do ONTAP EMS. Ativado por padrao.

O padrao ¢é 60 segundos.

O Data Infrastructure Insights adquire dados de inventario, logs e desempenho do coletor de dados ONTAP .
Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para o ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo
Conjunto

N6

Volume/ FlexVol/ FlexGroup
Qtree/FlexTree

Balde S3

StoragePod/Zona de Disponibilidade de
Armazenamento

Compartilhar
Contingente

SVM (Maquina Virtual de Armazenamento)

Termo de Data Infrastructure Insights
Armazenar

N6 de armazenamento

Volume interno

Qtree (tipo: Explixit/Padrao)

Qtree (tipo: Bucket)

Pool de armazenamento

Compartilhar
Contingente

Maquina Virtual de Armazenamento

Terminologia de gerenciamento de dados ONTAP

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos de armazenamento do ONTAP Data Management. Muitos desses termos também se aplicam a outros

coletores de dados.



Armazenar

* Modelo — Uma lista delimitada por virgulas de nomes exclusivos e discretos de modelos de nds dentro
deste cluster. Se todos os nos nos clusters forem do mesmo tipo de modelo, apenas um nome de modelo
aparecera.

* Fornecedor — o mesmo nome de fornecedor que vocé veria se estivesse configurando uma nova fonte de
dados.

* Numero de série — O UUID da matriz
I[P — geralmente sera o(s) IP(s) ou nome(s) de host conforme configurado na fonte de dados.
* Versao do microcédigo — firmware.

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua
fungéo.

+ Laténcia — uma representacéo do que as cargas de trabalho do host estdo enfrentando, tanto em leituras
quanto em gravagdes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes internos
individuais.

» Taxa de transferéncia — agregada de volumes internos. Gerenciamento — pode conter um hiperlink para a
interface de gerenciamento do dispositivo. Criado programaticamente pela fonte de dados do Data
Infrastructure Insights como parte do relatorio de inventario.

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatério.

* Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Agregado” ou
“Grupo RAID”.

* N6 — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um no de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino.

« Utiliza Flash Pool — Valor Sim/Nao — este pool baseado em SATA/SAS tem SSDs usados para aceleragao
de cache?

* Redundéancia — nivel RAID ou esquema de protecédo. RAID_DP é paridade dupla, RAID_TP é paridade
tripla.

» Capacidade — os valores aqui sao a capacidade logica utilizada, a capacidade utilizavel e a capacidade
I6gica total, além da porcentagem utilizada entre elas.

» Capacidade superalocada — Se, ao usar tecnologias de eficiéncia, vocé tiver alocado uma soma total de
capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento, o
valor percentual aqui sera maior que 0%.

» Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots. ONTAP em
configuragées MetroCluster provavelmente exibira isso, enquanto outras configuragdes ONTAP sao
Menos propensas a isso.

 Utilizagdo — um valor percentual que mostra a maior porcentagem de ocupacao de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizagdo do disco ndo tem
necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a
reconstrug¢des de disco, atividades de desduplicagéo, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementacdes de replicacao de matrizes podem direcionar a utilizagao do
disco sem serem exibidas como volume interno ou carga de trabalho de volume.



* IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de
armazenamento. Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que
contribuem com capacidade para esse pool de armazenamento.

N6 de armazenamento

* Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatdrio.

» Parceiro HA — em plataformas onde um no fara failover para apenas um outro n6, geralmente sera visto
aqui.

» Estado — saude do né6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados.

* Modelo — nome do modelo do né.

* Versao — nome da verséo do dispositivo.

* NUmero de série — O numero de série do no.
* Memoéria — memoria base 2, se disponivel.

 Utilizacdo — No ONTAP, este é um indice de estresse do controlador de um algoritmo proprietario. Em
cada pesquisa de desempenho, um numero entre 0 e 100% sera relatado, que € o maior entre a
contencao de disco WAFL ou a utilizagao média da CPU. Se vocé observar valores sustentados > 50%,
isso é indicativo de subdimensionamento — possivelmente um controlador/né ndo grande o suficiente ou
discos giratérios insuficientes para absorver a carga de trabalho de gravagao.

* |OPS — Derivado diretamente de chamadas REST ONTAP no objeto de né.
 Laténcia — Derivada diretamente de chamadas REST ONTAP no objeto de né.
» Taxa de transferéncia — Derivada diretamente de chamadas REST ONTAP no objeto de né.

* Processadores — contagem de CPU.

Métricas de poténcia ONTAP

Varios modelos ONTAP fornecem métricas de energia para o Data Infrastructure Insights que podem ser
usadas para monitoramento ou alertas. As listas de modelos suportados e nao suportados abaixo ndo sédo
abrangentes, mas devem fornecer alguma orientacéo; em geral, se um modelo estiver na mesma familia de
um na lista, o suporte deve ser o mesmo.

Modelos suportados:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Modelos n&o suportados:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Solugao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:



Problema:

Ao tentar criar um coletor de dados ONTAP REST, um
erro como o seguinte é visto: Configuragao:
10.193.70.14: API ONTAP REST em 10.193.70.14
nao esta disponivel: 10.193.70.14 falhou ao GET
[api/cluster: 400 Solicitacéo invalida

Vejo métricas vazias ou "0" onde o coletor ONTAP
ontapi mostra dados.

Experimente isto:

Isso provavelmente se deve a um array ONTAP mais
antigo (por exemplo, ONTAP 9.6), que nao tem
recursos de API REST. ONTAP 9.14.1 é a versao
minima do ONTAP suportada pelo coletor ONTAP
REST. Respostas "400 Bad Request" devem ser
esperadas em versoes pré-REST ONTAP . Para
versdes do ONTAP que oferecem suporte a REST,
mas nao sao 9.14.1 ou posterior, vocé pode ver a
seguinte mensagem semelhante: Configuragao:
10.193.98.84: AAPI REST do ONTAP em
10.193.98.84 nao esta disponivel: 10.193.98.84: A
API REST do ONTAP em 10.193.98.84 esta
disponivel: cheryl5-cluster-2 9.10.1 a3cb3247-3d3c-
11ee-8ff3-005056b364a7, mas ndo é da versao
minima 9.14.1.

O ONTAP REST néo relata métricas que sdo usadas
internamente somente no sistema ONTAP . Por
exemplo, os agregados do sistema n&o serao
coletados pelo ONTAP REST, apenas SVMs do tipo
"dados" serdo coletados. Outros exemplos de
meétricas ONTAP REST que podem relatar dados zero
ou vazios: InternalVolumes: REST néo relata mais
vol0. Agregados: REST néo relata mais aggrO.
Armazenamento: a maioria das métricas é um
acumulo das métricas de Volume Interno e sera
impactada pelas métricas acima. Maquinas virtuais de
armazenamento: REST nao relata mais SVMs de
tipos diferentes de 'dados' (por exemplo, ‘cluster’,
'mgmt’, 'node’). Vocé também pode notar uma
mudancga na aparéncia dos graficos que contém
dados, devido a alteragdo no periodo de pesquisa de
desempenho padréao de 15 minutos para 5 minutos.
Pesquisas mais frequentes significam mais pontos de
dados para plotar.

Informagdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Coletor de dados NetApp ONTAP ASA r2 (All-SAN Array)

Este coletor de dados adquire inventario, logs de EMS e dados de desempenho de
sistemas de armazenamento que executam o ONTAP 9.16.0 e superior usando

chamadas de API REST.

Requisitos

A seguir estdo os requisitos para configurar e usar este coletor de dados:

» Vocé deve ter acesso a uma conta de usuario com o nivel de acesso necessario. Observe que permissoes
de administrador s&o necessarias ao criar um novo usuario/funcao REST.


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

> Funcionalmente, o Data Infrastructure Insights faz principalmente solicitagées de leitura, mas algumas
permissdes de gravagao sdo necessarias para que o Data Infrastructure Insights se registre no array
ONTAP . Veja a Nota sobre permissées logo abaixo.

* ONTAP versao 9.16.0 ou superior.
* Requisitos da porta: 443

(D ASA R2 denota os modelos de ultima geragéo da plataforma de armazenamento ONTAP ASA .
Isso inclui modelos de matriz ASA A1K, A90, A70, A50, A30 e A20.

Para todos os sistemas ASA de geragdes anteriores, use 0"DESCANSO ONTAP" coletor.

Uma nota sobre permissoes

Como varios painéis ONTAP do Data Infrastructure Insights dependem de contadores ONTAP avangados,
vocé deve manter Habilitar coleta avancada de dados de contadores ativado na segao Configuragéo
avancada do coletor de dados.

Para criar uma conta local para o Data Infrastructure Insights no nivel do cluster, faga login no ONTAP com o
nome de usuario/senha do Administrador de gerenciamento do cluster e execute os seguintes comandos no
servidor ONTAP :

1. Antes de comegar, vocé deve estar conectado ao ONTAP com uma conta de Administrador e os
comandos de nivel de diagnostico devem estar habilitados.

2. Recupere o nome do vserver que € do tipo admin. Vocé usara esse nome em comandos subsequentes.

vserver show -type admin

Crie uma funcdo usando os seguintes comandos:

security login rest-role create -role {role name} -api /api —-access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver
{vserver name as retrieved above}

security login create -user-or-group-name {username} -application http
-authentication-method password -role {role name}

3. Crie o usuario somente leitura usando o seguinte comando. Depois de executar o comando create, vocé
sera solicitado a digitar uma senha para este usuario.

security login create -username ci user -application http
—authentication-method password -role ci readonly

Se a conta AD/LDAP for usada, o comando deve ser


task_dc_na_ontap_rest.html

security login create -user-or-group-name DOMAIN\aduser/adgroup
—application http -authentication-method domain -role ci readonly
A funcdo e o login do usudrio resultantes serdo semelhantes aos seguintes.
Sua producdo real pode variar:

security login rest-role show -vserver <vserver name> -role restRole

Role Access
Vserver Name APIT Level
<vserver name> restRole /api readonly
/api/cluster/agents all

2 entries were displayed.

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none
Migracao

Para migrar de um coletor de dados ONTAP (ontapi) anterior para o coletor ONTAP REST mais recente, faca
0 seguinte:

1.

Adicione o coletor REST. E recomendavel inserir informacdes para um usudrio diferente daquele
configurado para o coletor anterior. Por exemplo, use o usuario indicado na sec¢ao Permissbes acima.

Pause o coletor anterior para que ele ndo continue coletando dados.

Deixe o novo coletor REST adquirir dados por pelo menos 30 minutos. Ignore quaisquer dados durante
esse periodo que nao paregam "normais”.

Apds o periodo de descanso, vocé devera ver seus dados se estabilizarem a medida que o coletor REST
continua a aquisigao.

Vocé pode usar o mesmo processo para retornar ao coletor anterior, se desejar.

Configuracao



Campo

Endereco IP de gerenciamento ONTAP

Nome de usuario ONTAP REST
Senha ONTAP REST

Configuragao avangada

Campo
Intervalo de pesquisa de inventario (min)
Intervalo de pesquisa de desempenho (seg)

Coleta Avangada de Dados de Contagem
Habilitar coleta de eventos EMS

Intervalo de pesquisa EMS (seg)

Terminologia

Descrigdo

Endereco IP ou nome de dominio totalmente
qualificado do cluster NetApp . Deve ser IP/[FQDN de
gerenciamento de cluster.

Nome de usuario para cluster NetApp

Senha para cluster NetApp

Descrigao
O padrao é 60 minutos.
O padrao é 60 segundos.

Selecione esta opgao para incluir dados do contador
avancado ONTAP nas pesquisas. Ativado por padrao.

Selecione esta opgao para incluir dados de eventos
de log do ONTAP EMS. Ativado por padrao.

O padrao ¢é 60 segundos.

O Data Infrastructure Insights adquire dados de inventario, logs e desempenho do coletor de dados ONTAP .
Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para o ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo
Disco

Grupo de ataque

Conjunto

N6

Agregar

LUN

Volume

Maquina Virtual de Armazenamento/Vserver

Termo de Data Infrastructure Insights
Disco

Grupo de Discos

Armazenar

N6 de armazenamento

Pool de armazenamento

Volume

Volume interno

Maquina Virtual de Armazenamento

Terminologia de gerenciamento de dados ONTAP

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos de armazenamento do ONTAP Data Management. Muitos desses termos também se aplicam a outros

coletores de dados.
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Armazenar

* Modelo — Uma lista delimitada por virgulas de nomes exclusivos e discretos de modelos de nds dentro
deste cluster. Se todos os nos nos clusters forem do mesmo tipo de modelo, apenas um nome de modelo
aparecera.

* Fornecedor — o mesmo nome de fornecedor que vocé veria se estivesse configurando uma nova fonte de
dados.

* Numero de série — O UUID da matriz
I[P — geralmente sera o(s) IP(s) ou nome(s) de host conforme configurado na fonte de dados.
* Versao do microcédigo — firmware.

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua
fungéo.

+ Laténcia — uma representacéo do que as cargas de trabalho do host estdo enfrentando, tanto em leituras
quanto em gravagdes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes internos
individuais.

» Taxa de transferéncia — agregada de volumes internos. Gerenciamento — pode conter um hiperlink para a
interface de gerenciamento do dispositivo. Criado programaticamente pela fonte de dados do Data
Infrastructure Insights como parte do relatorio de inventario.

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatério.

* Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Agregado” ou
“Grupo RAID”.

* N6 — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um no de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino.

« Utiliza Flash Pool — Valor Sim/Nao — este pool baseado em SATA/SAS tem SSDs usados para aceleragao
de cache?

* Redundéancia — nivel RAID ou esquema de protecédo. RAID_DP é paridade dupla, RAID_TP é paridade
tripla.

» Capacidade — os valores aqui sao a capacidade logica utilizada, a capacidade utilizavel e a capacidade
I6gica total, além da porcentagem utilizada entre elas.

» Capacidade superalocada — Se, ao usar tecnologias de eficiéncia, vocé tiver alocado uma soma total de
capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento, o
valor percentual aqui sera maior que 0%.

» Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots. ONTAP em
configuragées MetroCluster provavelmente exibira isso, enquanto outras configuragdes ONTAP sao
Menos propensas a isso.

 Utilizagdo — um valor percentual que mostra a maior porcentagem de ocupacao de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizagdo do disco ndo tem
necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a
reconstrug¢des de disco, atividades de desduplicagéo, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementacdes de replicacao de matrizes podem direcionar a utilizagao do
disco sem serem exibidas como volume interno ou carga de trabalho de volume.
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* IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de
armazenamento. Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que
contribuem com capacidade para esse pool de armazenamento.

N6 de armazenamento

* Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatdrio.

» Parceiro HA — em plataformas onde um no fara failover para apenas um outro n6, geralmente sera visto
aqui.

» Estado — saude do né6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados.

* Modelo — nome do modelo do né.

* Versao — nome da verséo do dispositivo.

* NUmero de série — O numero de série do no.
* Memoéria — memoria base 2, se disponivel.

 Utilizacdo — No ONTAP, este é um indice de estresse do controlador de um algoritmo proprietario. Em
cada pesquisa de desempenho, um numero entre 0 e 100% sera relatado, que € o maior entre a
contencao de disco WAFL ou a utilizagao média da CPU. Se vocé observar valores sustentados > 50%,
isso é indicativo de subdimensionamento — possivelmente um controlador/né ndo grande o suficiente ou
discos giratérios insuficientes para absorver a carga de trabalho de gravagao.

* |OPS — Derivado diretamente de chamadas REST ONTAP no objeto de né.
 Laténcia — Derivada diretamente de chamadas REST ONTAP no objeto de né.
» Taxa de transferéncia — Derivada diretamente de chamadas REST ONTAP no objeto de né.

* Processadores — contagem de CPU.

Métricas de poténcia ONTAP

Varios modelos ONTAP fornecem métricas de energia para o Data Infrastructure Insights que podem ser
usadas para monitoramento ou alertas. As listas de modelos suportados e nao suportados abaixo ndo sédo
abrangentes, mas devem fornecer alguma orientacéo; em geral, se um modelo estiver na mesma familia de
um na lista, o suporte deve ser o mesmo.

Modelos suportados:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Modelos n&o suportados:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Solugao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:
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Problema:

Ao tentar criar um coletor de dados ONTAP REST, um
erro como o seguinte é visto: Configuragao:
10.193.70.14: API ONTAP REST em 10.193.70.14
nao esta disponivel: 10.193.70.14 falhou ao GET
[api/cluster: 400 Solicitacéo invalida

Vejo métricas vazias ou "0" onde o coletor ONTAP
ontapi mostra dados.

Experimente isto:

Isso provavelmente se deve a um array ONTAP mais
antigo (por exemplo, ONTAP 9.6), que nao tem
recursos de API REST. ONTAP 9.14.1 é a versao
minima do ONTAP suportada pelo coletor ONTAP
REST. Respostas "400 Bad Request" devem ser
esperadas em versoes pré-REST ONTAP . Para
versdes do ONTAP que oferecem suporte a REST,
mas nao sao 9.14.1 ou posterior, vocé pode ver a
seguinte mensagem semelhante: Configuragao:
10.193.98.84: AAPI REST do ONTAP em
10.193.98.84 nao esta disponivel: 10.193.98.84: A
API REST do ONTAP em 10.193.98.84 esta
disponivel: cheryl5-cluster-2 9.10.1 a3cb3247-3d3c-
11ee-8ff3-005056b364a7, mas ndo é da versao
minima 9.14.1.

O ONTAP REST néo relata métricas que sdo usadas
internamente somente no sistema ONTAP . Por
exemplo, os agregados do sistema n&o serao
coletados pelo ONTAP REST, apenas SVMs do tipo
"dados" serdo coletados. Outros exemplos de
meétricas ONTAP REST que podem relatar dados zero
ou vazios: InternalVolumes: REST néo relata mais
vol0. Agregados: REST néo relata mais aggrO.
Armazenamento: a maioria das métricas é um
acumulo das métricas de Volume Interno e sera
impactada pelas métricas acima. Maquinas virtuais de
armazenamento: REST nao relata mais SVMs de
tipos diferentes de 'dados' (por exemplo, ‘cluster’,
'mgmt’, 'node’). Vocé também pode notar uma
mudancga na aparéncia dos graficos que contém
dados, devido a alteragdo no periodo de pesquisa de
desempenho padréao de 15 minutos para 5 minutos.
Pesquisas mais frequentes significam mais pontos de
dados para plotar.

Informagdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Coletor de dados do software de gerenciamento de dados

NetApp ONTAP

Este coletor de dados adquire dados de inventario e desempenho de sistemas de
armazenamento que executam o ONTAP usando chamadas de APl somente leitura de
uma conta ONTAP . Este coletor de dados também cria um registro no registro do

aplicativo de cluster para acelerar o suporte.

Terminologia

O Data Infrastructure Insights adquire dados de inventario e desempenho do coletor de dados ONTAP . Para
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cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para o ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
Disco Disco

Grupo de ataque Grupo de Discos

Conjunto Armazenar

N6 N6 de armazenamento

Agregar Pool de armazenamento

LUN Volume

Volume Volume interno

Terminologia de gerenciamento de dados ONTAP

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos de armazenamento do ONTAP Data Management. Muitos desses termos também se aplicam a outros
coletores de dados.

Armazenar

* Modelo — Uma lista delimitada por virgulas de nomes exclusivos e discretos de modelos de nés dentro
deste cluster. Se todos os nos nos clusters forem do mesmo tipo de modelo, apenas um nome de modelo
aparecera.

» Fornecedor — 0 mesmo nome de fornecedor que vocé veria se estivesse configurando uma nova fonte de
dados.

* Numero de série — O numero de série do array. Em sistemas de armazenamento de arquitetura de cluster,
como o ONTAP Data Management, esse numero de série pode ser menos util do que os niumeros de série
individuais dos “N6s de Armazenamento”.

 IP — geralmente sera o(s) IP(s) ou nome(s) de host conforme configurado na fonte de dados.
* Versao do microcédigo — firmware.

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua
funcao.

+ Laténcia — uma representacéo do que as cargas de trabalho do host estédo enfrentando, tanto em leituras
quanto em gravacgoes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes internos
individuais.

« Taxa de transferéncia — agregada de volumes internos. Gerenciamento — pode conter um hiperlink para a
interface de gerenciamento do dispositivo. Criado programaticamente pela fonte de dados do Data
Infrastructure Insights como parte do relatorio de inventario.

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatério.

* Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Agregado” ou
“Grupo RAID”.
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N6 — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um no de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino.

Utiliza Flash Pool — Valor Sim/N&o — este pool baseado em SATA/SAS tem SSDs usados para aceleragéo
de cache?

Redundéncia — nivel RAID ou esquema de protecédo. RAID_DP é paridade dupla, RAID_TP é paridade
tripla.

Capacidade — os valores aqui sdo a capacidade légica utilizada, a capacidade utilizavel e a capacidade
l6gica total, além da porcentagem utilizada entre elas.

Capacidade superalocada — Se, ao usar tecnologias de eficiéncia, vocé tiver alocado uma soma total de
capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento, o
valor percentual aqui sera maior que 0%.

Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots. ONTAP em
configuragées MetroCluster provavelmente exibira isso, enquanto outras configuragdes ONTAP sao
Menos propensas a isso.

Utilizagdo — um valor percentual que mostra a maior porcentagem de ocupacéo de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizagdo do disco ndo tem
necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a
reconstru¢des de disco, atividades de desduplicagéo, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementacdes de replicacdo de matrizes podem direcionar a utilizagao do
disco sem serem exibidas como volume interno ou carga de trabalho de volume.

IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de
armazenamento. Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que
contribuem com capacidade para esse pool de armazenamento.

N6 de armazenamento

Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatorio.

Parceiro HA — em plataformas onde um né fara failover para apenas um outro no, geralmente sera visto
aqui.

Estado — saude do n6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados.

Modelo — nome do modelo do né.

Versao — nome da versao do dispositivo.
Numero de série — O numero de série do no.
Memodria — memoaria base 2, se disponivel.

Utilizacdo — No ONTAP, este € um indice de estresse do controlador de um algoritmo proprietario. Em
cada pesquisa de desempenho, um numero entre 0 e 100% sera relatado, que é o maior entre a
contencao de disco WAFL ou a utilizagao média da CPU. Se vocé observar valores sustentados > 50%,
isso é indicativo de subdimensionamento — possivelmente um controlador/né ndo grande o suficiente ou
discos giratérios insuficientes para absorver a carga de trabalho de gravacgao.

IOPS — Derivado diretamente de chamadas ONTAP ZAPI no objeto de né.
Laténcia — Derivada diretamente de chamadas ONTAP ZAPI no objeto de né.
Taxa de transferéncia — Derivado diretamente de chamadas ONTAP ZAPI no objeto de né.

Processadores — contagem de CPU.
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Requisitos

A seguir estao os requisitos para configurar e usar este coletor de dados:

» Vocé deve ter acesso a uma conta de administrador configurada para chamadas de APl somente leitura.

» Os detalhes da conta incluem nome de usuario e senha.

* Requisitos de porta: 80 ou 443

* Permissdes da conta:

> Nome da funcdo somente leitura para o aplicativo ontapi no Vserver padrao

> Vocé pode precisar de permissdes de gravagao opcionais adicionais. Veja a Nota sobre permissoes

abaixo.
* Requisitos da licenga ONTAP :

o Licenca FCP e volumes mapeados/mascarados necessarios para descoberta de canal de fibra

Requisitos de permissao para coletar métricas do switch ONTAP

O Data Infrastructure Insights tem a capacidade de coletar dados de switch de cluster ONTAP como uma
opgéao no coletorConfiguragao avangada configuragdes. Além de habilitar isso no coletor Data Infrastructure
Insights , vocé também deve *configurar o proprio sistema ONTAP * para fornecer"informacoes de troca" , e
garantir a corretapermissoes sao definidos para permitir que os dados do switch sejam enviados ao Data

Infrastructure Insights.

Configuracao

Campo

IP de gerenciamento da NetApp

Nome de usuario

Senha

Configuracao avangada

Campo

Tipo de conexao
Substituir porta de comunicagao

Intervalo de pesquisa de inventario (min)
Para TLS para HTTPS

Pesquisar Netgroups Automaticamente
Expanséo do Netgroup

Tempo limite de leitura HTTP em segundos
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Descrigao

Endereco IP ou nome de dominio totalmente
qualificado do cluster NetApp

Nome de usuario para cluster NetApp

Senha para cluster NetApp

Descrigao

Escolha HTTP (porta padrao 80) ou HTTPS (porta
padréao 443). O padréo € HTTPS

Especifique uma porta diferente se nao quiser usar a
porta padrao

O padrao é 60 minutos.
Permitir somente TLS como protocolo ao usar HTTPS

Habilitar pesquisas automaticas de netgroup para
regras de politica de exportagao

Estratégia de expanséo do Netgroup. Escolha file ou
shell. O padréao é shell.

O padrao ¢é 30


https://docs.netapp.com/us-en/ontap-cli-98/system-switch-ethernet-create.html

Campo Descrigcao

Respostas de forgca como UTF-8 Forca o codigo do coletor de dados a interpretar as
respostas da CLI como sendo em UTF-8

Intervalo de pesquisa de desempenho (seg) O padrao é 900 segundos.

Coleta Avangada de Dados de Contagem Habilitar integragcado ONTAP . Selecione esta opgao

para incluir dados do contador avancado ONTAP nas
pesquisas. Escolha os contadores desejados na lista.

Métricas de troca de cluster Permitir que o Data Infrastructure Insights colete
dados de switch de cluster. Observe que, além de
habilitar isso no lado do Data Infrastructure Insights ,
vocé também deve configurar o sistema ONTAP para
fornecer"informacgdes de troca" , e garantir a
corretapermissoes séo definidos para permitir que os
dados do switch sejam enviados ao Data
Infrastructure Insights. Veja "Uma nota sobre
permissdes" abaixo.

Métricas de poténcia ONTAP

Varios modelos ONTAP fornecem métricas de energia para o Data Infrastructure Insights que podem ser
usadas para monitoramento ou alertas.

Essas listas ndo séo abrangentes e estao sujeitas a alteragdées. Em geral, se um modelo estiver

@ na mesma familia de um da lista, o suporte devera ser o mesmo, mas néo ha garantia de que
isso acontecga. Se vocé nao tiver certeza se seu modelo suporta métricas de energia, entre em
contato com o suporte do ONTAP .

Modelos suportados:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Modelos n&o suportados:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Uma nota sobre permissoes

Como varios painéis ONTAP do Data Infrastructure Insights dependem de contadores ONTAP avangados,
vocé deve habilitar Coleta avangada de dados de contadores na se¢ao Configuragdo avangada do coletor
de dados.

Vocé também deve garantir que a permissao de gravagdo na APl ONTAP esteja habilitada. Isso normalmente
requer uma conta no nivel do cluster com as permissdes necessarias.

Para criar uma conta local para o Data Infrastructure Insights no nivel do cluster, faga login no ONTAP com o
nome de usuario/senha do Administrador de gerenciamento do cluster e execute os seguintes comandos no
servidor ONTAP :

1. Antes de comegar, vocé deve estar conectado ao ONTAP com uma conta de Administrador e os
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comandos de nivel de diagndstico devem estar habilitados.

2. Crie uma fungéo somente leitura usando os seguintes comandos.

security login role create -role ci readonly -cmddirname DEFAULT -access
readonly

security login role create -role ci readonly -cmddirname security
—access readonly

security login role create -role ci readonly -access all -cmddirname
{cluster application-record create}

3. Crie o usuario somente leitura usando o seguinte comando. Depois de executar o comando create, vocé
sera solicitado a digitar uma senha para este usuario.

security login create -username ci user -application ontapi
—authentication-method password -role ci readonly

Se a conta AD/LDAP for usada, o comando deve ser

security login create -user-or-group-name DOMAIN\aduser/adgroup
—application ontapi -authentication-method domain -role ci readonly
Se vocé estiver coletando dados de switch de cluster:

security login rest-role create -role ci readonly rest -api
/api/network/ethernet -access readonly

security login create -user-or-group-name ci user -application http
—authmethod password -role ci readonly rest

A funcéo e o login do usuario resultantes serdo semelhantes aos seguintes. Sua produgéo real pode variar:

Role Command/ Access

Vserver Name Directory Query Level
clusterl ci readonly DEFAULT read only
clusterl ci readonly security readonly
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clusterl:security login> show

Vserver: clusterl

Authentication Acct

UserName Application Method Role Name Locked

ci user ontapi password ci readonly no

Se o controle de acesso ONTAP néo estiver definido corretamente, as chamadas REST do

Data Infrastructure Insights poderéao falhar, resultando em lacunas nos dados do dispositivo. Por
@ exemplo, se vocé o tiver habilitado no coletor do Data Infrastructure Insights, mas nao tiver

configurado as permissdes no ONTAP, a aquisi¢ao falhara. Além disso, se a fungao estiver

definida anteriormente no ONTAP e vocé estiver adicionando os recursos da API Rest,

certifique-se de que http seja adicionado a fungéao.

Solucgao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema: Experimente isto:

Receber resposta HTTP 401 ou codigo de erro ZAPI  Verifique o nome de usuario e a senha, além dos
13003 e ZAPI retorna “Privilégios insuficientes” ou privilégios/permissdes do usuario.
“nao autorizado para este comando”

A versao do cluster é < 8.1 A versao minima suportada do cluster é 8.1. Atualize
para a versao minima suportada.

ZAPI retorna "a fungao do cluster néo € cluster_mgmt A AU precisa se comunicar com o IP de
LIF" gerenciamento do cluster. Verifique o IP e altere para
um IP diferente, se necessario

Erro: “Os filtros de modo 7 ndo sao suportados” Isso pode acontecer se vocé usar este coletor de
dados para descobrir o filtro de modo 7. Altere o IP
para apontar para o cluster cdot.

O comando ZAPI falha apos nova tentativa AU tem problema de comunicacao com o cluster.
Verifique a rede, o numero da porta e o endereco IP.
O usuario também deve tentar executar um comando
da linha de comando da maquina AU.

AU falhou ao conectar ao ZAPI via HTTP Verifique se a porta ZAPI aceita texto simples. Se o
AU tentar enviar texto simples para um soquete SSL,
a comunicacao falhara.

Falha na comunicagdo com SSLException AU esta tentando enviar SSL para uma porta de texto
simples em um arquivador. Verifique se a porta ZAPI
aceita SSL ou use uma porta diferente.
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Problema:

Erros de conexéo adicionais: a resposta ZAPI tem o
codigo de erro 13001, “o banco de dados nao esta
aberto”. O cédigo de erro ZAPI é 60 e a resposta
contém “a APl nao terminou no prazo”. A resposta
ZAPI| contém “initialize_session() retornou um
ambiente NULL”. O codigo de erro ZAPI é 14007 e a
resposta contém “o né nao esta integro”.

Desempenho

Problema:

Erro “Falha ao coletar desempenho do ZAP/I”

Experimente isto:

Verifique a rede, o numero da porta e o endereco IP.
O usuario também deve tentar executar um comando
da linha de comando da maquina AU.

Experimente isto:

Isso geralmente ocorre porque o perf stat ndo esta

em execucgao. Tente o seguinte comando em cada né:
> system node systemshell -node * -command “spmctl
-h cmd —stop,; spmctl -h cmd —exec”

Informagdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Coletor de dados NetApp ONTAP REST

Este coletor de dados adquire inventario, logs de EMS e dados de desempenho de
sistemas de armazenamento que executam o ONTAP 9.14.1 e superior usando
chamadas de API REST. Para sistemas ONTAP em versdes anteriores, use o tipo de
coletor "NetApp ONTAP Data Management Software" baseado em ZAPI.

O coletor ONTAP REST pode ser usado como um substituto para o coletor anterior baseado em

@ ONTAPI. Dessa forma, pode haver diferengcas nas métricas coletadas ou relatadas. Para obter
mais informagdes sobre as diferengas entre ONTAPI e REST, consulte 0"Mapeamento ONTAP
9.14.1 ONTAPI para REST" documentagéo.

Requisitos

A seguir estdo os requisitos para configurar e usar este coletor de dados:

* Vocé deve ter acesso a uma conta de usuario com o nivel de acesso necessario. Observe que permissoes
de administrador sdo necessarias ao criar um novo usuario/fungdo REST.

> Funcionalmente, o Data Infrastructure Insights faz principalmente solicitagbes de leitura, mas algumas
permissdes de gravagao sao necessarias para que o Data Infrastructure Insights se registre no array
ONTAP . Veja a Nota sobre permissées logo abaixo.

* ONTAP verséo 9.14.1 ou superior.
* Requisitos da porta: 443

* Observe que as métricas do Fpolicy ndo sdo suportadas no coletor ONTAP REST (os coletores de dados
do Workload Security usam servidores FPolicy, e as métricas FPolicy permitem monitorar a atividade de
coleta de dados do Workload Security). Para dar suporte as métricas do Fpolicy, use o "Gerenciamento de

Dados ONTAP" coletor.
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Uma nota sobre permissoes

Como varios painéis ONTAP do Data Infrastructure Insights dependem de contadores ONTAP avangados,
vocé deve manter Habilitar coleta avancada de dados de contadores ativado na segao Configuragéao
avancada do coletor de dados.

Para criar uma conta local para o Data Infrastructure Insights no nivel do cluster, faga login no ONTAP com o
nome de usuario/senha do Administrador de gerenciamento do cluster e execute os seguintes comandos no
servidor ONTAP :

1. Antes de comegar, vocé deve estar conectado ao ONTAP com uma conta de Administrador e os
comandos de nivel de diagndstico devem estar habilitados.

2. Recupere o nome do vserver que € do tipo admin. Vocé usara esse nome em comandos subsequentes.

vserver show -type admin

Crie uma funcdo usando os seguintes comandos:

security login rest-role create -role {role name} -api /api -access
readonly

security login rest-role create -role {role name} -api
/api/cluster/agents -access all

vserver services web access create -name spi -role {role name} -vserver

{vserver name as retrieved above}

3. Crie o usuario somente leitura usando o seguinte comando. Depois de executar o comando create, vocé
sera solicitado a digitar uma senha para este usuario. Observe que no comando a seguir mostramos a
funcao definida como ci_readonly. Se vocé criar uma fungdo com nome diferente na etapa 3 acima, use
esse nome de funcdo personalizado.

security login create -user-or-group-name {username} -application http
—authentication-method password -role {role name}
Se a conta AD/LDAP for usada, o comando deve ser

security login create -user-or-group-name DOMAIN\aduser/adgroup
—application http -authentication-method domain -role ci readonly
A funcgdo e o login do usuario resultantes serdo semelhantes aos
seguintes. Sua producdo real pode variar:
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security login rest-role show -vserver <vserver name> -role restRole

Role Access
Vserver Name API Level
<vserver name> restRole /api readonly
/api/cluster/agents all

2 entries were displayed.

security login show -vserver <vserver name> -user-or-group-name restUser

Vserver: <vserver name>

Second
User/Group Authentication Acct
Authentication
Name Application Method Role Name Locked Method
restUser http password restRole no none

Vocé pode verificar o acesso spi se necessario:

**Vserver:> vserver services web access show -name spi

Vserver Type Service Name Role
<vserver name > admin spi admin
<vserver name > admin spi csrestrole

2 entries were displayed.**

Migracao

Para migrar de um coletor de dados ONTAP (ontapi) anterior para o coletor ONTAP REST mais recente, faca
0 seguinte:

1.

Adicione o coletor REST. E recomendavel inserir informagdes para um usuario diferente daquele
configurado para o coletor anterior. Por exemplo, use o usuario indicado na se¢ao Permissbes acima.

2. Pause o coletor anterior para que ele ndo continue coletando dados.

3. Deixe o novo coletor REST adquirir dados por pelo menos 30 minutos. Ignore quaisquer dados durante

esse periodo que ndo paregam "normais".

4. Apos o periodo de descanso, vocé devera ver seus dados se estabilizarem a medida que o coletor REST

continua a aquisigao.

Vocé pode usar o mesmo processo para retornar ao coletor anterior, se desejar.
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Configuragao

Campo

Endereco IP de gerenciamento ONTAP

Nome de usuario ONTAP REST
Senha ONTAP REST

Configuragao avangada

Campo
Intervalo de pesquisa de inventario (min)
Intervalo de pesquisa de desempenho (seg)

Coleta Avancada de Dados de Contagem
Habilitar coleta de eventos EMS

Intervalo de pesquisa EMS (seg)

Terminologia

Descrigao

Endereco IP ou nome de dominio totalmente
qualificado do cluster NetApp . Deve ser IP/FQDN de
gerenciamento de cluster.

Nome de usuario para cluster NetApp

Senha para cluster NetApp

Descricao
O padrao é 60 minutos.
O padrao é 60 segundos.

Selecione esta opc¢éao para incluir dados do contador
avancado ONTAP nas pesquisas. Ativado por padrao.

Selecione esta opgao para incluir dados de eventos
de log do ONTAP EMS. Ativado por padréo.

O padrao ¢é 60 segundos.

O Data Infrastructure Insights adquire dados de inventario, logs e desempenho do coletor de dados ONTAP .
Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para o ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo
Disco

Grupo de ataque

Conjunto

N6

Agregar

LUN

Volume

Maquina Virtual de Armazenamento/Vserver

Termo de Data Infrastructure Insights
Disco

Grupo de Discos

Armazenar

N6 de armazenamento

Pool de armazenamento

Volume

Volume interno

Maquina Virtual de Armazenamento

Terminologia de gerenciamento de dados ONTAP

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos de armazenamento do ONTAP Data Management. Muitos desses termos também se aplicam a outros

coletores de dados.
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Armazenar

* Modelo — Uma lista delimitada por virgulas de nomes exclusivos e discretos de modelos de nés dentro

deste cluster. Se todos os nos nos clusters forem do mesmo tipo de modelo, apenas um nome de modelo
aparecera.

* Fornecedor — o mesmo nome de fornecedor que vocé veria se estivesse configurando uma nova fonte de

dados.

* Numero de série — O UUID da matriz

I[P — geralmente sera o(s) IP(s) ou nome(s) de host conforme configurado na fonte de dados.

* Versao do microcédigo — firmware.

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua

fungéo.

+ Laténcia — uma representacéo do que as cargas de trabalho do host estdo enfrentando, tanto em leituras

quanto em gravagdes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes internos
individuais.

» Taxa de transferéncia — agregada de volumes internos. Gerenciamento — pode conter um hiperlink para a

interface de gerenciamento do dispositivo. Criado programaticamente pela fonte de dados do Data
Infrastructure Insights como parte do relatorio de inventario.

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatério.

* Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Agregado” ou
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“Grupo RAID”.

N6 — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um no de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino.

Utiliza Flash Pool — Valor Sim/Nao — este pool baseado em SATA/SAS tem SSDs usados para aceleragao
de cache?

Redundéncia — nivel RAID ou esquema de protecédo. RAID_DP é paridade dupla, RAID_TP é paridade
tripla.

Capacidade — os valores aqui sdo a capacidade légica utilizada, a capacidade utilizavel e a capacidade
I6gica total, além da porcentagem utilizada entre elas.

Capacidade superalocada — Se, ao usar tecnologias de eficiéncia, vocé tiver alocado uma soma total de
capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento, o
valor percentual aqui sera maior que 0%.

Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots. ONTAP em
configuragées MetroCluster provavelmente exibira isso, enquanto outras configuragdes ONTAP sao
Menos propensas a isso.

Utilizagdo — um valor percentual que mostra a maior porcentagem de ocupacéo de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizagdo do disco ndo tem
necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a
reconstrug¢des de disco, atividades de desduplicagéo, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementacdes de replicacao de matrizes podem direcionar a utilizagao do
disco sem serem exibidas como volume interno ou carga de trabalho de volume.



* IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de
armazenamento. Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que
contribuem com capacidade para esse pool de armazenamento.

N6 de armazenamento

* Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatdrio.

» Parceiro HA — em plataformas onde um no fara failover para apenas um outro n6, geralmente sera visto
aqui.

» Estado — saude do né6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados.

* Modelo — nome do modelo do né.

* Versao — nome da verséo do dispositivo.

* NUmero de série — O numero de série do no.
* Memoéria — memoria base 2, se disponivel.

 Utilizacdo — No ONTAP, este é um indice de estresse do controlador de um algoritmo proprietario. Em
cada pesquisa de desempenho, um numero entre 0 e 100% sera relatado, que € o maior entre a
contencao de disco WAFL ou a utilizagao média da CPU. Se vocé observar valores sustentados > 50%,
isso é indicativo de subdimensionamento — possivelmente um controlador/né ndo grande o suficiente ou
discos giratérios insuficientes para absorver a carga de trabalho de gravagao.

* |OPS — Derivado diretamente de chamadas REST ONTAP no objeto de né.
 Laténcia — Derivada diretamente de chamadas REST ONTAP no objeto de né.
» Taxa de transferéncia — Derivada diretamente de chamadas REST ONTAP no objeto de né.

* Processadores — contagem de CPU.

Métricas de poténcia ONTAP

Varios modelos ONTAP fornecem métricas de energia para o Data Infrastructure Insights que podem ser
usadas para monitoramento ou alertas. As listas de modelos suportados e nao suportados abaixo ndo sédo
abrangentes, mas devem fornecer alguma orientacéo; em geral, se um modelo estiver na mesma familia de
um na lista, o suporte deve ser o mesmo.

Modelos suportados:

A200 A220 A250 A300 A320 A400 A700 A700s A800 A900 C190 FAS2240-4 FAS2552 FAS2650 FAS2720
FAS2750 FAS8200 FAS8300 FAS8700 FAS9000

Modelos n&o suportados:

FAS2620 FAS3250 FAS3270 FAS500f FAS6280 FAS/ AFF 8020 FAS/ AFF 8040 FAS/ AFF 8060 FAS/ AFF
8080

Solugao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:
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Problema: Experimente isto:

Ao tentar criar um coletor de dados ONTAP REST, um Isso provavelmente se deve a um array ONTAP mais

erro como o seguinte é visto: Configuragao: antigo (por exemplo, ONTAP 9.6), que nao tem

10.193.70.14: API ONTAP REST em 10.193.70.14 recursos de API REST. ONTAP 9.14.1 é a versao

nao esta disponivel: 10.193.70.14 falhou ao GET minima do ONTAP suportada pelo coletor ONTAP

[api/cluster: 400 Solicitacéo invalida REST. Respostas "400 Bad Request" devem ser
esperadas em versoes pré-REST ONTAP . Para
versdes do ONTAP que oferecem suporte a REST,
mas nao sao 9.14.1 ou posterior, vocé pode ver a
seguinte mensagem semelhante: Configuragao:
10.193.98.84: AAPI REST do ONTAP em
10.193.98.84 nao esta disponivel: 10.193.98.84: A
AP| REST do ONTAP em 10.193.98.84 esta
disponivel: cheryl5-cluster-2 9.10.1 a3cb3247-3d3c-
11ee-8ff3-005056b364a7, mas ndo é da versao
minima 9.14.1.

Vejo métricas vazias ou "0" onde o coletor ONTAP O ONTAP REST néo relata métricas que sdo usadas

ontapi mostra dados. internamente somente no sistema ONTAP . Por
exemplo, os agregados do sistema n&o serao
coletados pelo ONTAP REST, apenas SVMs do tipo
"dados" serdo coletados. Outros exemplos de
meétricas ONTAP REST que podem relatar dados zero
ou vazios: InternalVolumes: REST néo relata mais
vol0. Agregados: REST néo relata mais aggrO.
Armazenamento: a maioria das métricas é um
acumulo das métricas de Volume Interno e sera
impactada pelas métricas acima. Maquinas virtuais de
armazenamento: REST nao relata mais SVMs de
tipos diferentes de 'dados' (por exemplo, ‘cluster’,
'mgmt’, 'node’). Vocé também pode notar uma
mudancga na aparéncia dos graficos que contém
dados, devido a alteragdo no periodo de pesquisa de
desempenho padréao de 15 minutos para 5 minutos.
Pesquisas mais frequentes significam mais pontos de
dados para plotar.

Informagdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de
Dados" .

NetApp Data ONTAP operando no coletor de dados de 7
modos

Para sistemas de armazenamento que usam o software Data ONTAP operando no Modo
7, use o coletor de dados do Modo 7, que usa a CLI para obter dados de capacidade e
desempenho.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do coletor de dados do NetApp
7-mode. Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para esse ativo. Ao
visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:
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@ Este coletor de dados é"obsoleto" .

Termo de Fornecedor/Modelo
Disco

Grupo de ataque

Arquivador

Arquivador

Agregar

LUN

Volume

Termo de Data Infrastructure Insights
Disco

Grupo de Discos

Armazenar

N6 de armazenamento

Pool de armazenamento

Volume

Volume interno

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os

casos deste coletor de dados.

Requisitos

Vocé precisa do seguinte para configurar e usar este coletor de dados:

* Enderecos IP do controlador de armazenamento FAS e do parceiro.

e Porta 443

* Um nome de usuario e senha de nivel de administrador personalizados para o controlador e o controlador
parceiro com os seguintes recursos de funcao para o 7-Mode:

o "api-*": use isto para permitir que o OnCommand Insight execute todos os comandos da API de

armazenamento da NetApp .

o "login-http-admin": use isto para permitir que 0 OnCommand Insight se conecte ao armazenamento

NetApp via HTTP.

o "security-api-vfiler": use isso para permitir que 0 OnCommand Insight execute comandos da API de
armazenamento NetApp para recuperar informagdes da unidade vFiler.

o "cli-options": use isto para ler as op¢des do sistema de armazenamento.

o "cli-lun": acesse esses comandos para gerenciar LUNs. Exibe o status (caminho do LUN, tamanho,
estado online/offline e estado compartilhado) do LUN ou classe de LUNSs fornecido.

o "cli-df": use isto para exibir o espaco livre em disco.

o "cli-ifconfig": use isto para exibir interfaces e enderegos IP.

Configuragao

Campo

Endereco do sistema de armazenamento

Nome de usuario

Descrigdo

Endereco IP ou nome de dominio totalmente
qualificado para o sistema de armazenamento
NetApp

Nome de usuario para o sistema de armazenamento
NetApp
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Campo Descrigcao

Senha Senha para o sistema de armazenamento NetApp

Endereco do parceiro HA no cluster Endereco IP ou nome de dominio totalmente
qualificado para o Parceiro HA

Nome de usuario do parceiro de HA no cluster Nome de usuario do parceiro HA

Senha do HA Partner Filer no Cluster Senha para o Parceiro HA

Configuragcao avancada

Campo Descrigao

Intervalo de pesquisa de inventario (min) Intervalo entre pesquisas de inventario. O padrao é
20 minutos.

Tipo de conexéo HTTPS ou HTTP, também exibe a porta padrao

Substituir porta de conexao Se estiver em branco, use a porta padrdo no campo

Tipo de conexéo, caso contrario, insira a porta de
conexao a ser usada

Intervalo de pesquisa de desempenho (seg) Intervalo entre pesquisas de desempenho. O padrao
€ 300 segundos.

Conexao de sistemas de armazenamento

Como alternativa ao uso do usuario administrativo padrédo para este coletor de dados, vocé pode configurar
um usuario com direitos administrativos diretamente nos sistemas de armazenamento NetApp para que este
coletor de dados possa adquirir dados dos sistemas de armazenamento NetApp .

A conexao com sistemas de armazenamento NetApp exige que o usuario, especificado ao adquirir o pfiler
principal (no qual o sistema de armazenamento existe), atenda as seguintes condigdes:

* O usuario deve estar no VfilerO (root filer/pfiler).
Os sistemas de armazenamento séo adquiridos ao adquirir o pfiler principal.

* Os comandos a seguir definem os recursos da fungéo do usuario:
o "api-*": use isso para permitir que o Data Infrastructure Insights execute todos os comandos da API de
armazenamento do NetApp .
Este comando é necessario para usar o ZAPI.
o "login-http-admin": use isto para permitir que o Data Infrastructure Insights se conecte ao
armazenamento NetApp via HTTP. Este comando é necessario para usar o ZAPI.

o "security-api-vfiler": use isso para permitir que o Data Infrastructure Insights execute comandos da API
de armazenamento do NetApp para recuperar informagées da unidade vFiler.

o "cli-options": para o comando "options" e usado para IP de parceiro e licengas habilitadas.

o "cli-lun": acesse estes comandos para gerenciar LUNs. Exibe o status (caminho do LUN, tamanho,
estado online/offline e estado compartilhado) do LUN ou classe de LUNs fornecido.

o "cli-df": Para comandos "df -s", "df -r", "df -A -r" e usado para exibir espaco livre.
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o "cli-ifconfig": para o comando "ifconfig -a" e usado para obter o endereco IP do filtro.

o "cli-rdfile": para o comando "rdfile /etc/netgroup” e usado para obter netgroups.

o "cli-date": para o comando "date" e usado para obter a data completa para obter cépias do Snapshot.

o "cli-snap": para o comando "snap list" e usado para obter copias de Snapshot.

Se as permissoes cli-date ou cli-snap nao forem fornecidas, a aquisicao podera ser concluida, mas as cépias

do Snapshot ndo serao reportadas.

Para adquirir uma fonte de dados do Modo 7 com sucesso e ndo gerar avisos no sistema de armazenamento,
vocé deve usar uma das seguintes sequéncias de comando para definir suas funcdes de usuario. A segunda
string listada aqui € uma versao simplificada da primeira:

* login-http-admin,api-*,seguranca-api-vfile,cli-rdfile,cli-opgdes,cli-df,cli-lun,cli-ifconfig,cli-date,cli-snap,_

* login-http-admin,api-* ,seguranca-api-vfile,cli-

Solugao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema:

Receber resposta HTTP 401 ou codigo de erro ZAPI
13003 e ZAPI retorna “Privilégios insuficientes” ou
“nao autorizado para este comando”

Erro “Falha ao executar o comando”

A verséao do cluster é < 8.1

ZAPI retorna "a fungao do cluster n&o € cluster_mgmt
LIF"

Erro: “Os filtros de modo 7 nao sao suportados”

O comando ZAPI falha apos nova tentativa

AU falhou ao conectar ao ZAPI

Experimente isto:

Verifique o nome de usuario e a senha, além dos
privilégios/permissdes do usuario.

Verifique se o usuario tem a seguinte permissdo no
dispositivo: « api-* * cli-date ° cli-df ¢ cli-ifconfig « cli-lun
» cli-operations ¢ cli-rdfile « cli-snap * login-http-admin «
security-api-vfiler Verifique também se a versao do
ONTAP é compativel com o Data Infrastructure
Insights e verifique se as credenciais usadas
correspondem as credenciais do dispositivo

A versao minima suportada do cluster € 8.1. Atualize
para a versdo minima suportada.

A AU precisa se comunicar com o IP de
gerenciamento do cluster. Verifique o IP e altere para
um IP diferente, se necessario

Isso pode acontecer se vocé usar este coletor de
dados para descobrir o filtro de modo 7. Altere o IP
para apontar para o arquivador cdot.

AU tem problema de comunicacao com o cluster.
Verifique a rede, o numero da porta e o endereco IP.
O usuario também deve tentar executar um comando
da linha de comando da maquina AU.

Verifique a conectividade IP/porta e confirme a
configuragéo ZAPI.
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Problema:

AU falhou ao conectar ao ZAPI via HTTP

Falha na comunicagdo com SSLException

Erros de conexéao adicionais: a resposta ZAPI tem o
codigo de erro 13001, “o banco de dados nao esta
aberto”. O codigo de erro ZAPI é 60 e a resposta
contém “a APl ndo terminou no prazo”. A resposta
ZAPI| contém “initialize_session() retornou um
ambiente NULL”. O codigo de erro ZAPI é 14007 € a
resposta contém “o né nao esta integro”.

Erro de tempo limite de soquete com ZAPI

Erro “Clusters do Modo C nao séo suportados pela
fonte de dados do Modo 7”

Erro “Falha ao conectar ao vFiler’

Experimente isto:

Verifique se a porta ZAPI aceita texto simples. Se o
AU tentar enviar texto simples para um soquete SSL,
a comunicacgao falhara.

AU esta tentando enviar SSL para uma porta de texto
simples em um arquivador. Verifique se a porta ZAPI
aceita SSL ou use uma porta diferente.

Verifique a rede, o numero da porta e o endereco IP.
O usuario também deve tentar executar um comando
da linha de comando da maquina AU.

Verifique a conectividade do filtro e/ou aumente o
tempo limite.

Verifique o IP e altere o IP para um cluster de modo 7.

Verifique se os recursos do usuario adquirente
incluem, no minimo, o seguinte: api-* security-api-
vfiler login-http-admin Confirme se o filer esta
executando a versao minima 1.7 do ONTAPI.

Informacgdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Coletor de dados da APl NetApp E-Series Legacy Santricity

O coletor de dados da NetApp E-Series Legacy Santricity APl reine dados de inventario
e desempenho. O coletor suporta firmware 7.x+ usando as mesmas configuracoes e

relatando os mesmos dados.

Terminologia

O Cloud Insight adquire as seguintes informagdes de inventario do coletor de dados NetApp E-Series. Para
cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para esse ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo
Disco

Grupo de Volume

Matriz de armazenamento
Controlador

Grupo de Volume

Volume
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Disco

Grupo de Discos

Armazenar

N6 de armazenamento

Pool de armazenamento

Volume


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Observacao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Terminologia da Série E (Pagina de destino)

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos do NetApp E-Series. Muitos desses termos também se aplicam a outros coletores de dados.

Armazenar

* Modelo — nome do modelo do dispositivo.

* Fornecedor — 0 mesmo nome do fornecedor que voceé veria se estivesse configurando uma nova fonte de
dados

* Numero de série — O numero de série do array. Em sistemas de armazenamento de arquitetura de cluster,
como o NetApp Clustered Data Ontap, esse niumero de série pode ser menos Util do que os numeros de
série individuais dos “No6s de Armazenamento”

I[P — geralmente sera o(s) IP(s) ou nome(s) do(s) host(s) conforme configurado na fonte de dados

* Versao do microcédigo — firmware

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua
funcéao

» Laténcia — uma representacéo do que as cargas de trabalho do host estdo enfrentando, tanto em leituras
quanto em gravagdes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes individuais.

« Taxa de transferéncia — taxa de transferéncia total do host do array. Idealmente obtido diretamente do
array, se indisponivel, o Data Infrastructure Insights esta somando a taxa de transferéncia dos volumes
para derivar esse valor

» Gerenciamento — pode conter um hiperlink para a interface de gerenciamento do dispositivo. Criado
programaticamente pela fonte de dados do Data Infrastructure Insights como parte do relatério de
inventario

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatorio

* Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Thin
Provisioning” ou “RAID Group”

* N6 — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um né de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino

« Utiliza Flash Pool — valor Sim/Nao
* Redundéancia — nivel RAID ou esquema de protecéo. E-Series relata “RAID 7” para pools DDP

» Capacidade — os valores aqui séo a capacidade logica utilizada, a capacidade utilizavel e a capacidade
I6gica total, além da porcentagem utilizada entre elas. Esses valores incluem a capacidade de
“preservagao” da Série E, resultando em numeros e em uma porcentagem maior do que a interface do
usuario da Série E pode mostrar.

« Capacidade superalocada — Se, por meio de tecnologias de eficiéncia, vocé tiver alocado uma soma total
de capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento,
o valor percentual aqui sera maior que 0%.
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Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots

Utilizacao — um valor percentual que mostra a maior porcentagem de ocupacao de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizagdo do disco ndo tem
necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a
reconstru¢des de disco, atividades de desduplicagéo, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementacdes de replicacdo de matrizes podem direcionar a utilizagao do
disco sem serem exibidas como carga de trabalho de volume.

IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de
armazenamento. Se os IOPs de disco n&o estiverem disponiveis em uma determinada plataforma, esse
valor sera obtido da soma dos IOPs de volume para todos os volumes neste pool de armazenamento.

Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que contribuem com
capacidade para esse pool de armazenamento. Se a taxa de transferéncia do disco nao estiver disponivel
em uma determinada plataforma, esse valor sera obtido da soma do volume para todos os volumes neste
pool de armazenamento.

de armazenamento

Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatério

Parceiro HA — em plataformas onde um né falhara em um e somente um outro nd, geralmente sera visto
aqui

Estado — saude do n6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados

Modelo — nome do modelo do né

Versao — nome da versao do dispositivo.
Numero de série — O numero de série do nd
Memodria — memoria base 2, se disponivel

Utilizacdo — Geralmente, um numero de utilizagdo da CPU ou, no caso do NetApp Ontap, um indice de
estresse do controlador. A utilizagao ndo esta disponivel atualmente para NetApp E-Series

IOPS — um numero que representa os IOPs controlados pelo host neste controlador. Idealmente obtido
diretamente do array, se nao estiver disponivel, sera calculado somando todos os IOPs para volumes que
pertencem exclusivamente a este no.

Laténcia — um numero que representa a laténcia tipica do host ou o tempo de resposta neste controlador.
Idealmente obtido diretamente do array, se n&o estiver disponivel, sera calculado executando um calculo
ponderado de IOPs a partir de volumes que pertencem exclusivamente a este no.

Taxa de transferéncia — um numero que representa a taxa de transferéncia acionada pelo host neste
controlador. Idealmente obtido diretamente do array, se indisponivel, sera calculado somando toda a taxa
de transferéncia de volumes que pertencem exclusivamente a este no.

Processadores — contagem de CPU

Requisitos
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Configuragao

Campo Descrigao

Lista separada por virgulas de IPs do Array SANTtricity Enderegos IP e/ou nomes de dominio totalmente
Controller qualificados para os controladores de matriz

Configuragcao avancada

Campo Descrigao
Intervalo de pesquisa de inventario (min) O padréao é 30 minutos

Intervalo de pesquisa de desempenho de até 3600 O padrao é 300 segundos
segundos

Solugao de problemas

Informagbes adicionais sobre este coletor de dados podem ser encontradas em"Apoiar" pagina ou no"Matriz
de Suporte ao Coletor de Dados" .

Coletor de dados REST da série E da NetApp

O coletor de dados REST da série E da NetApp reune dados de inventario, logs e
desempenho. O coletor suporta firmware 7.x+ usando as mesmas configuracdes e
relatando os mesmos dados. O coletor REST monitora o status de criptografia de pools
de armazenamento, discos e volumes, a utilizacdo da CPU do né de armazenamento,
bem como registra a funcionalidade nao fornecida no coletor SANtricity E-Series legado.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do NetApp E-Series, usando
REST. Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para esse ativo. Ao
visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
Disco Disco

Grupo de Volume Grupo de Discos

Matriz de armazenamento Armazenar

Controlador N6 de armazenamento

Grupo de Volume Pool de armazenamento

Volume Volume

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.
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Requisitos

» O endereco IP de cada controlador no array

« Este coletor suporta apenas matrizes de modelos da Série E com recursos nativos de APl REST. A
organizagao E-Series envia uma distribuicdo de APl REST instalavel e fora do array para arrays E-Series
mais antigos: este coletor ndo oferece suporte a esse cenario. Usuarios com matrizes mais antigas devem
continuar a usar o Data Infrastructure Insights"AP| SANTtricity da série E" coletor.

* O campo "Enderecos IP do controlador da série E" suporta uma sequéncia delimitada por virgulas de 2
IPs/nomes de host; o coletor tentara de forma inteligente o segundo IP/nome de host se o primeiro estiver
inacessivel.

* Porta HTTPS: o padréo é 8443.

Configuragao

Campo Descrigao

Enderecos IP do controlador da série E enderecgos IP separados por virgulas e/ou nomes de
dominio totalmente qualificados para os controladores
de matriz

Configuragao avancgada

Campo Descrigao
Intervalo de pesquisa de inventario (min) O padréao é 30 minutos

Intervalo de pesquisa de desempenho de até 3600 O padrao é 300 segundos
segundos

Terminologia da Série E (Pagina de destino)

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos do NetApp E-Series. Muitos desses termos também se aplicam a outros coletores de dados.

Armazenar

* Modelo — nome do modelo do dispositivo.

» Fornecedor — o mesmo nome do fornecedor que vocé veria se estivesse configurando uma nova fonte de
dados

* Numero de série — O numero de série do array. Em sistemas de armazenamento de arquitetura de cluster,
como o NetApp Clustered Data Ontap, esse numero de série pode ser menos util do que os numeros de
série individuais dos “No6s de Armazenamento”

I[P — geralmente sera o(s) IP(s) ou nome(s) do(s) host(s) conforme configurado na fonte de dados
* Versao do microcédigo — firmware

» Capacidade bruta — soma de base 2 de todos os discos fisicos no sistema, independentemente de sua
funcéao

+ Laténcia — uma representacéo do que as cargas de trabalho do host estédo enfrentando, tanto em leituras
quanto em gravacgoes. O ideal seria que o Data Infrastructure Insights obtivesse esse valor diretamente,
mas isso nem sempre acontece. Em vez de a matriz oferecer isso, o Data Infrastructure Insights
geralmente executa um calculo ponderado por IOPs derivado das estatisticas dos volumes individuais.
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» Taxa de transferéncia — taxa de transferéncia total do host do array. Idealmente obtido diretamente do
array, se indisponivel, o Data Infrastructure Insights esta somando a taxa de transferéncia dos volumes
para derivar esse valor

» Gerenciamento — pode conter um hiperlink para a interface de gerenciamento do dispositivo. Criado
programaticamente pela fonte de dados do Data Infrastructure Insights como parte do relatério de
inventario

Pool de armazenamento

* Armazenamento — em qual matriz de armazenamento esse pool reside. Obrigatorio

» Tipo — um valor descritivo de uma lista de possibilidades enumeradas. O mais comum sera “Thin
Provisioning” ou “RAID Group”

* NO — se a arquitetura deste conjunto de armazenamento for tal que os pools pertengam a um n6 de
armazenamento especifico, seu nome sera visto aqui como um hiperlink para sua propria pagina de
destino

« Utiliza Flash Pool — valor Sim/Nao
* Redundéancia — nivel RAID ou esquema de protecéo. E-Series relata “RAID 7” para pools DDP

» Capacidade — os valores aqui séo a capacidade logica utilizada, a capacidade utilizavel e a capacidade
I6gica total, além da porcentagem utilizada entre elas. Esses valores incluem a capacidade de
“preservagao” da Série E, resultando em numeros e em uma porcentagem maior do que a interface do
usuario da Série E pode mostrar.

« Capacidade superalocada — Se, por meio de tecnologias de eficiéncia, vocé tiver alocado uma soma total
de capacidades de volume ou volume interno maior que a capacidade légica do pool de armazenamento,

o valor percentual aqui sera maior que 0%.

» Snapshot — capacidades de snapshot usadas e totais, se a arquitetura do seu pool de armazenamento
dedicar parte de sua capacidade a areas de segmentos exclusivamente para snapshots

« Utilizagdo — um valor percentual que mostra a maior porcentagem de ocupacgao de disco de qualquer
disco que contribui com capacidade para este pool de armazenamento. A utilizacdo do disco ndo tem

necessariamente uma forte correlagdo com o desempenho do array — a utilizagéo pode ser alta devido a

reconstrugdes de disco, atividades de desduplicagao, etc. na auséncia de cargas de trabalho controladas
pelo host. Além disso, muitas implementagdes de replicagdo de matrizes podem direcionar a utilizagao do

disco sem serem exibidas como carga de trabalho de volume.

* IOPS — a soma de IOPS de todos os discos que contribuem com capacidade para este pool de

armazenamento. Se os IOPs de disco nao estiverem disponiveis em uma determinada plataforma, esse

valor sera obtido da soma dos IOPs de volume para todos os volumes neste pool de armazenamento.

» Taxa de transferéncia — a soma da taxa de transferéncia de todos os discos que contribuem com

capacidade para esse pool de armazenamento. Se a taxa de transferéncia do disco néo estiver disponivel
em uma determinada plataforma, esse valor sera obtido da soma do volume para todos os volumes neste

pool de armazenamento.

N6 de armazenamento

* Armazenamento — de qual matriz de armazenamento esse no faz parte. Obrigatério

» Parceiro HA — em plataformas onde um n6 falhard em um e somente um outro nd, geralmente sera visto

aqui

» Estado — saude do no6. Disponivel somente quando o array estiver saudavel o suficiente para ser
inventariado por uma fonte de dados

* Modelo — nome do modelo do né
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* Versao — nome da versao do dispositivo.
* NUumero de série — O numero de série do n6
* Memodria — memoria base 2, se disponivel

« Utilizagado — Geralmente, um numero de utilizagdo da CPU ou, no caso do NetApp Ontap, um indice de
estresse do controlador. A utilizacdo nao esta disponivel atualmente para NetApp E-Series

* IOPS — um numero que representa os IOPs controlados pelo host neste controlador. Idealmente obtido
diretamente do array, se nao estiver disponivel, sera calculado somando todos os IOPs para volumes que
pertencem exclusivamente a este no.

» Laténcia — um numero que representa a laténcia tipica do host ou o tempo de resposta neste controlador.
Idealmente obtido diretamente do array, se nao estiver disponivel, sera calculado executando um calculo
ponderado de IOPs a partir de volumes que pertencem exclusivamente a este no.

» Taxa de transferéncia — um ndmero que representa a taxa de transferéncia acionada pelo host neste
controlador. ldealmente obtido diretamente do array, se indisponivel, sera calculado somando toda a taxa
de transferéncia de volumes que pertencem exclusivamente a este no.

* Processadores — contagem de CPU

Solucgao de problemas

Informacdes adicionais sobre este coletor de dados podem ser encontradas em"Apoiar” pagina ou no"Matriz
de Suporte ao Coletor de Dados" .

Configurando o coletor de dados do servidor NetApp HCI
Management

O coletor de dados do servidor de gerenciamento NetApp HCI coleta informacdes do
host NetApp HCI e requer privilégios somente leitura em todos os objetos no servidor de
gerenciamento.

Este coletor de dados adquire dados somente do * servidor NetApp HCI Management®. Para coletar dados do
sistema de armazenamento, vocé também deve configurar 0"NetApp SolidFire" coletor de dados.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario deste coletor de dados. Para
cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para o ativo. Ao visualizar ou
solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
Disco virtual Disco

Hospedar Hospedar

Maquina virtual Maquina virtual

Armazenamento de dados Armazenamento de dados

LUN Volume

Porta de canal de fibra Porta
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Esses sdo apenas mapeamentos de terminologia comum e podem nao representar todos os casos deste

coletor de dados.

Requisitos

As seguintes informagdes sdo necessarias para configurar este coletor de dados:

» Endereco IP do servidor NetApp HCI Management

* Nome de usuario e senha somente leitura para o servidor NetApp HCl Management

* Privilégios somente leitura em todos os objetos no servidor NetApp HCI Management.

* Acesso ao SDK no servidor NetApp HCI Management — normalmente ja configurado.

* Requisitos de porta: http-80 https-443

 Validar acesso:

o Efetue login no servidor NetApp HCI Management usando o nome de usuario e a senha acima

> Verifique se o SDK esta habilitado: telnet <vc_ip> 443

Configuragao e conexao

Campo
Nome

Unidade de aquisi¢ao

Configuragao

Campo
Cluster de armazenamento NetApp HCI MVIP
N6 de gerenciamento SolidFire (mNode)

Nome de usuario
Senha

Nome de usuario do VCenter

Senha do VCenter

Configuragao avancgada

Descrigdo
Nome exclusivo para o coletor de dados

Nome da unidade de aquisicéo

Descrigao
Gerenciamento de Endereco IP Virtual
Endereco IP do n6 de gerenciamento

Nome de usuario usado para acessar o servidor
NetApp HCI Management

Senha usada para acessar o servidor NetApp HCI
Management

Nome de usuario para VCenter

Senha para VCenter

Na tela de configuragao avangada, marque a caixa Desempenho da VM para coletar dados de desempenho.
A coleta de inventario € habilitada por padrdo. Os seguintes campos podem ser configurados:

Campo
Intervalo de pesquisa de inventario (min)

Filtrar VMs por

Descricéo
O padréao ¢é 20
Selecione CLUSTER, DATACENTER ou ESX HOST
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Escolha 'Excluir' ou 'Incluir' para especificar uma lista

Lista de dispositivos de filtro

Intervalo de pesquisa de desempenho (seg)

Solucao de problemas

Especifique se deseja incluir ou excluir VMs

Lista de VMs a serem filtradas (separadas por virgula
ou ponto e virgula se a virgula for usada no valor)
para filtragem somente por ESX_HOST, CLUSTER e
DATACENTER

O padrao é 300

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema:

Erro: Alista de inclusao para filtrar VMs nao pode
estar vazia

Erro: Falha ao instanciar uma conexao com o
VirtualCenter no IP

Erro: O VirtualCenter no IP possui um certificado nao
conforme que a JVM requer

Experimente isto:

Se Incluir Lista for selecionado, liste nomes validos de
DataCenter, Cluster ou Host para filtrar VMs

Possiveis solugbes: * Verifique as credenciais e o
endereco IP inseridos. * Tente se comunicar com o
Virtual Center usando o Infrastructure Client. * Tente
se comunicar com o Virtual Center usando o
Managed Object Browser (por exemplo, MOB).

Solucbes possiveis: * Recomendado: Gere
novamente o certificado para o Virtual Center usando
uma chave RSA mais forte (por exemplo, 1024 bits). *
Nao recomendado: modifique a configuragao
java.security da JVM para aproveitar a restrigdo
jdk.certpath.disabledAlgorithms para permitir a chave
RSA de 512 bits. Veja as notas de versao da
atualizacéo 40 do JDK 7 em"<a
href="http://www.oracle.com/technetwork/java/javase/
7u40-relnotes-2004172.htm|™"
class="bare">http://www.oracle.com/technetwork/java/
javase/7u40-relnotes-2004172.html"</a>

Informagdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Coletor de dados NetApp SolidFire All-Flash Array

O coletor de dados NetApp SolidFire All-Flash Array oferece suporte a coleta de
inventario e desempenho de configuracdes iSCSI e Fibre Channel SolidFire .

O coletor de dados SolidFire utiliza a APl REST do SolidFire . A unidade de aquisicdo onde o coletor de dados
reside precisa ser capaz de iniciar conexdes HTTPS com a porta TCP 443 no endereco IP de gerenciamento
do cluster SolidFire . O coletor de dados precisa de credenciais capazes de fazer consultas REST API no

cluster SolidFire .
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Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do coletor de dados do NetApp
SolidFire All-Flash Array. Para cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia
mais comum usada para esse ativo € mostrada. Ao visualizar ou solucionar problemas neste coletor de dados,
tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
Dirigir Disco

Conjunto Armazenar

N6 N6 de armazenamento

Volume Volume

Porta de canal de fibra Porta

Grupo de acesso de volume, atribuicdo de LUN Mapa de Volume

Sesséo iSCSI Mascara de Volume

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Requisitos
A seguir estédo os requisitos para configurar este coletor de dados:

» Gerenciamento de Endereco IP Virtual

* Nome de usuario e credenciais somente leitura

* Porta 443
Configuracgao
Campo Descrigao
Endereco IP Virtual de Gerenciamento (MVIP) Gerenciamento de endereco IP virtual do SolidFire
Cluster
Nome de usuario Nome usado para efetuar login no cluster SolidFire
Senha Senha usada para efetuar login no cluster SolidFire
Configuragcao avancada
Campo Descrigao
Tipo de conexao Escolha o tipo de conexao
Porta de comunicagéo Porta usada para a APl NetApp
Intervalo de pesquisa de inventario (min) O padrao é 20 minutos
Intervalo de pesquisa de desempenho (seg) O padrao é 300 segundos
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Solucgao de problemas
Quando o SolidFire relata um erro, ele é exibido no Data Infrastructure Insights da seguinte forma:

Uma mensagem de erro foi recebida de um dispositivo SolidFire ao tentar recuperar dados. A chamada foi
<método> (<parameterString> ). A mensagem de erro do dispositivo foi (consulte o0 manual do dispositivo):
<mensagem>

Onde:

* O <método> é um método HTTP, como GET ou PUT.

» <parameterString> € uma lista separada por virgulas de parametros que foram incluidos na chamada
REST.

* A <mensagem> é o que o dispositivo retornou como mensagem de erro.

Informacdes adicionais sobre este Coletor de Dados podem ser encontradas em"Apoiar" pagina ou no"Matriz
de Suporte ao Coletor de Dados" .

Coletor de dados NetApp StorageGRID

O coletor de dados NetApp StorageGRID oferece suporte a coleta de inventario e
desempenho das configuracdes do StorageGRID .

Para fornecer medicao consistente em relacao aos direitos DIl em todos os sistemas
StorageGRID , independentemente da topologia e configuragdo do hardware subjacente, o
Data Infrastructure Insights usa a capacidade total disponivel
(storagegrid_storage_utilization_total_space_bytes), em vez da capacidade RAW com base no
layout do disco fisico.

Para clientes que usam o modelo de licenciamento baseado em capacidade, o StorageGRID é
medido como armazenamento de “objeto”.

Para clientes que usam o modelo de licenciamento legado (MU), o StorageGRID é medido
como armazenamento secundario, a uma taxa de 40 TiB para 1 MU.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do coletor NetApp StorageGRID
. Para cada tipo de ativo adquirido, € mostrada a terminologia mais comum usada para esse ativo. Ao
visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
StorageGRID Armazenar

N6 N6

Inquilino Pool de armazenamento

Balde Volume interno
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Requisitos
A seguir estado os requisitos para configurar esta fonte de dados:

» Endereco IP do host StorageGRID

* Um nome de usuario e uma senha para um usuario que teve as fungdes de Consulta de Métrica e Acesso
de Locatéario atribuidas

» Porta 443
Configuragao

Campo Descrigcao

Endereco IP do host StorageGRID Gerenciamento do endereco IP virtual do dispositivo
StorageGRID

Nome de usuario Nome usado para efetuar login no dispositivo
StorageGRID

Senha Senha usada para efetuar login no dispositivo
StorageGRID

Configuracao avangada

Campo Descrigao
Intervalo de pesquisa de inventario (min) O padréao é 60 minutos
Intervalo de pesquisa de desempenho (seg) O padrao é 900 segundos

Logon unico (SSO)

O"StorageGRID" As versoes de firmware tém versdes de API correspondentes; a API 3.0 e versées mais
recentes oferecem suporte ao login de logon unico (SSO).

Versao do firmware Versao API Suporte para logon unico (SSO)
11,1 2 Né&o
11,2 3,0 Sim
11,5 3,3 Sim

Solucgao de problemas

Informacdes adicionais sobre este Coletor de Dados podem ser encontradas em"Apoiar" pagina ou no"Matriz
de Suporte ao Coletor de Dados" .

41


https://docs.netapp.com/sgws-112/index.jsp
concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Informacgoes sobre direitos autorais

Copyright © 2026 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
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POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
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MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
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A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.

42


http://www.netapp.com/TM

	NetApp : Data Infrastructure Insights
	Índice
	NetApp
	Coletor de dados NetApp Cloud Volumes ONTAP
	Configuração
	Configuração avançada
	Solução de problemas

	Coletor de dados NetApp ONTAP AFX
	Requisitos
	Uma nota sobre permissões
	Migração
	Configuração
	Configuração avançada
	Terminologia
	Terminologia de gerenciamento de dados ONTAP
	Métricas de potência ONTAP
	Solução de problemas

	Coletor de dados NetApp ONTAP ASA r2 (All-SAN Array)
	Requisitos
	Uma nota sobre permissões
	Migração
	Configuração
	Configuração avançada
	Terminologia
	Terminologia de gerenciamento de dados ONTAP
	Métricas de potência ONTAP
	Solução de problemas

	Coletor de dados do software de gerenciamento de dados NetApp ONTAP
	Terminologia
	Terminologia de gerenciamento de dados ONTAP
	Requisitos
	Configuração
	Configuração avançada
	Métricas de potência ONTAP
	Uma nota sobre permissões
	Solução de problemas

	Coletor de dados NetApp ONTAP REST
	Requisitos
	Uma nota sobre permissões
	Migração
	Configuração
	Configuração avançada
	Terminologia
	Terminologia de gerenciamento de dados ONTAP
	Métricas de potência ONTAP
	Solução de problemas

	NetApp Data ONTAP operando no coletor de dados de 7 modos
	Terminologia
	Requisitos
	Configuração
	Configuração avançada
	Conexão de sistemas de armazenamento
	Solução de problemas

	Coletor de dados da API NetApp E-Series Legacy Santricity
	Terminologia
	Terminologia da Série E (Página de destino)
	Requisitos
	Configuração
	Configuração avançada
	Solução de problemas

	Coletor de dados REST da série E da NetApp
	Terminologia
	Requisitos
	Configuração
	Configuração avançada
	Terminologia da Série E (Página de destino)
	Solução de problemas

	Configurando o coletor de dados do servidor NetApp HCI Management
	Terminologia
	Requisitos
	Configuração e conexão
	Configuração
	Configuração avançada
	Solução de problemas

	Coletor de dados NetApp SolidFire All-Flash Array
	Terminologia
	Requisitos
	Configuração
	Configuração avançada
	Solução de problemas

	Coletor de dados NetApp StorageGRID
	Terminologia
	Requisitos
	Configuração
	Configuração avançada
	Logon único (SSO)
	Solução de problemas



