Sistemas de Dados Hitachi

Data Infrastructure Insights

NetApp
February 11, 2026

This PDF was generated from https://docs.netapp.com/pt-br/data-infrastructure-
insights/task_dc_hds_commandsuite.html on February 11, 2026. Always check docs.netapp.com for the
latest.



Indice

Sistemas de Dados Hitachi

Coletor de dados Hitachi Vantara Command Suite
Terminologia
Requisitos de inventario
Requisitos de desempenho
Configuragao
Configuragdo avancada
Solugao de problemas

Configurando o coletor de dados do NAS Hitachi Vantara
Terminologia
Requisitos
Configuracao
Configuracao avancada
Solucéo de problemas

Coletor de dados do Hitachi Ops Center
Terminologia
Requisitos de inventario
Requisitos de desempenho
Configuragao
Configuragdo avangada

© © © © 0 0 N NN YNOO O b~ W WW-_a2 A



Sistemas de Dados Hitachi

Coletor de dados Hitachi Vantara Command Suite

O coletor de dados do Hitachi Vantara Command Suite oferece suporte ao servidor
HiCommand Device Manager. O Data Infrastructure Insights se comunica com o servidor
HiCommand Device Manager usando a APl HiCommand padrao.

Terminologia

O Data Infrastructure Insights adquire as seguintes informacdes de inventario do coletor de dados do Hitachi
Vantara Command Suite. Para cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia
mais comum usada para esse ativo € mostrada. Ao visualizar ou solucionar problemas neste coletor de dados,
tenha em mente a seguinte terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights
PDEV Disco

Pool de periodicos Grupo de Discos

Matriz de armazenamento Armazenar

Controlador de Porto N6 de armazenamento

Grupo de matrizes, pool HDS Pool de armazenamento

Unidade Légica, LDEV Volume

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Armazenar

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos de armazenamento do HDS. Muitos desses termos também se aplicam a outros coletores de dados.

* Nome — vem diretamente do atributo “nome” do HDS HiCommand Device Manager por meio da chamada
da APl XML GetStorageArray

* Modelo - vem diretamente do atributo “arrayType” do HDS HiCommand Device Manager por meio da
chamada da APl XML GetStorageArray

* Fornecedor — HDS

* Familia - vem diretamente do atributo “arrayFamily” do HDS HiCommand Device Manager por meio da
chamada da APl XML GetStorageArray

* IP — este é o endereco IP de gerenciamento do array, ndo uma lista exaustiva de todos os enderecgos IP
no array

» Capacidade bruta — um valor base2 que representa a soma da capacidade total de todos os discos neste
sistema, independentemente da fungao do disco.



Pool de armazenamento

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos do pool de armazenamento do HDS. Muitos desses termos também se aplicam a outros coletores de
dados.

* Tipo: O valor aqui serd um dos seguintes:

o RESERVADO - se este pool for dedicado para outros fins que ndo volumes de dados, ou seja, registro
em diario, instantaneos

o Thin Provisioning — se for um pool HDP

o Grupo de ataque — vocé provavelmente ndo vera isso por alguns motivos:

A Data Infrastructure Insights adota uma postura firme para evitar a capacidade de contagem dupla a
todo custo. No HDS, normalmente é necessario criar Grupos Raid a partir de discos, criar volumes de
pool nesses Grupos Raid e construir pools (geralmente HDP, mas podem ter propdsitos especiais) a
partir desses volumes de pool. Se o Data Infrastructure Insights relatasse os Grupos Raid subjacentes
como estdo, bem como os Pools, a soma de sua capacidade bruta excederia em muito a soma dos
discos.

Em vez disso, o coletor de dados HDS Command Suite do Data Infrastructure Insights reduz
arbitrariamente o tamanho dos Grupos Raid pela capacidade dos volumes do pool. Isso pode fazer com
que o Data Infrastructure Insights nao relate o Raid Group. Além disso, todos os Grupos Raid resultantes
sao sinalizados de forma que nao fiquem visiveis na WebUI do Data Infrastructure Insights , mas fluem
para o Data Warehouse (DWH) do Data Data Infrastructure Insights . O objetivo dessas decisdes é evitar
desordem na interface do usuario para coisas com as quais a maioria dos usuarios ndo se importa. Se o
seu conjunto HDS tiver Grupos Raid com 50 MB livres, vocé provavelmente ndo podera usar esse espago
livre para nenhum resultado significativo.

* N6 - N/A, pois os pools HDS nao estao vinculados a nenhum no especifico

* Redundéancia - o nivel de RAID do pool. Possivelmente varios valores para um pool HDP composto por
varios tipos de RAID

» Capacidade % - a porcentagem usada do pool para uso de dados, com os GB usados e o tamanho total
de GB logicos do pool

» Capacidade supercomprometida - um valor derivado, afirmando que “a capacidade logica deste pool esta
supersubscrita por esta porcentagem em virtude da soma dos volumes légicos que excedem a capacidade
I6gica do pool por esta porcentagem”

* Snapshot - mostra a capacidade reservada para uso de snapshot neste pool

N6 de armazenamento

Os termos a seguir se aplicam a objetos ou referéncias que vocé pode encontrar nas paginas de destino de
ativos do n6 de armazenamento HDS. Muitos desses termos também se aplicam a outros coletores de dados.

* Nome — O nome do diretor front-end (FED) ou adaptador de canal em matrizes monoliticas, ou o nome do
controlador em uma matriz modular. Um determinado conjunto HDS tera 2 ou mais nés de
armazenamento

* Volumes — A tabela Volume mostrara qualquer volume mapeado para qualquer porta pertencente a este
né de armazenamento



Requisitos de inventario

Vocé deve ter o seguinte para coletar dados de inventario:

» Endereco IP do servidor H-Command Device Manager

* Nome de usuario e senha somente leitura para o software HiCommand Device Manager e privilégios de
pares

* Requisitos de porta: 2001 (http) ou 2443 (https)
* Faca login no software HiCommand Device Manager usando nome de usuario e senha

* Verifique o acesso ao HiCommand Device Manager
http://<HiCommand_Device_Manager |P>:2001/service/StorageManager

Requisitos de desempenho
Os seguintes requisitos devem ser atendidos para coletar dados de desempenho:

* Desempenho de HDS USP, USP V e VSP
> O Performance Monitor deve ser licenciado.
> O interruptor de monitoramento deve estar habilitado.
> Aferramenta de exportacéo (Export.exe) deve ser copiada para o Data Infrastructure Insights AU.

o Aversédo da Ferramenta de Exportagdo deve corresponder a versao do microcédigo do array de
destino.

* Desempenho do AMS:

> A NetApp recomenda fortemente a criagdo de uma conta de servigo dedicada em matrizes AMS para
que o Data Infrastructure Insights possa usa-la para recuperar dados de desempenho. O Storage
Navigator permite apenas um login simultdneo de uma conta de usuario no array. Ter o Data
Infrastructure Insights usando a mesma conta de usuario que os scripts de gerenciamento ou o
HiCommand pode fazer com que o Data Infrastructure Insights, os scripts de gerenciamento ou o
HiCommand n&o consigam se comunicar com o array devido ao limite de login de uma conta de
usuario simultanea.

o O Performance Monitor deve ser licenciado.

> O utilitario CLI do Storage Navigator Modular 2 (SNM2) precisa ser instalado no Data Infrastructure

Insights AU.

Configuragao

Campo Descricao

Servidor HiCommand Enderecgo IP ou nome de dominio totalmente
qualificado do servidor HiCommand Device Manager

Nome de usuario Nome de usuario para o servidor HiCommand Device
Manager.

Senha Senha usada para o servidor HiCommand Device
Manager.



Campo

Dispositivos - VSP G1000 (R800), VSP (R700), HUS
VM (HM700) e armazenamentos USP

SNM2Devices - Armazenamentos WMS/SMS/AMS

Escolha o Tuning Manager para desempenho

Host do Gerenciador de Ajustes

Substituir porta do gerenciador de ajuste

Nome de usuario do Tuning Manager

Senha do Tuning Manager

Descrigdo

Lista de dispositivos para armazenamentos VSP
G1000 (R800), VSP (R700), HUS VM (HM700) e
USP. Cada armazenamento requer: * IP do array:
endereco IP do armazenamento * Nome de usuario:
nome de usuario para o armazenamento * Senha:
senha para o armazenamento * Pasta contendo
arquivos JAR do utilitario de exportagéo

Lista de dispositivos para armazenamentos
WMS/SMS/AMS. Cada armazenamento requer: * IP
do array: endereco IP do armazenamento * Caminho
CLI do Storage Navigator: caminho CLI do SNM2 *
Autenticacao de conta valida: selecione para escolher
uma autenticacao de conta valida * Nome de usuario:
nome de usuario para o armazenamento * Senha:
senha para o armazenamento

Substituir outras opgdes de desempenho

Endereco IP ou nome de dominio totalmente
qualificado do gerenciador de ajuste

Se estiver em branco, use a porta padrédo no campo
Escolher Gerenciador de Ajuste para Desempenho;
caso contrario, insira a porta a ser usada

Nome de usuario para Tuning Manager

Senha para o Tuning Manager

Observagao: em HDS USP, USP V e VSP, qualquer disco pode pertencer a mais de um grupo de matriz.

Configuragao avancgada

Campo
Tipo de conexao
Porta do servidor HiCommand

Intervalo de pesquisa de inventario (min)

Escolha 'Excluir’ ou 'Incluir' para especificar uma lista
Lista de dispositivos de filtro

Intervalo de pesquisa de desempenho (seg)

Tempo limite de exportagdo em segundos

Descricéo
HTTPS ou HTTP, também exibe a porta padréao
Porta usada para o HiCommand Device Manager

Intervalo entre pesquisas de inventario. O padréo &
40.

Especifique se deseja incluir ou excluir a lista de
matrizes abaixo ao coletar dados.

Lista separada por virgulas de numeros de série de
dispositivos para incluir ou excluir

Intervalo entre pesquisas de desempenho. O padrao
€ 300.

Tempo limite do utilitario de exportacdo. O padrao é
300.



Solucgao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario

Problema:

Erro: O usuario ndo tem permissao suficiente

Erro: A lista de armazenamentos esta vazia. Ou os
dispositivos ndo estdo configurados ou o usuario nao
tem permisséao suficiente

Erro: o conjunto de armazenamento HDS nao foi
atualizado por alguns dias

Desempenho

Problema:

Erro: * Erro ao executar o utilitario de exportagao *
Erro ao executar o comando externo

Erro: Falha no login da ferramenta de exportagao
para o IP de destino

Erro: As ferramentas de exportacao registraram "Nao
foi possivel obter o intervalo de tempo para
monitoramento".

Erro: * Erro de configuragéo: Matriz de
armazenamento nado suportada pelo Export Utility *
Erro de configuragéo: Matriz de armazenamento néao
suportada pelo Storage Navigator Modular CLI

Experimente isto:

Use uma conta de usuario diferente que tenha mais
privilégios ou aumente os privilégios da conta de
usuario configurada no coletor de dados

* Use o DeviceManager para verificar se o0s
dispositivos estdo configurados. * Use uma conta de
usuario diferente que tenha mais privilégios ou
aumente os privilégios da conta de usuario

Investigue por que essa matriz ndo esta sendo
atualizada no HDS HiCommand.

Experimente isto:

* Confirme se o Export Utility esta instalado na Data
Infrastructure Insights Acquisition Unit * Confirme se o
local do Export Utility esta correto na configuragéo do
coletor de dados * Confirme se o IP do array
USP/R600 esta correto na configuragao do coletor de
dados * Confirme se o nome de usuario e a senha
estdo corretos na configuragao do coletor de dados *
Confirme se a versao do Export Utility € compativel
com a versao do microcodigo do array de
armazenamento * Na Data Infrastructure Insights
Acquisition Unit, abra um prompt de comando e faga
o seguinte: - Altere o diretdrio para o diretério de
instalagéo configurado - Tente fazer uma conexao
com o array de armazenamento configurado
executando o arquivo em lote runWin.bat

* Confirme se o0 nome de usuario/senha estao
corretos * Crie uma ID de usuario principalmente para
este coletor de dados HDS * Confirme se nenhum
outro coletor de dados esta configurado para adquirir
esta matriz

* Confirme se o monitoramento de desempenho esta
habilitado no array. * Tente invocar as ferramentas de
exportagao fora do Data Infrastructure Insights para
confirmar se o problema esta fora do Data
Infrastructure Insights.

* Configure somente matrizes de armazenamento
suportadas. * Use “Filtrar lista de dispositivos” para
excluir matrizes de armazenamento ndo suportadas.



Problema:

Erro: * Erro ao executar comando externo * Erro de
configuragdo: Matriz de armazenamento nao relatada
pelo inventario * Erro de configuragao: pasta de
exportagdo nao contém arquivos jar

Erro: * Erro na CLI do navegador de armazenamento
* Erro ao executar o comando auperform * Erro ao
executar o comando externo

Erro: Erro de configuragéo: Matriz de armazenamento
nao relatada pelo inventario

Erro: * Nenhum Array registrado na CLI do Storage
Navigator Modular 2 * O Array nao esta registrado na
CLI do Storage Navigator Modular 2 * Erro de
configuragédo: O Array de Armazenamento nao esta
registrado na CLI do StorageNavigator Modular

Experimente isto:

* Verifique a localizagao do utilitario Export. * Verifique
se o Storage Array em questao esta configurado no
servidor HiCommand * Defina o intervalo de pesquisa
de desempenho como multiplo de 60 segundos.

* Confirme se o Storage Navigator Modular CLI esta
instalado na Data Infrastructure Insights Acquisition
Unit * Confirme se o local do Storage Navigator
Modular CLI esta correto na configuragéo do coletor
de dados * Confirme se o IP do array WMS/SMS/SMS
esta correto na configuragao do coletor de dados *
Confirme se a versao do Storage Navigator Modular
CLI é compativel com a versado do microcodigo do
array de armazenamento configurado no coletor de
dados * Na Data Infrastructure Insights Acquisition
Unit, abra um prompt de comando e faga o seguinte: -
Altere o diretorio para o diretdrio de instalagao
configurado - Tente fazer uma conexao com o array
de armazenamento configurado executando o
seguinte comando “auunitref.exe”

Verifique se o Storage Array em questao esta
configurado no servidor HiCommand

* Abra o prompt de comando e altere o diretorio para
o caminho configurado * Execute o comando
“set=STONAVM_HOME-=." * Execute o comando
“auunitref’ * Confirme se a saida do comando contém
detalhes do array com IP * Se a saida nao contiver os
detalhes do array, registre o array com o Storage
Navigator CLI: - Abra o prompt de comando e altere o
diretdrio para o caminho configurado - Execute o
comando “set=STONAVM_HOME-=." - Execute o
comando “auunitaddauto -ip <ip>”. Substitua <ip>
pelo IP correto.

Informacgdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .

Configurando o coletor de dados do NAS Hitachi Vantara

O coletor de dados Hitachi Vantara NAS é um coletor de dados de inventario e
configuragao que oferece suporte a descoberta de clusters HDS NAS. O Data
Infrastructure Insights oferece suporte a descoberta de compartilhamentos NFS e CIFS,
sistemas de arquivos (volumes internos) e intervalos (pools de armazenamento).

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario do coletor de dados HNAS. Para
cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia mais comum usada para esse
ativo € mostrada. Ao visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte

terminologia:


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights

Nivel Grupo de Discos
Conjunto Armazenar

N6 N6 de armazenamento
Extenséao Pool de armazenamento
Unidade do sistema Lun de backend
Sistema de arquivos Volume interno

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.

Requisitos

* Endereco IP do dispositivo
* Porta 22, protocolo SSH
* Nome de usuario e senha - nivel de privilégio: Supervisor

» Observacao: este coletor de dados é baseado em SSH, portanto, a UA que o hospeda deve ser capaz de
iniciar sessdes SSH para TCP 22 no préprio HNAS ou na Unidade de Gerenciamento de Sistemas (SMU)
a qual o cluster esta conectado.

Configuragao

Campo Descrigao

Anfitrido HNAS Endereco IP ou nome de dominio totalmente
qualificado do Host de Gerenciamento HNAS

Nome de usuario Nome de usuario para HNAS CLI

Senha Senha usada para HNAS CLI

Configuragao avangada

Campo Descrigao
Intervalo de pesquisa de inventario (min) Intervalo entre pesquisas de inventario. O padrao é
30 minutos.

Solugéao de problemas

Algumas coisas que vocé pode tentar se tiver problemas com este coletor de dados:

Inventario



Problema: Experimente isto:

“Erro de conexdo” com mensagens de erro “Erro ao  Provavelmente causado por problemas de

configurar o canal do shell” ou “Erro ao abrir o canal  conectividade de rede ou SSH configurado

do shell” incorretamente. Confirme a conexado com o cliente
SSH alternativo

"Tempo limite" ou "Erro ao recuperar dados" com * Tente 0 comando com um cliente SSH alternativo *
mensagens de erro "Comando: XXX expirou." Aumente o tempo limite

"Erro de conexao" ou "Credenciais de login invalidas" * Verifique o endereco IP * Verifique o nome de
com mensagens de erro "Nao foi possivel se usuario e a senha * Confirme a conexao com o cliente
comunicar com o dispositivo": SSH alternativo

Informacgdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de
Dados" .

Coletor de dados do Hitachi Ops Center

Este coletor de dados usa o conjunto integrado de aplicativos do Hitachi Ops Center para
acessar dados de inventario e desempenho de varios dispositivos de armazenamento.
Para descoberta de inventario e capacidade, sua instalacido do Ops Center deve incluir
os componentes "Servicos comuns" e "Administrador". Para coleta de desempenho, vocé
também deve ter o "Analyzer" implantado.

Terminologia

O Data Infrastructure Insights adquire as seguintes informagdes de inventario deste coletor de dados. Para
cada tipo de ativo adquirido pelo Data Infrastructure Insights, a terminologia mais comum usada para esse
ativo é mostrada. Ao visualizar ou solucionar problemas neste coletor de dados, tenha em mente a seguinte
terminologia:

Termo de Fornecedor/Modelo Termo de Data Infrastructure Insights

Sistemas de Armazenamento Armazenar

Volume Volume

Grupos de Paridade Pool de armazenamento (RAID), grupos de discos
Disco Disco

Pool de armazenamento Pool de armazenamento (fino, SNAP)

Grupos de Paridade Externa Pool de armazenamento (backend), grupos de discos
Porta N6 de armazenamento — N6 controlador — Porta
Grupos de anfitrides Mapeamento e mascaramento de volume

Pares de Volume Sincronizagao de armazenamento

Observacgao: esses sao apenas mapeamentos de terminologia comum e podem nao representar todos os
casos deste coletor de dados.


concept_requesting_support.html
reference_data_collector_support_matrix.html
reference_data_collector_support_matrix.html

Requisitos de inventario

Vocé deve ter o seguinte para coletar dados de inventario:

» Endereco IP ou nome do host do servidor do Ops Center que hospeda o componente "Servigos Comuns”

» Conta de usuario root/sysadmin e senha que existem em todos os servidores que hospedam
componentes do Ops Center. O HDS nao implementou o suporte a API REST para uso por usuarios

LDAP/SSO até o Ops Center 10.8+

Requisitos de desempenho

Os seguintes requisitos devem ser atendidos para coletar dados de desempenho:

O moddulo "Analyzer" do HDS Ops Center deve ser instalado. Os arrays de armazenamento devem alimentar o

modulo "Analyzer" do Ops Center.

Configuragao

Campo

Endereco IP do Hitachi Ops Center

Nome de usuario

Senha

Configuragao avancgada

Campo
Tipo de conexé&o
Substituir porta TCP

Intervalo de pesquisa de inventario (min)
Escolha 'Excluir' ou 'Incluir' para especificar uma lista
Lista de dispositivos de filtro

Intervalo de pesquisa de desempenho (seg)

Descrigédo

Endereco IP ou nome de dominio totalmente
qualificado do servidor do Ops Center que hospeda o
componente "Servigos Comuns"

Nome de usuario para o servidor do Ops Center.

Senha usada para o servidor do Ops Center.

Descricao
HTTPS (porta 443) é o padréo
Especifique a porta a ser usada se nao for a padréo

Intervalo entre pesquisas de inventario. O padrao é
40.

Especifique se deseja incluir ou excluir a lista de
matrizes abaixo ao coletar dados.

Lista separada por virgulas de numeros de série de
dispositivos para incluir ou excluir

Intervalo entre pesquisas de desempenho. O padrao
€ 300.

Informacgdes adicionais podem ser encontradas em"Apoiar" pagina ou no"Matriz de Suporte ao Coletor de

Dados" .


concept_requesting_support.html
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Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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