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Gerenciamento de array unico com System
Manager 11,7

Interface principal

Visao geral da interface do System Manager

O System Manager é uma interface baseada na Web que permite gerenciar um storage
array em uma unica visualizagao.

Pagina inicial

A pagina inicial fornece uma visualizagao de painel para o gerenciamento diario de seu storage array. Ao
iniciar sessao no System Manager, a pagina inicial € a primeira tela exibida.

A visualizagao do dashboard compreende quatro areas de resumo que contém informacgdes importantes sobre
o estado e a integridade do storage array. Pode encontrar mais informagdes na area de resumo.

Area Descrigdo

Notificagdes A area notificagdes exibe notificagdes de problemas que indicam o status do
storage array e seus componentes. Além disso, esse portlet exibe alertas
automatizados que podem ajudar vocé a solucionar problemas antes que isso
afete outras areas do seu ambiente de storage.

Desempenho A area desempenho permite comparar e contrastar o uso de recursos ao longo
do tempo. E possivel visualizar as métricas de desempenho de um storage array
para tempo de resposta (IOPS), taxas de transferéncia (MIB/s) e a quantidade de
capacidade de processamento usada (CPU).

Capacidade A area capacidade exibe uma visualizagao de grafico da capacidade alocada, da
capacidade de armazenamento livre e da capacidade de armazenamento nao
atribuida no storage.

Hierarquia de A area hierarquia de armazenamento fornece uma visualizagao organizada dos

armazenamento varios componentes de hardware e objetos de armazenamento gerenciados pelo
seu storage array. Clique na seta suspensa para executar uma determinada agao
nesse componente de hardware ou objeto de armazenamento.

Definigoes de interface
Pode alterar as preferéncias de apresentacao e outras definigdes a partir da interface principal.

Definigao Descrigao

Preferéncias de Altere os valores de capacidade e o periodo de tempo na lista suspensa
visualizacao Preferéncias no canto superior direito da interface.



Definigao Descricédo

Tempos limite da sessdo  Configure tempos limite para que as sessodes inativas dos usuarios sejam
desconetadas apds um tempo especificado.

Ajuda Acesse a documentagdo da Ajuda e outros recursos no menu suspenso no canto
superior direito da interface.

Logins de usuario e senhas
O usuario atual conetado ao sistema € mostrado no canto superior direito da interface.
Para obter mais informacdes sobre usuarios e senhas, consulte:

* "Defina a protecdo de senha de administrador”

« "Alterar senhas"

Visualizar dados de desempenho

Visao geral do desempenho

A pagina desempenho fornece maneiras faceis de monitorar a performance do storage
array.
O que posso aprender com os dados de desempenho?

Os graficos e tabelas de desempenho mostram dados de desempenho quase em tempo real, o que ajuda a
determinar se um storage array esta enfrentando problemas. Vocé também pode salvar dados de performance
para criar uma visualizagao historica de um storage array e identificar quando um problema foi iniciado ou o
que causou um problema.

Saiba mais:

» "Graficos de desempenho e diretrizes"

* "Termos de desempenho”
Como posso visualizar dados de desempenho?
Os dados de desempenho estao disponiveis na pagina inicial € na pagina armazenamento.
Saiba mais:

 "Visualizar dados graficos de desempenho”
* "Visualizar e guardar dados de desempenho tabulares"

* "Interpretar dados de performance"

Graficos de desempenho e diretrizes

A pagina desempenho fornece graficos e tabelas de dados que permitem avaliar o
desempenho da matriz de armazenamento em varias areas-chave.



As funcdes de desempenho permitem realizar estas tarefas:
* Visualize dados de desempenho quase em tempo real para ajuda-lo a determinar se um storage array
esta enfrentando problemas.

* Exporte dados de performance para criar uma visualizagao histérica de um storage array e identificar
guando um problema foi iniciado ou o0 que causou um problema.

» Selecione os objetos, as métricas de desempenho e o periodo de tempo que vocé deseja exibir.

» Comparar métricas.
Vocé pode visualizar dados de desempenho em trés formatos:

» * Graficos em tempo real* — traca dados de desempenho em um gréafico em tempo quase real.
* Préximo tabular em tempo real — lista os dados de desempenho em uma tabela em tempo quase real.

* * Arquivo CSV exportado * — permite salvar dados tabulares de desempenho em um arquivo de valores
separados por virgula para visualizagéo e analise.

Carateristicas dos formatos de dados de desempenho

Tipo de Intervalo de Duracao do tempo Numero maximo de * Capacidade de
monitoramento de amostragem exibido objetos exibidos salvar dados*
desempenho
Grafico em tempo 10 seg. (ao vivo) O intervalo de 5 Nao
real, ao vivo tempo predefinido é
5 min (histérico) de 1 hora.
Grafico em tempo
real, histérico Os pontos de dados Opgdes:
mostrados
dependem do * 5 minutos
periodo de tempo . 1 hora
selecionado
* 8 horas
* 1 dia
« 7 dias
+ 30 dias
Tabela quase em 10seg.-1h Valor mais atual llimitado Sim
tempo real (vista de
tabela)
Arquivo de valores  Depende do periodo Depende do periodo llimitado Sim
separados por de tempo de tempo
virgula (CSV) selecionado selecionado

Diretrizes para visualizagao de dados de desempenho

* A coleta de dados de desempenho esta sempre ativa. Nado ha opgéo para desliga-lo.

» Cada vez que o intervalo de amostragem transcorrer, a matriz de armazenamento é consultada e os
dados sao atualizados.



» Para dados graficos, o periodo de tempo de 5 minutos suporta a média de atualizagdo de 10 segundos ao
longo de 5 minutos. Todos os outros intervalos de tempo s&do atualizados a cada 5 minutos, com média do
periodo de tempo selecionado.

* Os dados de desempenho nas visualizagdes graficas sao atualizados em tempo real. Os dados de
desempenho na vista de tabela sao atualizados quase em tempo real.

* Se um objeto monitorado mudar durante o tempo em que os dados sao coletados, o objeto pode n&o ter
um conjunto completo de pontos de dados abrangendo o periodo de tempo selecionado. Por exemplo, os
conjuntos de volumes podem mudar a medida que os volumes sao criados, excluidos, atribuidos ou n&o
atribuidos; ou unidades podem ser adicionadas, removidas ou falhadas.

Terminologia de desempenho

Saiba como os termos de desempenho se aplicam ao storage array.

Prazo

Aplicagao

CPU

Host

IOPS

Laténcia

LUN

MIB

Objeto

Piscina

Descrigao

Um aplicativo € um programa de software, como SQL ou Exchange.

CPU é curto para "unidade de processamento central". CPU indica a
porcentagem da capacidade de processamento da matriz de armazenamento
sendo usada.

Um host € um servidor que envia e/S para um volume em um storage array.

IOPS significa operagdes de entrada/saida por segundo.

Laténcia é o intervalo de tempo entre uma solicitacdo, como para um comando
de leitura ou gravacéo, e a resposta do host ou do storage array.

Um numero de unidade logica (LUN) € o niumero atribuido ao espaco de
endereco que um host usa para acessar um volume. O volume é apresentado ao
host como capacidade na forma de um LUN.

Cada host tem seu proprio espaco de endereco LUN. Portanto, o mesmo LUN
pode ser usado por diferentes hosts para acessar diferentes volumes.

MIB é uma abreviatura de mebibyte (mega byte binario). Um MIB é 220, ou
1.048.576 bytes. Compare com MB, que significa um valor base 10. Um MB
equivale a 1.024 bytes.

Um objeto é qualquer componente de storage logico ou fisico.

Os objetos légicos incluem grupos de volumes, pools e volumes. Os objetos
fisicos incluem o storage array, controladores de array, hosts e unidades.

Um pool é um conjunto de unidades que é agrupado logicamente. Vocé pode
usar um pool para criar um ou mais volumes acessiveis a um host. (Vocé cria
volumes a partir de um pool ou de um grupo de volumes.)



Prazo

Leia

Volume

Nome do volume

Grupo de volume

Workload

Escreva

Descrigdo

A leitura é abreviada para "operacéao de leitura", que ocorre quando o host
solicita dados do storage array.

Um volume é um contéiner no qual aplicativos, bancos de dados e sistemas de
arquivos armazenam dados. E o componente ldgico criado para que o host
acesse o storage no storage array.

Um volume é criado a partir da capacidade disponivel em um pool ou em um
grupo de volumes. Um volume tem uma capacidade definida. Embora um volume
possa consistir em mais de uma unidade, um volume aparece como um
componente légico para o host.

Um nome de volume é uma cadeia de carateres atribuida ao volume quando é
criado. Vocé pode aceitar o nome padréo ou fornecer um nome mais descritivo
indicando o tipo de dados armazenados no volume.

Um grupo de volumes € um contentor para volumes com carateristicas
compartilhadas. Um grupo de volumes tem uma capacidade definida e um nivel
RAID. Vocé pode usar um grupo de volumes para criar um ou mais volumes
acessiveis a um host. (Vocé cria volumes a partir de um grupo de volumes ou de
um pool.)

Um workload é um objeto de storage compativel com uma aplicagdo. Vocé pode
definir uma ou mais cargas de trabalho ou instancias por aplicagdo. Para alguns
aplicativos, o sistema configura a carga de trabalho para conter volumes com
carateristicas de volume subjacentes semelhantes. Essas caracteristicas de
volume s&o otimizadas com base no tipo de aplicagdo compativel com o
workload. Por exemplo, se vocé criar uma carga de trabalho que suporte um
aplicativo Microsoft SQL Server e, posteriormente, criar volumes para essa carga
de trabalho, as carateristicas de volume subjacentes serao otimizadas para
oferecer suporte ao Microsoft SQL Server.

A gravacgao é curta para "operagdo de gravacado", quando os dados sdo enviados
do host para o array para armazenamento.

Visualizar dados graficos de desempenho

E possivel exibir dados de performance graficos para objetos I6gicos, objetos fisicos,
aplicacdes e workloads.

Sobre esta tarefa

Os graficos de desempenho mostram dados histéricos, bem como dados em tempo real que estdo sendo
capturados. Uma linha vertical no grafico, rotulada Live Updating, distingue os dados historicos dos dados em

tempo real.

* Visualizagado da pagina inicial*

A pagina inicial contém um grafico que mostra o desempenho do nivel da matriz de armazenamento. Vocé
pode selecionar métricas limitadas nessa exibi¢gao ou clicar em Exibir detalhes de desempenho para



selecionar todas as métricas disponiveis.

Vista detalhada

Os graficos disponiveis na vista de desempenho detalhada estdo dispostos em trés separadores:

» Exibicao logica — exibe dados de desempenho para objetos Idgicos agrupados por grupos de volume e

pools. Os objetos logicos incluem grupos de volumes, pools e volumes.

* Physical View — exibe dados de desempenho para o controlador, canais host, canais de unidade e

unidades.

+ Exibicao de aplicativos e cargas de trabalho — exibe uma lista de objetos ldgicos (volumes) agrupados

pelos tipos de aplicativos e cargas de trabalho que vocé definiu.

Passos

1.
2.
3.

. Selecione a guia Exibigao légica, a guia Exibicao fisica ou a guia Exibicao de aplicativos e cargas de

5.

Selecione Home.
Para selecionar uma visualizacdo em nivel de matriz, clique no botao IOPS, MIB/s ou CPU.

Para ver mais detalhes, clique em Exibir detalhes de desempenho.

trabalho.

Dependendo do tipo de objeto, diferentes graficos aparecem em cada guia.

Ver separadores Dados de desempenho exibidos para cada tipo de objeto
Vista légica » Storage array: IOPS, MIB/s.

* Pools: Laténcia, IOPS, MIB/s

* Grupos de volume: Laténcia, IOPS, MIB/s.

* Volumes: Laténcia, IOPS, MIB/s

Vista fisica » Controladores: IOPS, MIB/s, CPU, espago livre
» Canais de host: Laténcia, IOPS, MIB/s, espaco livre
+ Canais de unidade: Laténcia, IOPS, MIB/s.
* Unidades: Laténcia, IOPS, MIB/s

Visualizagao de » Storage array: IOPS, MIB/s.

aplicagbes e workloads | A jicacses: Laténcia, IOPS, MIB/s
» Cargas de trabalho: Laténcia, IOPS, MIB/s
* Volumes: Laténcia, IOPS, MIB/s

Utilize as opgdes para visualizar os objetos e as informagdes de que necessita.



Opgodes

Opcoes para Descricao

visualizagao de

objetos

Expanda uma gaveta Gavetas de navegagdo contém objetos de armazenamento, como pools,
para ver a lista de grupos de volume e unidades.

objetos.

Clique na gaveta para ver a lista de objetos na gaveta.

Selecione objetos para Marque a caixa de selegcao a esquerda de cada objeto para escolher os

visualizar. dados de desempenho que deseja exibir.

Use filtro para Na caixa filtro, insira 0 nome ou um nome parcial de objetos para listar
encontrar nomes de apenas esses objetos na gaveta.

objetos ou nomes

parciais.

Clique em Atualizar Depois de selecionar objetos nas gavetas, selecione Atualizar graficos
graficos depois de para ver os dados graficos dos itens selecionados.

selecionar objetos.

Ocultar ou mostrar Selecione o titulo do grafico para ocultar ou mostrar o grafico.
grafico

6. Conforme necessario, use as opg¢des adicionais para visualizar dados de desempenho.



Opg¢odes adicionais

Opc¢ao Descricao

Periodo de tempo Selecione a duragao do tempo que pretende visualizar (5 minutos, 1 hora,
8 horas, 1 dia, 7 dias ou 30 dias). O padrao é 1 hora.

O carregamento de dados de desempenho para um periodo

@ de 30 dias pode demorar varios minutos. Nao navegue para
fora da pagina da Web, atualize a pagina da Web ou feche
0 navegador enquanto os dados estao sendo carregados.

Detalhes do ponto de Passe o cursor sobre o grafico para ver as métricas de um determinado
dados ponto de dados.

Barra de deslocamento Use a barra de rolagem abaixo do grafico para exibir um periodo de tempo
anterior ou posterior.

Barra de zoom Abaixo do gréfico, arraste as algas da barra de zoom para diminuir o zoom
em um periodo de tempo. Quanto mais larga a barra de zoom, menos
granulares os detalhes do grafico.

Para repor o grafico, selecione uma das opg¢des de intervalo de tempo.

Arraste e solte No grafico, arraste o cursor de um ponto no tempo para outro para
aumentar o zoom em um periodo de tempo.

Para repor o grafico, selecione uma das opgdes de intervalo de tempo.

Visualizar e guardar dados de desempenho tabulares

Vocé pode visualizar e salvar dados de graficos de desempenho em formato tabular. Isto
permite-lhe filtrar os dados que pretende visualizar.

Passos
1. A partir de qualquer grafico de dados de desempenho, clique em Iniciar exibi¢ao de tabela.

E exibida uma tabela que lista todos os dados de desempenho dos objetos selecionados.

2. Utilize a opgao de selegéo de objetos e o filtro conforme necessario.

3. Clique no botdo Mostrar/Ocultar colunas para selecionar as colunas que deseja incluir na tabela.
Vocé pode clicar em cada caixa de selecao para selecionar ou desmarcar um item.

4. Selecione Exportar na parte inferior da tela para salvar a exibicao tabular em um arquivo de valores
separados por virgula (CSV).

A caixa de dialogo Exportar Tabela é exibida, indicando o niumero de linhas a serem exportadas e o
formato de arquivo da exportagao (valores separados por virgula ou formato CSV).



5. Clique em Exportar para prosseguir com o download ou clique em Cancelar.

Dependendo das configuragdes do navegador, o arquivo sera salvo ou vocé sera solicitado a escolher um
nome e local para o arquivo.

O formato padrdo do nome do arquivo € performanceStatistics-yyyy-mm-dd hh-mm-ss.csv, que
inclui a data e a hora em que o arquivo foi exportado.

Interpretar dados de performance

Os dados de desempenho podem orienta-lo no ajuste do desempenho do seu storage
array.

Ao interpretar dados de desempenho, tenha em mente que varios fatores afetam o desempenho de seu
storage array. A tabela a seguir descreve as principais areas a serem consideradas.

Dados de performance Implicag6es para o ajuste de desempenho

Laténcia (milissegundos  Monitorar a atividade de e/S de um objeto especifico.
ou ms)
Identifique potencialmente objetos que séo gargalos:

» Se um grupo de volumes for compartilhado entre varios volumes, os volumes
individuais poderéo precisar de seus proprios grupos de volumes para
melhorar o desempenho sequencial das unidades e diminuir a laténcia.

» Com pools, laténcias maiores sao introduzidas e workloads irregulares
podem existir entre unidades, o que torna os valores de laténcia menos
significativos e, em geral, maiores.

* O tipo de unidade e a velocidade influenciam a laténcia. Com e/S aleatoria,
as unidades giratorias mais rapidas gastam menos tempo movendo-se de e
para diferentes locais no disco.

» Poucas unidades resultam em mais comandos enfileirados e um periodo de
tempo maior para a unidade processar o comando, aumentando a laténcia
geral do sistema.

* |/os maiores tém maior laténcia devido ao tempo adicional envolvido na
transferéncia de dados.

» Maior laténcia pode indicar que o padrao de e/S é aleatorio por natureza. As
unidades com e/S aleatdrias terdo maior laténcia do que aquelas com fluxos
sequenciais.

* Uma disparidade na laténcia entre unidades ou volumes de um grupo de
volumes comum pode indicar uma unidade lenta.



Dados de performance

IOPS

MIB/s.

10

Implicagées para o ajuste de desempenho

Os fatores que afetam as operagdes de entrada/saida por segundo (IOPS ou
iOS/seg) incluem estes itens:

» Padrao de acesso (aleatorio ou sequencial)

» Tamanho de e/S.

* Nivel RAID

» Tamanho do bloco de cache

» Se 0 armazenamento em cache de leitura esta ativado

* Se 0 armazenamento em cache de gravagao esta ativado
» Pré-busca de leitura de cache dindmico

» Tamanho do segmento

* O nimero de unidades nos grupos de volumes ou no storage de
armazenamento

Quanto maior a taxa de acerto do cache, maiores serdo as taxas de e/S. Taxas
de e/S de gravagao mais altas sdo experimentadas com o armazenamento em
cache de gravacgao ativado em comparagao com desativado. Ao decidir se deseja
ativar o armazenamento em cache de gravagao para um volume individual,
observe o IOPS atual e o IOPS maximo. Vocé deve ver taxas mais altas para
padrbes de e/S sequenciais do que para padrdes de e/S aleatorios.
Independentemente do seu padréo de e/S, ative o armazenamento em cache de
gravagao para maximizar a taxa de e/S e reduzir o tempo de resposta do
aplicativo.

Vocé pode ver melhorias de desempenho causadas pela alteragado do tamanho
do segmento nas estatisticas de IOPS de um volume. Experimente para
determinar o tamanho ideal do segmento ou use o tamanho do sistema de
arquivos ou o tamanho do bloco do banco de dados.

As taxas de transferéncia ou taxa de transferéncia sdo determinadas pelo
tamanho de e/S do aplicativo e pela taxa de e/S. Geralmente, solicitagdes de e/S
de aplicativos pequenos resultam em uma taxa de transferéncia mais baixa, mas
fornecem uma taxa de e/S mais rapida e um tempo de resposta menor. Com
solicitacoes de e/S de aplicagbes maiores, taxas de transferéncia mais altas séo
possiveis.

Compreender os padroes tipicos de e/S de aplicativos pode ajuda-lo a determinar
as taxas maximas de transferéncia de e/S para um storage array especifico.



Dados de performance

CPU

Espaco livre

Implicagées para o ajuste de desempenho

Este valor € uma percentagem da capacidade de processamento que esta a ser
utilizada.

Vocé pode notar uma disparidade no uso da CPU dos mesmos tipos de objetos.
Por exemplo, o uso da CPU de um controlador é pesado ou esta aumentando ao
longo do tempo, enquanto o do outro controlador € mais leve ou mais estavel.
Nesse caso, vocé pode querer alterar a propriedade do controlador de um ou
mais volumes para o controlador com a porcentagem de CPU mais baixa.

Vocé pode querer monitorar a CPU em toda a matriz de armazenamento. Se a
CPU continuar a aumentar com o tempo enquanto o desempenho do aplicativo
diminui, talvez seja necessario adicionar storage arrays. Ao adicionar storage
arrays a sua empresa, vocé pode continuar atendendo as necessidades dos
aplicativos em um nivel de desempenho aceitavel.

Espaco livre refere-se a capacidade de desempenho restante dos controladores,
dos canais de host do controlador e dos canais de unidade do controlador. Esse
valor é expresso como uma porcentagem e representa a lacuna entre o
desempenho maximo possivel que esses objetos podem fornecer e os niveis de
desempenho atuais.

» Para as controladoras, o espaco livre representa uma porcentagem do
maximo de IOPS possivel.

» Para os canais, o0 espaco livre € uma porcentagem do rendimento maximo,
ou MIB/s. Taxa de transferéncia de leitura, taxa de transferéncia de gravacéo
e taxa de transferéncia bidirecional estéo incluidos no calculo.

Exibir hierarquia de armazenamento

A hierarquia de armazenamento na interface principal fornece uma visualizacéo
organizada dos varios componentes de hardware e objetos de armazenamento
gerenciados pelo seu storage array.

Para exibir a hierarquia de armazenamento, va para a pagina inicial e clique na seta suspensa em um
componente de storage ou objeto de armazenamento. Um storage array consiste em uma coleg¢éao de
componentes fisicos e componentes légicos.

Componentes fisicos

Os componentes fisicos de um storage array sao descritos nesta tabela.

Componente

Controlador

Descricao

Um controlador consiste em uma placa, firmware e software. Controla as
unidades e implementa as fungdes do System Manager.

11



Componente

Gaveta

Condugao

Host

Adaptador de barramento
do host (HBA)
Porta de host

Cliente de gestao

Componentes logicos

Descrigdo

Uma prateleira € um gabinete instalado em um gabinete ou rack. Ele contém os
componentes de hardware para o storage array. Ha dois tipos de
compartimentos: Um compartimento de controladora e um compartimento de
unidade. Um compartimento de controladora inclui controladores e unidades. Um
compartimento de unidades inclui médulos de entrada/saida (IOMs) e unidades.

Se o storage array contiver diferentes tipos de Midia ou diferentes
tipos de interface, um compartimento de unidade para cada tipo de
unidade sera exibido.

Uma unidade € um dispositivo mecanico eletromagnético ou um dispositivo de
memoria de estado solido que fornece os meios de armazenamento fisico para
os dados.

Um host é um servidor que envia e/S para um volume em um storage array.

Um adaptador de barramento de host (HBA) € uma placa que reside em um host
e contém uma ou mais portas de host.

Uma porta de host € uma porta em um adaptador de barramento de host (HBA)
que fornece a conexao fisica a um controlador e é usada para operagdes de e/S.

Um cliente de gerenciamento € o computador em que um navegador esta
instalado para acessar o System Manager.

As unidades no storage array fornecem a capacidade de armazenamento fisico para os dados. Use o System
Manager para configurar a capacidade fisica em componentes l6gicos, como pools, grupos de volumes e
volumes. Esses componentes sao as ferramentas que vocé usa para configurar, armazenar, manter e
preservar dados no storage array. Os componentes loégicos de um storage array sdo descritos nesta tabela.

Componente

Piscina

Grupo de volume

Volume

12

Descrigdo

Um pool é um conjunto de unidades que é agrupado logicamente. Vocé pode
usar um pool para criar um ou mais volumes acessiveis a um host. (Vocé cria
volumes a partir de um pool ou de um grupo de volumes.)

Um grupo de volumes é um contentor para volumes com carateristicas
compartilhadas. Um grupo de volumes tem uma capacidade definida e um nivel
RAID. Vocé pode usar um grupo de volumes para criar um ou mais volumes
acessiveis a um host. (Vocé cria volumes a partir de um grupo de volumes ou de
um pool.)

Um volume é um contéiner no qual aplicativos, bancos de dados e sistemas de
arquivos armazenam dados. E o componente légico criado para que o host
acesse o storage no storage array.



Componente Descricédo

Numero de unidade l6gica Um numero de unidade légica (LUN) é o numero atribuido ao espago de
(LUN) endereg¢o que um host usa para acessar um volume. O volume é apresentado ao
host como capacidade na forma de um LUN.

Cada host tem seu proéprio espaco de endereco LUN. Portanto, o mesmo LUN
pode ser usado por diferentes hosts para acessar diferentes volumes.

Gerir as definicdes da interface

Gerenciar a protegao por senha

Vocé deve configurar o storage array com senhas para protegé-lo contra acesso nao
autorizado.

Definir e alterar senhas

Ao iniciar o System Manager pela primeira vez, vocé sera solicitado a definir uma senha de administrador.
Qualquer usuario que tenha a senha de administrador pode fazer alteragdes de configuragdo na matriz de
armazenamento, como adicionar, alterar ou remover objetos ou configuragdes. Para definir a senha de
administrador durante a inicializagao inicial, "Acesse o System Manager"consulte .

Por razbes de seguranca, vocé pode tentar inserir uma senha apenas cinco vezes antes que o storage de
armazenamento entre em um estado de "bloqueio”. Nesse estado, o storage array rejeitara tentativas
subsequentes de senha. Vocé deve esperar 10 minutos para que a matriz de armazenamento seja redefinida
para um estado "normal" antes de tentar digitar uma senha novamente.

Além da senha de administrador, o storage array inclui perfis de usuario predefinidos com uma ou mais
funcbes mapeadas para eles. Para obter mais informacoes, "Permissdes para funcées mapeadas"consulte .
Os perfis de usuario e mapeamentos ndo podem ser alterados. Apenas as senhas podem ser modificadas. Se
pretender alterar a palavra-passe de administrador ou outras palavras-passe de utilizador, "Alterar
senhas"consulte .

Volte a introduzir palavras-passe apés os tempos limite da sessao

O sistema solicita a senha apenas uma vez durante uma Unica sessao de gerenciamento. No entanto, uma
sessao expira apos 30 minutos de inatividade, altura em que deve introduzir novamente a palavra-passe. Se
outro usuario que gerencia 0 mesmo storage array de outro cliente de gerenciamento alterar a senha
enquanto sua sessao estiver em andamento, vocé sera solicitado a digitar uma senha da préxima vez que
tentar uma operagéo de configuragdo ou uma operagao de exibi¢ao.

Vocé pode ajustar o tempo limite da sessao ou desativar completamente os tempos limite da sesséo.
"Gerenciar tempos limite de sessdo"Consulte .

Remova as unidades ou a proteg¢ao por senha

Se vocé remover unidades protegidas por senha ou quiser desativar a prote¢ao por senha, tenha em atencéo
0 seguinte:

+ Se vocé remover unidades com proteg¢ao por senha— a senha é armazenada em uma area reservada

de cada unidade no storage de armazenamento. Se vocé remover todas as unidades de um storage array,
sua senha nao funcionara mais. Para corrigir essa condig¢ao, reinstale uma das unidades originais no
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storage de armazenamento.

+ Se vocé quiser remover a prote¢ao por senha — se vocé ndo quiser mais ter comandos protegidos por
senha, digite a senha atual do administrador e deixe as caixas de texto da nova senha em branco.

Executar comandos de configuragdo em um storage array pode causar sérios danos, incluindo

@ perda de dados. Por esse motivo, vocé sempre deve definir uma senha de administrador para o
storage array. Use uma senha de administrador longa com pelo menos 15 carateres
alfanuméricos para aumentar a seguranca.

Definir unidades padrao para valores de capacidade

O System Manager pode exibir os valores de capacidade em gibibibytes (GiB) ou
tebibytes (TIB).

As preferéncias sdo armazenadas no armazenamento local do navegador para que todos os usuarios possam
ter suas proprias configuracgoes.

Passos

1. Selecione Preferéncias > Definir preferéncias.

2. Clique no botédo de opgao para Gibibytes ou Tebibytes e confirme que deseja executar a operagao.

Consulte a tabela a seguir para obter abreviaturas e valores.

Abreviatura Valor
Gib 1.024 3 bytes
TIB 1.024 4 bytes

Definir o periodo de tempo predefinido para graficos de desempenho
Pode alterar o periodo de tempo predefinido apresentado pelos graficos de desempenho.

Sobre esta tarefa

Os graficos de desempenho apresentados na pagina inicial e na pagina desempenho mostram inicialmente
um periodo de tempo de 1 hora. As preferéncias sao armazenadas no armazenamento local do navegador
para que todos os usuarios possam ter suas proprias configuragoes.

Passos

1. Selecione Preferéncias > Definir preferéncias.

2. Na lista suspensa, selecione 5 minutes, 1 hour, 8 hours, 1 day ou 7 Days e confirme que deseja
executar a operacgao.

Configurar o banner de login

Vocé pode criar um banner de login que € apresentado aos usuarios antes que eles
estabelegam sessdes no System Manager. O banner pode incluir um aviso de aviso e
uma mensagem de consentimento.
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Sobre esta tarefa
Quando vocé cria um banner, ele aparece antes da tela de login em uma caixa de dialogo.

Passos
1. Selecione Definigdes > sistema.

2. Na secao Geral, selecione Configure Login Banner.
A caixa de dialogo Configurar banner de login sera aberta.

3. Introduza o texto que pretende aparecer no banner de inicio de sesséo.
@ Nao use HTML ou outras tags de marcagao para formatagao.

4. Clique em Salvar.

Resultados

Na proxima vez que os usuarios fizerem login no System Manager, o texto sera aberto em uma caixa de
dialogo. Os usuarios devem clicar em OK para continuar para a tela de login.

Gerenciar tempos limite de sessao

E possivel configurar tempos limite no System Manager para que as sessdes inativas
dos usuarios sejam desconetadas apds um tempo especificado.

Sobre esta tarefa

Por padrao, o tempo limite da sessao para o System Manager é de 30 minutos. Vocé pode ajustar esse tempo
ou pode desativar os tempos limite da sesséo por completo.

Se o Gerenciamento de Acesso for configurado usando os recursos SAML (Security Assertion

@ Markup Language) incorporados no array, um tempo limite de sesséo pode ocorrer quando a
sessao SSO do usuario atingir seu limite maximo. Isso pode ocorrer antes do tempo limite da
sessao do System Manager.

Passos
1. Selecione Definigbes > sistema.

2. Na secao Geral, selecione Ativar/Desativar tempo limite da sessao.
A caixa de dialogo Ativar/Desativar tempo limite da sessao é aberta.
3. Utilize os controlos giratérios para aumentar ou diminuir o tempo em minutos.

O tempo limite minimo que vocé pode definir para o System Manager € de 15 minutos.

@ Para desativar os tempos limite da sessao, desmarque a caixa de selegao Definir o
periodo de tempo....

4. Clique em Salvar.
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Gerenciar notificagoes

Descricao geral das notificagées de problemas

O System Manager usa icones e varios outros métodos para notifica-lo de que existem
problemas com a matriz de armazenamento.

icones

O System Manager usa esses icones para indicar o status do storage array e seus componentes.

icone Descrigdo
(] Ideal
(% | N&o-ideal ou falhou

Precisa de atencgao ou fixagcao

Cuidado

O System Manager exibe esses icones em varios locais.

» A area notificagdes na pagina inicial exibe o icone com falha e uma mensagem.
» O icone da pagina inicial na area de navegagao exibe o icone com falha.

* Na pagina componentes, os graficos para unidades e controladores exibem o icone com falha.

Alertas e LEDs

Além disso, o System Manager notifica vocé sobre problemas de outras maneiras.

* O System Manager envia notificagdes SNMP ou mensagens de erro de e-mail.

* Os LEDs da Acao de Servigo necessaria no hardware acendem-se.

Quando vocé receber notificagdo de um problema, use o Recovery Guru para ajuda-lo a corrigir o problema.
Quando necessario, use a documentacao de hardware com as etapas de recuperagao para substituir
componentes com falha.

Visualizar e agir sobre as operagdes em andamento
Para ver e agir em operagdes de longa duragdo, use a pagina operagdes em andamento.

Sobre esta tarefa

Para cada operacéo listada na pagina operagdes em andamento, uma porcentagem de concluséo e o tempo
estimado restante para concluir a operagao sdo mostrados. Em alguns casos, vocé pode parar uma operagao
ou coloca-la em uma prioridade maior ou menor. Também pode limpar uma operacao de copia de volume
concluida da lista.

Passos
1. Na pagina inicial, selecione Mostrar operagdes em andamento.
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A pagina operagdes em andamento é exibida.

2. Se desejar, use os links na coluna agdes para parar ou alterar a prioridade de uma operacgao.

O

uma operagao.

Leia todo o texto de adverténcia fornecido nas caixas de dialogo, particularmente ao parar

Pode parar uma operagao de cépia de volume ou alterar a sua prioridade.

3. Quando uma operacgao de copia de volume estiver concluida, vocé podera selecionar Clear para removeé-

la da lista.

Na parte superior da pagina inicial, uma mensagem informativa e um icone de chave amarela aparecem
quando uma operacéo estiver concluida. Esta mensagem inclui um link que permite limpar a operacéo da
pagina operagdes em andamento.

As operagdes que aparecem na pagina operagdes em andamento incluem o seguinte:

Operacgao

Copia de volume

Copia de volume

Copia de volume

Copia de volume

Copia de volume

Criar volume (volumes de pool
espessos maiores que 64TiB
somente)

Eliminagao de volume (volumes de
pool espessos maiores que 64TiB
somente)

Sincronizagéo inicial do grupo de
espelhos assincrono

Sincronizagéo inicial do grupo de
espelhos assincrono

Espelhamento sincrono

Possivel estado da operagao Acgoes que vocé pode tomar

Concluido Limpar
Em curso * Alterar prioridade
» Parar
Pendente Limpar
Falha * Limpar
* Volte a copiar
Parado * Limpar
* Volte a copiar
Em curso none
Em curso none
Em curso Suspender
Suspenso Retomar
Em curso Suspender
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Operagao

Espelhamento sincrono

Reversédo de imagem instantanea

Reversao de imagem instantanea

Reversao de imagem instantanea

Conduza a evacuacgao

Adicionar capacidade ao pool ou
ao grupo de volumes

Alterar um nivel RAID para um
volume

Reduzir a capacidade de um pool

Exigéncia de volume fino

Verifique o tempo restante em uma

operacgao de formato de
disponibilidade instantanea (IAF)
para volumes de pool

Verifique a redundancia de dados
de um grupo de volumes

Desfragmentar um grupo de
volume

Inicialize um volume

Aumentar a capacidade de um
volume

Altere o tamanho do segmento
para um volume

Copia da unidade

Reconstrucao de dados
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Possivel estado da operagao

Suspenso

Em curso

Pendente

Em pausa

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Em curso

Acoes que vocé pode tomar

Retomar

Cancelar

Cancelar

e Cancelar

» Retomar

Cancelar (depende do tipo de
evacuacgao da unidade)
none

none

none

none

none

none

none

none

none

none

none

none



Operagao Possivel estado da operagao Acoes que vocé pode tomar
Copyback Em curso none
Eliminacéo da transmisséo Em curso none
Importacdo de armazenamento Em curso * Alterar prioridade
remoto

» Parar
Importacao de armazenamento Parado * Retomar
remoto .

* Desligar
Importacdo de armazenamento Falha * Retomar
remoto .

* Desligar
Importagao de armazenamento Concluido Desligar

remoto

Recuperar de problemas usando Recovery Guru

O Recovery Guru é um componente do System Manager que diagnostica problemas de

storage array e recomenda procedimentos de recuperacao para corrigir os problemas.

Passos
1. Selecione Home.

2. Clique no link Recover from n problems no centro da janela.

A caixa de dialogo Recovery Guru (Guru de recuperagao) é exibida.

3. Selecione o primeiro problema mostrado na lista de resumo e siga as instru¢des no procedimento de

recuperagao para corrigir o problema. Sempre que necessario, utilize as instrugdes de substituicao para

substituir os componentes avariados. Repita esta etapa para cada problema listado.

Varios problemas em um storage array podem ser relacionados. Neste caso, a ordem em que 0s

problemas sao corrigidos pode afetar o resultado. Selecione e corrija os problemas na ordem em que eles
estdo listados na lista de resumo.

Varias falhas para um recipiente de fonte de alimentagéo sdo agrupadas e listadas como um problema na
lista de resumo. Varias falhas para um recipiente do ventilador também séo listadas como um problema.

. Para se certificar de que o procedimento de recuperagao foi bem-sucedido, clique em verificar
novamente.

Se vocé selecionou um problema para um grupo de espelhos assincronos ou um membro de um grupo de
espelhos assincronos, clique em Clear primeiro para apagar a falha do controlador e clique em
Reverifique para remover o evento do Recovery Guru.

Se todos os problemas tiverem sido corrigidos, o icone do storage array eventualmente transita de precisa
de atencéo para o ideal. Para alguns problemas, aparece um icone de fixagdo enquanto uma operagao,
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como a reconstrucao, esta em andamento.
5. Opcional: para salvar as informagdes do Recovery Guru em um arquivo, clique no icone Salvar.

O arquivo é salvo na pasta Downloads do navegador com o0 nome recovery-guru-failure-yyyy-
mm-dd-hh-mm-ss-mmm.html.

6. Para imprimir as informacgdes do Recovery Guru, clique no icone Print.

FAQs

Quais sao os navegadores suportados?

O System Manager suporta essas versdes do navegador.

Navegador Versao minima
Google Chrome 79
Mozilla Firefox 70
Safari 12
Microsoft Edge 79
Microsoft Edge Legacy 18
Microsoft Internet Explorer (MSIE) 11

Quais sao os atalhos de teclado?

Vocé pode navegar pelo System Manager usando apenas o teclado.

Navegacao geral

Acgao Atalho de teclado

Mover para o item seguinte. Separador

Mover para o item anterior. Shift e Tab

Selecione um item. Introduza

Lista suspensa - mova para o item seguinte ou Seta para baixo ou seta para cima
anterior.

Caixa de selecao—Selecione um item. Barra de espaco
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Acgéao

Botdes de radio - alternar entre itens.

Texto expansivel—expandir ou contrato item.

Navegacao da mesa
Acgao

Selecione uma linha.

Role para cima ou para baixo.

Altere a ordem de classificacdo de uma coluna.

Navegacao no calendario
Acgao

Passar para o més anterior.

Passar para o proximo més.

Mudar para o ano anterior.

Mude para o préximo ano.

Abra o seletor de data se estiver fechado.

Mover para o més atual.

Passar para o dia anterior.

Passar para o dia seguinte.

Passar para a semana anterior.

Passar para a proxima semana.

Selecione a data focada.

Feche o seletor de data e apague a data.

Atalho de teclado

Seta para baixo ou seta para cima

Introduza

Atalho de teclado

Para selecionar uma linha e, em seguida, prima Enter

Seta para baixo/seta para cima ou Pagina para
baixo/Pagina para cima

Para selecionar um titulo de coluna e, em seguida,
prima Enter

Atalho de teclado

Pagina para cima

Pagina para baixo

Pagina para cima

Pagina para baixo

Controle e Home

Controle / comando e Home

Controle / comando a esquerda

Controle / comando a direita

Controle / comando para cima

Controle / comando para baixo

Introduza

Controle / comando e fim
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Acgao Atalho de teclado

Feche o seletor de data sem selecao. Escape

Como as estatisticas de desempenho para volumes individuais se relacionam com o total?

As estatisticas de pools e grupos de volumes sao calculadas agregando todos os
volumes, incluindo volumes de capacidade reservada.

A capacidade reservada é usada internamente pelo sistema de storage para dar suporte a thin volumes,
snapshots e espelhamento assincrono, e nao € visivel para hosts de e/S. Como resultado, as estatisticas do
pool, do controlador e do storage array podem nao ser a soma dos volumes visiveis.

No entanto, para estatisticas de aplicagbes e cargas de trabalho, apenas os volumes visiveis sdo agregados.

Por que os dados sao exibidos como zero nos graficos e na tabela?

Quando um zero € exibido para um ponto de dados nos graficos e tabela, significa que
nao ha atividade de e/S para o objeto para esse ponto no tempo. Essa situagao pode
ocorrer porque o host ndo esta iniciando e/S para esse objeto, ou pode ser um problema
com o proprio objeto.

Os dados histéricos do objeto ainda estéo disponiveis para visualizagao. Os graficos e a tabela mostrarao
dados néo-zero assim que a atividade de e/S comegar a ocorrer para o objeto.

A tabela a seguir lista as razdes mais comuns pelas quais um valor de ponto de dados pode ser zero para
qualquer objeto.

Tipo de objeto no nivel Os dados de motivo sdo exibidos como zero

do array
Volume * O volume nao tinha atribuicdo de host.
Grupo de volume » O grupo de volume estéa a ser importado.
* O grupo de volumes nao contém um volume atribuido a um host, o grupo de
volumes e nao contém nenhuma capacidade reservada.
Conducao * A unidade falhou.
* A unidade foi removida.
* A unidade esta num estado desconhecido.
Controlador » O controlador esta offline.
+ O controlador falhou.
* O controlador foi removido.
» O controlador esta num estado desconhecido.
Storage array  Storage array ndo contém volumes.
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O que o grafico de laténcia mostra?

O grafico de laténcia fornece estatisticas de laténcia, em milissegundos (ms), para
volumes, grupos de volumes, pools, aplicacdes e workloads. Este grafico € apresentado
nos separadores Vista légica, Vista fisica e Vista aplicagdes e cargas de trabalho.

Laténcia refere-se a qualquer atraso que ocorre a medida que os dados séo lidos ou gravados. Passe o cursor
sobre um ponto no grafico para ver os seguintes valores, em milissegundos (ms), para esse ponto no tempo:

» Tempo de leitura.

« Tempo de gravagao.

* Tamanho médio de e/S.

O que o grafico IOPS mostra?

O grafico IOPS exibe estatisticas para operag¢des de entrada/saida por segundo. Na
pagina inicial, este grafico exibe estatisticas para a matriz de armazenamento. Nas guias
Exibicao logica, Exibicao fisica e visualizagédo de aplicativos e cargas de trabalho do
bloco desempenho, esse grafico exibe estatisticas do storage array, volumes, grupos de
volumes, pools, aplicativos e cargas de trabalho.

IOPS é uma abreviatura para IOPS/IOPS (e/S) operagdes por segundo. Passe o cursor sobre um ponto no
grafico para ver os seguintes valores para esse ponto no tempo:

* Numero de operacdes de leitura.

* Numero de operagbes de gravagao.

« Total de operagdes de leitura e gravagédo combinadas.

O que o grafico MIB/s mostra?

O grafico MIB/s exibe estatisticas de velocidade de transferéncia em mebibytes por
segundo. Na pagina inicial, este grafico exibe estatisticas para a matriz de
armazenamento. Nas guias Exibi¢cdo logica, Exibigao fisica e visualizagdo de aplicativos
e cargas de trabalho do bloco desempenho, esse grafico exibe estatisticas do storage
array, volumes, grupos de volumes, pools, aplicativos e cargas de trabalho.

MIB/s é uma abreviatura de mebibytes por segundo, ou 1.048.576 bytes por segundo. Passe o cursor sobre
um ponto no grafico para ver os seguintes valores para esse ponto no tempo:

* A quantidade de dados lidos.
* A quantidade de dados escritos.

* A quantidade total combinada de dados lidos e escritos.

O que o grafico da CPU mostra?

O grafico da CPU exibe estatisticas de capacidade de processamento para cada
controlador (controlador A e controlador B). CPU € uma abreviatura para central
processing unit. Na pagina inicial, este grafico exibe estatisticas para a matriz de

23



armazenamento. Na guia Exibi¢do fisica do bloco desempenho, esse grafico exibe
estatisticas para o storage de armazenamento e unidades.

O grafico da CPU mostra a porcentagem da capacidade de processamento da CPU que esta sendo usada em
relacao as operagdes no array. Mesmo quando nenhuma e/S externa esta ocorrendo, a porcentagem de
utilizacdo da CPU pode né&o ser zero porque o sistema operacional de armazenamento pode estar fazendo
operagoes e monitoramento em segundo plano. Passe o cursor sobre um ponto no grafico para ver uma
percentagem da capacidade de processamento que esta a ser utilizada nesse momento.

O que o grafico da cabeceira mostra?

O grafico de espaco livre esta relacionado a capacidade de desempenho restante para
os controladores do storage array. Este grafico € visivel na pagina inicial e na guia
Exibicao fisica do bloco desempenho.

O grafico de altura mostra a capacidade de desempenho restante dos objetos fisicos no sistema de
armazenamento. Passe o cursor sobre um ponto no grafico para ver as porcentagens de capacidade de IOPS
e MIB/s restantes para o controlador A e para o controlador B.

Onde posso encontrar mais informagoes sobre as preferéncias de visualizagao?
Para encontrar informacgdes sobre as op¢des de visualizacio disponiveis:

» Para ler mais sobre as unidades padrao para exibir valores de capacidade, "Definir unidades padrao para
valores de capacidade"consulte .

 Para ler mais sobre o periodo de tempo predefinido para apresentar graficos de desempenho, "Definir o
periodo de tempo predefinido para graficos de desempenho”consulte .

Piscinas e grupos de volume

Visao geral de pools e grupos de volume

E possivel criar capacidade de armazenamento logica a partir de um subconjunto de
unidades nao atribuidas no storage array. Essa capacidade légica pode assumir a forma
de um pool ou de um grupo de volumes, dependendo das necessidades do seu
ambiente.

O que séo pools e grupos de volume?

Um pool € um conjunto de unidades agrupadas logicamente. Um volume group € um contentor para volumes
com carateristicas compartilhadas. Vocé pode usar um pool ou um grupo de volumes para criar volumes
acessiveis a um host.

Saiba mais:

+ "Como os pools e os grupos de volume funcionam"
* "Terminologia de capacidade"

* "Decida se deseja usar um pool ou um grupo de volume"
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Como vocé cria piscinas?

Vocé pode permitir que o System Manager crie pools automaticamente quando detetar capacidade néo
atribuida em um storage array. Alternativamente, quando a criagdo automatica ndo pode determinar a melhor

configuragéo, vocé pode criar pools manualmente a partir do armazenamento > pools & grupos de volume.
Saiba mais:

* "Criacao automatica versus manual de pool"
¢ "Criar pool automaticamente"
* "Criar pool manualmente"
* "Adicionar capacidade a um pool ou grupo de volumes"
Como criar grupos de volume?
Pode criar grupos de volume a partir do armazenamento > pools & grupos de volume.
Saiba mais:
* "Crie um grupo de volumes"
 "Adicionar capacidade a um pool ou grupo de volumes"
Informacgoes relacionadas
Saiba mais sobre conceitos relacionados a pools e grupos de volumes:
» "Como funciona a capacidade reservada"

» "Como o cache SSD funciona"

Conceitos

Como os pools e os grupos de volume funcionam

Para provisionar o armazenamento, vocé cria um pool ou um grupo de volumes que
contera as unidades de disco rigido (HDD) ou de disco de estado sélido (SSD) que vocé
deseja usar em seu storage array.

O hardware fisico é provisionado em componentes l6gicos para que os dados possam ser organizados e
facilmente recuperados. Ha dois tipos de agrupamentos suportados:

* Piscinas
* Grupos de volume RAID
Os pools e grupos de volumes sao as unidades de armazenamento de nivel superior em um storage array:

Dividem a capacidade das unidades em divisdes gerenciaveis. Dentro dessas divisdes légicas estdo os
volumes individuais ou LUNs onde os dados sdo armazenados. A figura a seguir ilustra esse conceito.
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1 unidades de disco rigido ou SSD; 2 unidades de disco rigido ou SSD; 4 unidades de disco rigido ou SSD. 3
unidades de disco rigido ou SSD

Quando um sistema de storage é implantado, a primeira etapa € apresentar a capacidade de unidade
disponivel para os varios hosts:

 Criagao de pools ou grupos de volumes com capacidade suficiente

» Adicionar o numero de unidades necessarias para atender aos requisitos de desempenho ao pool ou ao
grupo de volumes

» Selecionar o nivel desejado de protegdo RAID (se estiver usando grupos de volume) para atender a
requisitos empresariais especificos

Vocé pode ter pools ou grupos de volume no mesmo sistema de armazenamento, mas uma unidade n&o pode
fazer parte de mais de um pool ou grupo de volumes. Os volumes que sdo apresentados aos hosts para e/S
sdo entdo criados, usando o espacgo no pool ou grupo de volumes.

Piscinas

Os pools foram projetados para agregar unidades de disco rigido fisicas em um grande espaco de
armazenamento e oferecer protegdo RAID aprimorada para ele. Um pool cria muitos conjuntos de RAID
virtuais a partir do numero total de unidades atribuidas ao pool e distribui os dados uniformemente entre todas
as unidades participantes. Se uma unidade for perdida ou adicionada, o System Manager reequilibra
dinamicamente os dados em todas as unidades ativas.

Os pools funcionam como outro nivel RAID, virtualizando a arquitetura RAID subjacente para otimizar o
desempenho e a flexibilidade ao executar tarefas como reconstru¢do, expanséo da unidade e manipulagdo da
perda da unidade. O System Manager define automaticamente o nivel RAID em 6 em uma 2 configuragéo de
mais de 8 GB (oito discos de dados mais dois discos de paridade).

Correspondéncia de condugao

Vocé pode escolher entre HDD ou SSDs para uso em pools. No entanto, assim como nos grupos de volumes,
todas as unidades do pool precisam usar a mesma tecnologia. Os controladores selecionam automaticamente
quais unidades incluir, portanto, vocé deve ter certeza de que tem um numero suficiente de unidades para a
tecnologia escolhida.
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Gerenciamento de unidades com falha

Os pools tém uma capacidade minima de 11 unidades; no entanto, uma unidade de capacidade é reservada
para capacidade extra em caso de falha da unidade. Esta capacidade sobressalente € chamada de
"capacidade de preservacao".

Quando os pools séo criados, uma certa quantidade de capacidade é preservada para uso de emergéncia.

Essa capacidade é expressa em termos de varias unidades no System Manager, mas a implementagéao real
esta espalhada por todo o pool de unidades. A quantidade padréo de capacidade preservada € baseada no
numero de unidades no pool.

Depois que o pool é criado, vocé pode alterar o valor da capacidade de preservagao para mais ou menos
capacidade, ou até mesmo configura-lo para nenhuma capacidade de preservacgéao (valor de 0 unidade). A
quantidade maxima de capacidade que pode ser preservada (expressa como um numero de unidades) é de
10 TB, mas a capacidade disponivel pode ser menor, com base no numero total de unidades no pool.

Grupos de volume

Os grupos de volume definem como a capacidade é alocada no sistema de storage para volumes. As
unidades de disco s&do organizadas em grupos RAID e os volumes residem nas unidades de um grupo RAID.
Portanto, as configuragdes do grupo de volume identificam quais unidades fazem parte do grupo e qual nivel
RAID é usado.

Quando vocé cria um grupo de volumes, os controladores selecionam automaticamente as unidades a serem
incluidas no grupo. Vocé deve escolher manualmente o nivel RAID para o grupo. A capacidade do grupo de
volumes é o total do numero de unidades selecionadas, multiplicado pela sua capacidade.

Correspondéncia de condugao

Vocé deve corresponder as unidades no grupo de volumes para tamanho e desempenho. Se houver unidades
menores e maiores no grupo de volumes, todas as unidades serao reconhecidas como o menor tamanho de
capacidade. Se houver unidades mais lentas e mais rapidas no grupo de volumes, todas as unidades sao
reconhecidas na velocidade mais lenta. Esses fatores afetam o desempenho e a capacidade geral do sistema
de storage.

N&o é possivel misturar diferentes tecnologias de unidade (unidades HDD e SSD). RAID 3, 5 e 6 estao
limitados a um maximo de 30 unidades. RAID 1 e RAID 10 usam espelhamento, portanto, esses grupos de
volume devem ter um numero par de discos.

Gerenciamento de unidades com falha

Os grupos de volume usam unidades hot spare como modo de espera no caso de uma unidade falhar nos
volumes RAID 1/10, RAID 3, RAID 5 ou RAID 6 contidos em um grupo de volumes. Uma unidade hot spare
nao contém dados e adiciona outro nivel de redundancia a sua matriz de armazenamento.

Se uma unidade falhar no storage de armazenamento, a unidade hot spare sera automaticamente substituida
pela unidade com falha sem exigir uma troca fisica. Se a unidade hot spare estiver disponivel quando uma

unidade falhar, a controladora usara dados de redundancia para reconstruir os dados da unidade com falha
para a unidade hot spare.

Terminologia de capacidade

Saiba como os termos de capacidade se aplicam ao storage array.
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Objetos de storage

A terminologia a seguir descreve os diferentes tipos de objetos de armazenamento que podem interagir com

seu storage array.

Objeto de storage
Host

LUN

Grupo de consisténcia do
espelho

Par de volume espelhado

Piscina

Grupo de consisténcia do
Snapshot

Grupo de instantaneos

Volume do Snapshot

Volume

Grupo de volume
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Descrig¢ao

Um host é um servidor que envia e/S para um volume em um storage array.

Um numero de unidade logica (LUN) € o numero atribuido ao espaco de
enderego que um host usa para acessar um volume. O volume é apresentado ao
host como capacidade na forma de um LUN.

Cada host tem seu préprio espago de enderego LUN. Portanto, o mesmo LUN
pode ser usado por diferentes hosts para acessar diferentes volumes.

Um grupo de consisténcia de espelho € um recipiente para um ou mais pares
espelhados. Para operagdes de espelhamento assincrono, vocé precisa criar um
grupo de consisténcia de espelhamento.

Um par espelhado é composto por dois volumes, um volume primario € um
volume secundario.

Um pool é um conjunto de unidades que € agrupado logicamente. Vocé pode
usar um pool para criar um ou mais volumes acessiveis a um host. (Vocé cria
volumes a partir de um pool ou de um grupo de volumes.)

Um grupo de consisténcia de snapshot € uma colegéo de volumes que séo
tratados como uma unica entidade quando uma imagem instantanea é criada.
Cada um desses volumes tem sua propria imagem instantédnea, mas todas as
imagens sdo criadas no mesmo momento.

Um grupo de instantédneos € uma colec¢ao de imagens instantaneas a partir de
um unico volume base.

Um volume instantadneo permite que o host acesse dados na imagem
instantanea. O volume instantaneo contém a sua proépria capacidade reservada,
que guarda quaisquer modificagdes no volume base sem afetar a imagem
instantanea original.

Um volume é um contéiner no qual aplicativos, bancos de dados e sistemas de
arquivos armazenam dados. E o componente logico criado para que o host
acesse o storage no storage array.

Um grupo de volumes é um contentor para volumes com carateristicas
compartilhadas. Um grupo de volumes tem uma capacidade definida e um nivel
RAID. Vocé pode usar um grupo de volumes para criar um ou mais volumes
acessiveis a um host. (Vocé cria volumes a partir de um grupo de volumes ou de
um pool.)



Capacidade de storage

A terminologia a seguir descreve os diferentes tipos de capacidade usados em seu storage array.

Tipo de capacidade

Capacidade alocada

Capacidade livre

Capacidade de pool ou
grupo de volumes

Pool capacidade
inutilizavel

Capacidade de
preservagao

Capacidade comunicada

Capacidade reservada

Cache SSD

Capacidade nao atribuida

Capacidade escrita

Descricao

Capacidade alocada € a capacidade fisica alocada das unidades em um pool ou
grupo de volumes.

Vocé usa a capacidade alocada para criar volumes e operacdes de servigos de
copia.

A capacidade livre € a capacidade disponivel em um pool ou grupo de volumes
que ainda nao foi alocada para operagdes de criagdo de volume ou servigos de
copia e objetos de armazenamento.

A capacidade de pool, volume ou grupo de volumes € a capacidade de um
storage array que foi atribuida a um pool ou grupo de volumes. Essa capacidade
€ usada para criar volumes e atender as varias necessidades de capacidade de
operacdOes de servigos de copia e objetos de storage.

Pool capacidade inutilizavel é o espago em um pool que néo pode ser usado
devido a tamanhos de unidade incompativeis.

Capacidade de preservagao ¢ a quantidade de capacidade (nUmero de unidades)
reservada em um pool para dar suporte a possiveis falhas de unidade.

Capacidade reportada € a capacidade que é relatada ao host e pode ser
acessada pelo host.

A capacidade reservada é a capacidade alocada fisica usada para qualquer
operacao de servigo de copia e objeto de storage. Nao é diretamente legivel pelo
host.

®

Cache SSD é um conjunto de unidades de disco de estado sélido (SSD) que
vocé agrupa logicamente em sua matriz de armazenamento. O recurso cache
SSD armazena em cache os dados acessados com mais frequéncia ("dados
ativos") em unidades SSD de baixa laténcia para acelerar dinamicamente os
workloads de aplicacdes.

Este recurso nao esta disponivel no sistema de armazenamento
EF600 ou EF300.

A capacidade nao atribuida € o espago em um storage array que nao foi
atribuido a um pool ou grupo de volumes.

Capacidade escrita é a quantidade de capacidade que foi escrita a partir da
capacidade reservada alocada para volumes finos.
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Decida se deseja usar um pool ou um grupo de volume

Vocé pode criar volumes usando um pool ou um grupo de volumes. A melhor selecéo
depende principalmente dos principais requisitos de storage, como o workload de e/S
esperado, os requisitos de performance e os requisitos de protecao de dados.

Razoes para escolher um pool ou grupo de volume

Escolha uma piscina

* Se vocé precisar de reconstrucdes de unidades mais rapidas e administracdo simplificada de storage,
exija thin volumes e/ou tenha um workload altamente aleatorio.

» Se vocé quiser distribuir os dados para cada volume aleatoriamente em um conjunto de unidades que

compdem o pool.

Nao é possivel definir ou alterar o nivel RAID de pools ou volumes nos pools. Os pools usam RAID nivel 6.

Escolha um grupo de volume

» Se voceé precisar de largura de banda maxima do sistema, a capacidade de ajustar as configuragdes de
storage e um workload altamente sequencial.

» Se vocé quiser distribuir os dados entre as unidades com base em um nivel RAID. Vocé pode especificar o
nivel RAID ao criar o grupo de volumes.

« Se vocé quiser gravar os dados para cada volume sequencialmente no conjunto de unidades que

compdem o grupo de volumes.

®

grupos de volume.

Diferencgas de recursos entre pools e grupos de volume

Como os pools podem coexistir com grupos de volume, um storage array pode conter pools e

A tabela a seguir fornece uma comparagao de recursos entre grupos de volume e pools.

Utilizacao

Carga de trabalho aleatdria

Workload sequencial

Tempo de recriagdo da unidade

Desempenho (modo ideal)

Desempenho (modo de recriagéo
da unidade)
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Piscina

Melhor

Bom

Mais rapido

Bom: Melhor para bloco pequeno,
carga de trabalho aleatoria.

Melhor: Geralmente melhor que
RAID 6

Grupo de volume

Bom
Melhor
Mais lento

Bom: Melhor para cargas de
trabalho sequenciais e em blocos
grandes

Degradada: Queda de até 40% no
desempenho



Utilizacao

Varias falhas de unidade

Adicionar unidades

Suporte a volumes finos

Suporte a disco de estado solido
(SSD)

Administragao simplificada

Desempenho ajustavel

Piscina
Maior protecéo de dados:

Reconstru¢gées com maior rapidez
e prioridade

Mais rapido: Adicionar a piscina em
tempo real

Sim
Sim
Sim: Nao hot spares ou

configuragdes RAID para
configurar

Nao

Comparacgao funcional de piscinas e grupos de volume

Grupo de volume

Menos protecao de dados:
Reconstru¢des lentas, maior risco
de perda de dados

Mais lento: Requer operacao de
expanséao de capacidade dinamica

Nao

Nao: Deve alocar hot spares,
configurar RAID

Sim

A funcéo e o proposito de um pool e um grupo de volume sao os mesmos. Ambos os objetos sdo um conjunto
de unidades agrupadas logicamente em um storage array e sdo usados para criar volumes que um host pode

acessar.

A tabela a seguir ajuda vocé a decidir se um pool ou um grupo de volumes se adapta melhor as suas

necessidades de armazenamento.

Funcgao

Nivel RAID diferente suportado

Thin volumes suportados

Piscina

N&o. Sempre RAID 6 no System
Manager.

Sim

Suporte a criptografia completa de Sim

disco (FDE)

Garantia de dados (DA) suportada Sim

Protecao contra perda de prateleira Sim

suportada

Protegéo contra perda de gaveta
suportada

Sim

Grupo de volume

Sim. RAID 0, 1,10,5e 6
disponiveis.

Nao

Sim

Sim

Sim
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Funcao

Velocidades de transmissao mistas
suportadas

Capacidade de unidade mista com
suporte

NUumero minimo de unidades

NUumero maximo de unidades

Pode escolher unidades individuais
ao criar um volume

Pode especificar o tamanho do
segmento ao criar um volume

Pode especificar as carateristicas
de e/S ao criar um volume

Protegao contra falha da unidade

Aviso ao atingir o limite de
capacidade

Suporte a migragéo para um
storage array diferente

Tamanho dinamico do segmento
(DSS)

Pode alterar o nivel RAID
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Piscina

Recomendado para ser o mesmo,
mas nao necessario. A unidade
mais lenta determina a velocidade
para todas as unidades.

Recomendado para ser o mesmo,
mas nao necessario. A menor
unidade determina a capacidade
de todas as unidades.

11

Até o limite maximo para a matriz
de armazenamento

Nao

Sim. 128K suportado.

Nao

Usa capacidade de preservagao
em cada unidade na piscina,
tornando a reconstrucdo mais
rapida.

Sim. Pode definir um alerta quando
a capacidade utilizada atinge uma
percentagem da capacidade
maxima.

N&o. Requer que vocé migre para
um grupo de volumes primeiro.

Nao

Grupo de volume

Recomendado para ser o mesmo,
mas nao necessario. A unidade
mais lenta determina a velocidade
para todas as unidades.

Recomendado para ser o mesmo,
mas nao necessario. A menor
unidade determina a capacidade
de todas as unidades.

Depende do nivel RAID. RAID 0
precisa de 1. RAID 1 ou 10 precisa
de 2 (requer um numero par). RAID
5 minimo é 3. RAID 6 minimo é 5.

RAID 1 e 10 - até o limite maximo
das unidades RAID 5, 6—30 da
matriz de armazenamento

Sim

Sim

Sim. Sistema de arquivos, banco
de dados, Multimidia e
personalizado suportados.

Utiliza uma unidade hot spare. A
reconstrugao é limitada pelos IOPs
da unidade.

Nao

Sim

Sim

Sim



Funcgéo Piscina Grupo de volume

Expanséao de volume (aumentara  Sim Sim
capacidade)
Expansé&o de capacidade Sim Sim

(adicionar capacidade)

Reducéao de capacidade Sim Nao

@ Os tipos de unidades mistas (HDD, SSD) nao sao compativeis com pools ou grupos de
volumes.

Criagao automatica versus manual de pool

Vocé cria pools automaticamente ou manualmente para permitir que o storage fisico seja
agrupado e alocado dinamicamente conforme necessario. Quando um pool é criado,
vocé pode adicionar unidades fisicas.

Criagao automatica

A criagdo automatica de pool ¢ iniciada quando o System Manager deteta capacidade nao atribuida em um
storage array. Quando a capacidade n&o atribuida é detetada, o System Manager solicita automaticamente
que vocé crie um ou mais pools ou adicione a capacidade nao atribuida a um pool existente ou a ambos.

A criacéo automatica de pool ocorre quando uma destas condi¢des € verdadeira:

» Os pools ndo existem no storage array e ha unidades similares suficientes para criar um novo pool.

* Novas unidades sao adicionadas a um storage array que tenha pelo menos um pool.
Cada unidade em um pool deve ser do mesmo tipo de unidade (HDD ou SSD) e ter capacidade semelhante.
O System Manager solicitara que vocé conclua as seguintes tarefas:

* Crie um unico pool se houver um numero suficiente de unidades desses tipos.

« Crie varios pools se a capacidade nao atribuida consistir em diferentes tipos de unidade.

 Adicione as unidades ao pool existente se um pool ja estiver definido no storage de armazenamento e
adicione novas unidades do mesmo tipo de unidade ao pool.

» Adicione as unidades do mesmo tipo de unidade ao pool existente e use os outros tipos de unidade para
criar pools diferentes se as novas unidades forem de tipos de unidade diferentes.

Criagao manual

Vocé pode querer criar um pool manualmente quando a criagdo automatica nao puder determinar a melhor
configuragéo. Esta situagdo pode ocorrer por uma das seguintes razées:
* As novas unidades podem ser potencialmente adicionadas a mais de um pool.

* Um ou mais dos novos candidatos a piscina podem usar protecéo contra perda de prateleira ou protecao
contra perda de gaveta.

* Um ou mais dos candidatos atuais ao pool ndo podem manter seu status de prote¢cdo contra perda de
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prateleira ou protegao contra perda de gaveta.

Vocé também pode querer criar um pool manualmente se tiver varios aplicativos em seu storage array e néo
quiser que eles concorram pelos mesmos recursos de unidade. Nesse caso, vocé pode considerar a criagdo
manual de um pool menor para um ou mais aplicativos. Vocé pode atribuir apenas um ou dois volumes em
vez de atribuir a carga de trabalho a um pool grande que tenha muitos volumes para distribuir os dados. A
criagdo manual de um pool separado dedicado ao workload de uma aplicagao especifica pode permitir que as
operagoes de storage array tenham performance mais rapida, com menos contengao.

Configurar o armazenamento

Criar pool automaticamente

A criacao de pool é iniciada automaticamente quando o System Manager deteta
unidades nao atribuidas no storage array. Vocé pode usar a criagdo automatica de pool
para configurar facilmente todas as unidades n&o atribuidas no storage em um pool e
adicionar unidades a pools existentes.

Antes de comecar

Vocé pode iniciar a caixa de dialogo Pool Auto-Configuration (Configuragao automatica do pool) quando uma
destas condig¢des for verdadeira:

* Pelo menos uma unidade nao atribuida foi detetada que pode ser adicionada a um pool existente com
tipos de unidade semelhantes.

* Onze (11) ou mais unidades n&o atribuidas foram detetadas que podem ser usadas para criar um novo
pool (se elas ndo puderem ser adicionadas a um pool existente devido a tipos de unidades diferentes).

Sobre esta tarefa

Tenha em mente o seguinte:

* Quando vocé adiciona unidades a um storage array, o System Manager deteta automaticamente as
unidades e solicita que vocé crie um Unico pool ou varios pools com base no tipo de unidade e na
configuracgéo atual.

» Se os pools foram definidos anteriormente, o System Manager solicitara automaticamente a opgao de
adicionar as unidades compativeis a um pool existente. Quando novas unidades sao adicionadas a um
pool existente, o System Manager redistribui automaticamente os dados pela nova capacidade, que agora
inclui as novas unidades adicionadas.

Ao configurar um storage de armazenamento EF600 ou EF300, verifique se cada controlador tem acesso
a um numero igual de unidades nos primeiros 12 slots e a um numero igual de unidades nos ultimos 12
slots. Essa configuragéo ajuda os controladores a usar os dois barramentos PCle do lado da unidade de
forma mais eficaz.

Vocé pode iniciar a caixa de dialogo Configuragéo automatica do pool usando qualquer um dos seguintes
métodos:

* Quando a capacidade nao atribuida é detetada, a recomendacao Pool Auto-Configuration (Configuragéao
automatica do conjunto) é apresentada na pagina inicial na area Notification (notificagdo). Clique em View
Pool Auto-Configuration para iniciar a caixa de dialogo.

* Vocé também pode iniciar a caixa de dialogo Pool Auto-Configuration (Configuragéo automatica do pool)
na pagina pools e grupos de volume, conforme descrito na tarefa a seguir.

Passos
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. Selecione armazenamento > pools & grupos de volume.
. Selecione mais > Launch pool auto-Configuration (Iniciar configuragdo automatica do pool).

A tabela de resultados lista novos pools, pools existentes com unidades adicionadas ou ambos. Um novo
pool € nomeado com um numero sequencial por padrao.

O System Manager executa as seguintes tarefas:
o Cria um unico pool se houver um numero suficiente de unidades com o mesmo tipo de unidade (HDD
ou SSD) e tiverem capacidade semelhante.

o Cria varios pools se a capacidade nao atribuida consistir em diferentes tipos de unidade.

> Adiciona as unidades a um pool existente se um pool ja estiver definido no storage de armazenamento
e vocé adicionar novas unidades do mesmo tipo de unidade ao pool.

> Adiciona as unidades do mesmo tipo de unidade ao pool existente e usa os outros tipos de unidade
para criar pools diferentes se as novas unidades forem de tipos de unidade diferentes.

3. Para alterar o nome de um novo pool, clique no icone Editar (o lapis).

. Para ver carateristicas adicionais do pool, posicione o cursor sobre ou toque no icone Detalhes (a
pagina).

Séo exibidas informagbes sobre o tipo de unidade, a capacidade de seguranga, a capacidade de garantia
de dados (DA), a protegao contra perda de gaveta e a protegédo contra perda de gaveta.

Para storages EF600 e EF300, as configuragcdes também s&o exibidas para provisionamento de recursos
e tamanhos de blocos de volume.

. Clique em aceitar.

Criar pool manualmente

Vocé pode criar um pool manualmente (a partir de um conjunto de candidatos) se o
recurso Configuracdo automatica do pool ndo fornecer um pool que atenda as suas
necessidades.

Um pool fornece a capacidade de storage logica necessaria a partir da qual vocé pode criar volumes
individuais que podem ser usados para hospedar seus aplicativos.

Antes de comecgar
* Vocé deve ter um minimo de 11 unidades com o mesmo tipo de unidade (HDD ou SSD).

» A protecao contra perda de gaveta exige que as unidades que compdem o pool estejam localizadas em
pelo menos seis compartimentos de unidades diferentes e ndo haja mais do que duas unidades em um
unico compartimento de unidades.

» A protecao contra perda de gaveta exige que as unidades que compdem o pool estejam localizadas em
pelo menos cinco gavetas diferentes e o pool inclua um ndmero igual de prateleiras de unidades de cada
gaveta.

* Ao configurar um storage de armazenamento EF600 ou EF300, verifique se cada controlador tem acesso
a um numero igual de unidades nos primeiros 12 slots e a um numero igual de unidades nos ultimos 12
slots. Essa configuragao ajuda os controladores a usar os dois barramentos PCle do lado da unidade de

forma mais eficaz. Atualmente o System Manager permite a selegéo de unidades no recurso Avangado ao
criar um grupo de volumes. Para a criagao de pool, recomenda-se usar todas as unidades no storage de
armazenamento.
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Passos

1.
2.

Selecione armazenamento > pools & grupos de volume.

Clique em criar » Pool.

A caixa de dialogo criar pool é exibida.

3. Digite um nome para o pool.
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Opcional: se vocé tiver mais de um tipo de unidade em sua matriz de armazenamento, selecione o tipo de
unidade que vocé deseja usar.

A tabela de resultados lista todos os pools possiveis que vocé pode criar.

Selecione o candidato ao pool que vocé deseja usar com base nas seguintes carateristicas e clique em
criar.

Caracteristica Utilizagao

Capacidade livre Mostra a capacidade livre do candidato a pool em GiB. Selecione um
candidato a pool com a capacidade para as necessidades de armazenamento
do seu aplicativo.

A capacidade de preservagao (sobressalente) também é distribuida em toda a
piscina e nao faz parte do valor da capacidade livre.

Total de unidades Mostra o numero de unidades disponiveis no candidato ao pool.

O System Manager reserva automaticamente o maximo de unidades possivel
para a capacidade de preservagao (para cada seis unidades em um pool, o
System Manager reserva uma unidade para a capacidade de preservagao).

Quando ocorre uma falha de unidade, a capacidade de preservagéo €
utilizada para manter os dados reconstruidos.

Tamanho do bloco de Mostra o tamanho do bloco (tamanho do setor) que as unidades no pool
acionamento (somente  podem gravar. Os valores podem incluir:
EF300 e EF600)

* 512 —tamanho do setor de 512 bytes.

» 4K —tamanho do setor de 4.096 bytes.



Caracteristica

Com capacidade segura

Ativar segurancga?

DA capaz

Compativel com
provisionamento de
recursos (somente
EF300 e EF600)

Protecéao contra perda
de prateleira

Utilizacao

Indica se esse candidato a pool é composto inteiramente de unidades com
capacidade de seguranga, que podem ser unidades com criptografia total de
disco (FDE) ou unidades FIPS (Federal Information Processing Standard).

» Vocé pode proteger seu pool com o Drive Security, mas todas as unidades
devem ser seguras para usar esse recurso.

» Se vocé quiser criar um pool apenas FDE, procure Sim - FDE na coluna
compativel com seguranca. Se vocé quiser criar um pool somente FIPS,
procure Sim - FIPS ou Sim - FIPS (Misto). "Mixed" (Misto) indica uma
mistura de unidades de nivel 140-2 e 140-3. Se vocé usar uma mistura
desses niveis, esteja ciente de que o pool funcionara no nivel mais baixo
de segurancga (140-2).

* Vocé pode criar um pool composto de unidades que podem ou nao ser
seguras ou que sao uma combinagao de niveis de seguranga. Se as
unidades no pool incluirem unidades que nao séo seguras, vocé nao
podera tornar o pool seguro.

Fornece a opgéo para ativar o recurso de Seguranga da Unidade com
unidades com capacidade segura. Se o pool for seguro e vocé tiver criado
uma chave de segurancga, podera ativar a seguranga selecionando a caixa de
selecao.

@ A Unica maneira de remover o Drive Security depois de ativado
€ excluir o pool e apagar as unidades.

Indica se a Garantia de dados (DA) esta disponivel para este candidato a pool.
O DA verifica e corrige erros que podem ocorrer a medida que os dados séo
transferidos através dos controladores para as unidades.

A DA é ativada se todas as unidades forem capazes de DA. A DA pode ser
desativada apos a criagéo do volume selecionando armazenamento >
volumes > Ver/Editar Definigoes > Avancadas > Desativar
permanentemente a garantia de dados. Se A DA estiver desativada num
volume, ndo podera ser reativada.

Mostra se o provisionamento de recursos esta disponivel para este candidato
a pool. O provisionamento de recursos € um recurso disponivel nas matrizes
de armazenamento EF300 e EF600, que permite que os volumes sejam
colocados em uso imediatamente sem processo de inicializagdo em segundo
plano.

Mostra se a protecéo contra perda de prateleira esta disponivel.
A protegao contra perda de gaveta garante a acessibilidade aos dados nos

volumes em um pool se houver perda total de comunicagdo com um unico
compartimento de unidade.
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Caracteristica Utilizagao

Protecéao contra perda Mostra se a protegéo contra perda de gaveta esta disponivel, que é fornecida
de gaveta somente se vocé estiver usando uma prateleira de unidade que contém
gavetas.

A protegao contra perda de gaveta garante a acessibilidade aos dados nos
volumes em um pool se ocorrer uma perda total de comunicagcdo com uma
Unica gaveta em um compartimento de unidades.

Tamanhos de bloco de Mostra os tamanhos de bloco que podem ser criados para os volumes no
volume suportados pool:

(apenas EF300 e EF600)
* 512n — 512 bytes nativos.

* 512e — 512 bytes emulados.
* 4K—4.096 bytes.

Crie um grupo de volumes

Vocé usa um grupo de volumes para criar um ou mais volumes acessiveis ao host. Um
grupo de volumes € um contéiner para volumes com caracteristicas compartilhadas,
como nivel e capacidade de RAID.

Com unidades de capacidade maior e a capacidade de distribuir volumes entre controladores, criar mais de
um volume por grupo de volumes € uma boa maneira de usar sua capacidade de storage e proteger seus
dados.

Antes de comecar
Reveja estas diretrizes antes de criar um grupo de volumes:

* Vocé precisa de pelo menos uma unidade ndo atribuida.

» Existem limites no niumero de unidades que vocé pode ter em um uUnico grupo de volume. Esses limites
variam de acordo com o nivel RAID.

 Para ativar a protegao contra perda de gaveta/gaveta, vocé deve criar um grupo de volumes que use
unidades localizadas em pelo menos trés gavetas ou gavetas, a menos que esteja usando RAID 1, em
que duas gavetas sejam minimas.

» Se vocé tiver um storage array EF600 ou EF300 e planeja criar um grupo de volumes manualmente,
verifique se cada controlador tem acesso a um numero igual de unidades nos primeiros 12 slots e um
numero igual de unidades nos ultimos 12 slots. Essa configuragao ajuda os controladores a usar os dois
barramentos PCle do lado da unidade de forma mais eficaz. Atualmente o System Manager permite a
selecdo de unidades no recurso Avangado ao criar um grupo de volumes.

» Analise como sua escolha de nivel RAID afeta a capacidade resultante do grupo de volumes:

> Se selecionar RAID 1, tem de adicionar duas unidades de cada vez para se certificar de que esta
selecionado um par espelhado. O espelhamento e o striping (conhecido como RAID 10 ou RAID 1-0)
sdo alcancados quando quatro ou mais unidades sao selecionadas.

> Se selecionar RAID 5, tem de adicionar um minimo de trés unidades para criar o grupo de volumes.

> Se selecionar RAID 6, tem de adicionar um minimo de cinco unidades para criar o grupo de volumes.
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Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Clique em criar > Grupo de volume.
A caixa de dialogo criar grupo de volume ¢é exibida.

3. Digite um nome para o grupo de volumes.

4. Selecione o nivel RAID que melhor atende aos seus requisitos de armazenamento e protecao de dados.

A tabela de candidatos ao grupo de volume é exibida e exibe apenas os candidatos que suportam o nivel
RAID selecionado.

5. Opcional: se vocé tiver mais de um tipo de unidade em sua matriz de armazenamento, selecione o tipo de
unidade que vocé deseja usar.

A tabela de candidatos ao grupo de volume é exibida e exibe apenas os candidatos que suportam o tipo
de unidade selecionada e o nivel RAID.

6. Opcional: vocé pode selecionar o método automatico ou o método manual para definir quais unidades
usar no grupo de volumes. O método Automatico é a selegao padréo.

Para selecionar as unidades manualmente, clique no link manualmente Select Drives (Advanced).
Quando clicado, ele muda para automaticamente selecionar unidades (avangadas).

O método Manual permite selecionar quais unidades especificas compdem o grupo de volumes. Vocé
pode selecionar unidades especificas nao atribuidas para obter a capacidade que vocé precisa. Se o
storage de armazenamento contiver unidades com diferentes tipos de Midia ou diferentes tipos de
interface, vocé podera escolher apenas a capacidade nao configurada para um unico tipo de unidade para
criar o novo grupo de volumes.

@ Somente especialistas que entendem a redundancia de unidades e as configuragdes ideais
de unidades devem usar o método Manual.

7. Com base nas carateristicas da unidade exibidas, selecione as unidades que deseja usar no grupo de
volumes e clique em criar.

As carateristicas de conducao apresentadas dependem da sele¢do do método automatico ou do método
manual.
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Carateristicas automaticas do acionamento do método

Caracteristica

Capacidade livre

Total de unidades

Tamanho do bloco de
acionamento (somente
EF300 e EF600)

Com capacidade
segura

Ativar segurancga?

Utilizagao

Mostra a capacidade disponivel em GiB. Selecione um candidato a grupo
de volume com a capacidade para as necessidades de armazenamento
do seu aplicativo.

Mostra o numero de unidades disponiveis para este grupo de volumes.
Selecione um candidato a grupo de volume com o nimero de unidades
desejadas.

Mostra o tamanho do bloco (tamanho do setor) que as unidades no grupo
podem gravar. Os valores podem incluir:

* 512 —tamanho do setor de 512 bytes.
* 4K —tamanho do setor de 4.096 bytes.

Indica se esse candidato a grupo de volumes é composto inteiramente de
unidades com capacidade de segurancga, que podem ser unidades com
criptografia total de disco (FDE) ou unidades FIPS (Federal Information
Processing Standard).

* Vocé pode proteger seu grupo de volumes com o Drive Security, mas
todas as unidades devem ser seguras para usar esse recurso.

» Se vocé quiser criar um grupo de volumes apenas FDE, procure Sim -
FDE na coluna compativel com seguranga. Se vocé quiser criar um
grupo de volumes somente FIPS, procure Sim - FIPS ou Sim - FIPS
(Misto). "Mixed" (Misto) indica uma mistura de unidades de nivel 140-2
e 140-3. Se vocé usar uma mistura desses niveis, esteja ciente de que
o grupo de volume funcionara no nivel mais baixo de seguranga (140-
2).

* Vocé pode criar um grupo de volumes composto por unidades que
podem ou n&o ser seguras ou que sao uma combinagao de niveis de
seguranca. Se as unidades do grupo de volumes incluirem unidades
que ndo sdo seguras, ndo sera possivel tornar o grupo de volumes
seguro.

Fornece a opgéao para ativar o recurso de Seguranga da Unidade com
unidades com capacidade segura. Se o grupo de volumes for seguro e
tiver configurado uma chave de segurancga, pode ativar a Seguranga da
unidade selecionando a caixa de verificagao.

@ A Unica maneira de remover o Drive Security depois de
ativado é excluir o grupo de volumes e apagar as unidades.



Caracteristica

DA capaz

Compativel com
provisionamento de
recursos (somente
EF300 e EF600)

Protecéao contra perda
de prateleira

Protecéao contra perda
de gaveta

Tamanhos de bloco de
volume suportados
(apenas EF300 e
EF600)

Utilizacao

Indica se a Garantia de dados (DA) esta disponivel para este grupo. O
Data Assurance (DA) verifica e corrige erros que podem ocorrer a medida
que os dados sao transferidos através dos controladores para as
unidades.

Se pretender utilizar DA, selecione um grupo de volumes capaz de DA.
(Para unidades compativeis com DA, A DA é ativada automaticamente em
volumes criados no pool.)

Um grupo de volumes pode conter unidades que séo capazes de DA ou
ndo, mas todas as unidades devem ser capazes de DA para vocé usar
€sSe recurso.

Mostra se o provisionamento de recursos esta disponivel para este grupo.
O provisionamento de recursos & um recurso disponivel nas matrizes de
armazenamento EF300 e EF600, que permite que os volumes sejam
colocados em uso imediatamente sem processo de inicializagdo em
segundo plano.

Mostra se a protecéo contra perda de prateleira esta disponivel. A
protecao contra perda de prateleira garante a acessibilidade aos dados
nos volumes de um grupo de volumes se ocorrer uma perda total de
comunicagdo com uma prateleira.

Mostra se a protegcéo contra perda de gaveta esta disponivel, que é
fornecida somente se vocé estiver usando uma prateleira de unidade que
contém gavetas. A protecéo contra perda de gaveta garante a
acessibilidade aos dados nos volumes em um grupo de volumes se
ocorrer uma perda total de comunicagdo com uma Unica gaveta em um
compartimento de unidades.

Mostra os tamanhos de bloco que podem ser criados para os volumes no
grupo:

* 512n — 512 bytes nativos.

* 512e — 512 bytes emulados.

* 4K—4.096 bytes.
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Carateristicas de acionamento do método manual

Caracteristica

Tipo de material

Tamanho do bloco de
acionamento (somente
EF300 e EF600)

Capacidade da unidade

Tabuleiro

Ranhura

Velocidade (rpm)

Tamanho do setor
l6gico

42

Utilizagao
Indica o tipo de material. Sdo suportados os seguintes tipos de material:

* Disco rigido

* Disco de estado solido (SSD)

Todas as unidades de um grupo de volumes devem ser do mesmo tipo de
Midia (todos os SSDs ou todos os discos rigidos). Os grupos de volume
nao podem ter uma mistura de tipos de Midia ou tipos de interface.

Mostra o tamanho do bloco (tamanho do setor) que as unidades no grupo
podem gravar. Os valores podem incluir:

* 512 —tamanho do setor de 512 bytes.
* 4K —tamanho do setor de 4.096 bytes.

Indica a capacidade da unidade.

» Sempre que possivel, selecione unidades que tenham uma
capacidade igual as capacidades das unidades atuais no grupo de
volumes.

» Se vocé precisar adicionar unidades nao atribuidas com uma
capacidade menor, lembre-se de que a capacidade utilizavel de cada
unidade atualmente no grupo de volumes sera reduzida. Portanto, a
capacidade da unidade € a mesma em todo o grupo de volume.

» Se vocé precisar adicionar unidades nao atribuidas com uma
capacidade maior, lembre-se de que a capacidade utilizavel das
unidades néo atribuidas adicionadas sera reduzida para que elas
correspondam as capacidades atuais das unidades no grupo de
volumes.

Indica a localizagao da bandeja da unidade.
Indica a localizagao da ranhura da unidade.
Indica a velocidade da unidade.

Indica o tamanho e o formato do setor.



Caracteristica

Com capacidade
segura

DA capaz

Tamanhos de bloco de
volume suportados
(apenas EF300 e
EF600)

Compativel com
provisionamento de
recursos (somente
EF300 e EF600)

Utilizacao

Indica se esse candidato a grupo de volumes é composto inteiramente de
unidades com capacidade de segurancga, que podem ser unidades com
criptografia total de disco (FDE) ou unidades FIPS (Federal Information
Processing Standard).

» Vocé pode proteger seu grupo de volumes com o Drive Security, mas
todas as unidades devem ser seguras para usar esse recurso.

» Se vocé quiser criar um grupo de volumes apenas FDE, procure Sim -
FDE na coluna compativel com seguranga. Se vocé quiser criar um
grupo de volumes somente FIPS, procure Sim - FIPS ou Sim - FIPS
(Misto). "Mixed" (Misto) indica uma mistura de unidades de nivel 140-2
e 140-3. Se vocé usar uma mistura desses niveis, esteja ciente de que
o grupo de volume funcionara no nivel mais baixo de seguranga (140-
2).

 Vocé pode criar um grupo de volumes composto por unidades que
podem ou n&o ser seguras ou que sao uma combinagao de niveis de
segurancga. Se as unidades do grupo de volumes incluirem unidades
que ndo sao seguras, ndo sera possivel tornar o grupo de volumes
seguro.

Indica se a Garantia de dados (DA) esta disponivel para este grupo. O
Data Assurance (DA) verifica e corrige erros que podem ocorrer a medida
que os dados sdo comunicados através dos controladores para as
unidades.

Se pretender utilizar DA, selecione um grupo de volumes capaz de DA.
(Para unidades compativeis com DA, A DA ¢ ativada automaticamente em
volumes criados no pool.)

Um grupo de volumes pode conter unidades que sédo capazes de DA ou
nao, mas todas as unidades devem ser capazes de DA para vocé usar
esse recurso.

Mostra os tamanhos de bloco que podem ser criados para os volumes no
grupo:

* 512n — 512 bytes nativos.

* 512e — 512 bytes emulados.
* 4K—4.096 bytes.

Mostra se o provisionamento de recursos esta disponivel para este grupo.
O provisionamento de recursos € um recurso disponivel nas matrizes de
armazenamento EF300 e EF600, que permite que os volumes sejam
colocados em uso imediatamente sem processo de inicializagdo em
segundo plano.
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Adicionar capacidade a um pool ou grupo de volumes

Vocé pode adicionar unidades para expandir a capacidade livre em um pool ou grupo de
volumes existente.

A expansao faz com que a capacidade livre adicional seja incluida no pool ou no grupo de volumes. Vocé
pode usar essa capacidade gratuita para criar volumes adicionais. Os dados nos volumes permanecem
acessiveis durante esta operagao.

Antes de comecgar
» As unidades devem estar em um status ideal.
 As unidades devem ter o mesmo tipo de unidade (HDD ou SSD).
* O pool ou grupo de volume deve estar em um status ideal.
* O numero maximo de volumes permitido num grupo de volumes ¢é 256.

* O numero maximo de volumes permitidos em um pool depende do modelo do sistema de
armazenamento:

o 2.048 volumes (séries EF600 e E5700)
> 1.024 volumes (EF300)
> 512 volumes (série E2800)

* Se o pool ou grupo de volumes contiver todas as unidades com capacidade segura, adicione apenas
unidades com capacidade segura para continuar a usar as habilidades de criptografia das unidades com
capacidade segura.

As unidades com capacidade segura podem ser unidades com criptografia total de disco (FDE) ou
unidades FIPS (Federal Information Processing Standard).

Sobre esta tarefa

Para pools, vocé pode adicionar um maximo de 60 unidades de cada vez. Para grupos de volumes, vocé pode
adicionar um maximo de duas unidades de cada vez. Se for necessario adicionar mais do que o nimero
maximo de unidades, repita o procedimento. (Um pool ndo pode conter mais unidades do que o limite maximo
para um sistema de armazenamento.)

@ Com a adicéo de unidades, sua capacidade de preservacao pode precisar ser aumentada.
Vocé deve considerar aumentar a capacidade reservada apds uma operagao de expansao.

Evite usar unidades que sao capazes de garantia de dados (DA) para adicionar capacidade a

@ um pool ou grupo de volume que nao é capaz de DA. O pool ou o grupo de volumes nao podem
aproveitar as capacidades da unidade capaz de DA. Considere usar unidades que nao sao
capazes de DA nesta situagao.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione o pool ou grupo de volumes ao qual deseja adicionar unidades e clique em Adicionar
capacidade.

A caixa de dialogo Adicionar capacidade € exibida. Somente as unidades nao atribuidas compativeis com
0 pool ou grupo de volumes sao exibidas.
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3. Em Selecione unidades para adicionar capacidade..., selecione uma ou mais unidades que vocé
deseja adicionar ao pool ou grupo de volumes existente.

O firmware do controlador organiza as unidades nao atribuidas com as melhores opcdes listadas na parte
superior. A capacidade total gratuita adicionada ao pool ou grupo de volumes aparece abaixo da lista em
capacidade total selecionada.
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Detalhes do campo

Campo

Gaveta

Baia

Capacidade (GiB)

Com capacidade
segura

Descricao

Indica a localizagdo do compartimento da unidade.

Indica a localizagdo do compartimento da unidade.

Indica a capacidade da unidade.

» Sempre que possivel, selecione unidades que tenham uma
capacidade igual as capacidades das unidades atuais no pool ou
grupo de volumes.

» Se vocé precisar adicionar unidades n&o atribuidas com uma
capacidade menor, lembre-se de que a capacidade utilizavel de cada
unidade atualmente no pool ou grupo de volumes sera reduzida.
Portanto, a capacidade da unidade é a mesma em todo o pool ou
grupo de volumes.

» Se vocé precisar adicionar unidades nao atribuidas com uma
capacidade maior, lembre-se de que a capacidade utilizavel das
unidades néo atribuidas adicionadas sera reduzida para que elas
correspondam as capacidades atuais das unidades no pool ou grupo
de volumes.

Indica se a unidade é segura.

 Para proteger seu pool ou grupo de volumes com o recurso Seguranga

da unidade, todas as unidades devem ser seguras.

« E possivel criar um pool ou grupo de volumes com uma combinagdo
de unidades seguras e ndo seguras, mas o recurso Seguranca da
Unidade nao pode ser ativado.

* Um pool ou grupo de volumes com todas as unidades com capacidade

de seguranga nao pode aceitar uma unidade com capacidade de
seguranga para poupar ou expandir, mesmo que a capacidade de
criptografia nao esteja em uso.

* As unidades relatadas como seguras podem ser unidades com
criptografia total de disco (FDE) ou unidades FIPS (Federal
Information Processing Standard).

* Uma unidade FIPS pode ser nivel 140-2 ou 140-3, com nivel 140-3
como o nivel mais alto de seguranga. Se vocé selecionar uma
combinacao de unidades de nivel 140-2 e 140-3, o pool ou grupo de
volumes funcionara no nivel mais baixo de seguranga (140-2).



Campo Descrigcao

DA capaz Indica se a unidade é capaz de Garantia de dados (DA).

» O uso de unidades que nao sao capazes de garantia de dados (DA)
para adicionar capacidade a um pool ou grupo de volume compativel
com DA nao é recomendado. O pool ou grupo de volumes n&o tem
mais recursos DA e vocé nao tem mais a opcao de ativar DA em
volumes recém-criados dentro do pool ou grupo de volumes.

» O uso de unidades que sao capazes de garantia de dados (DA) para
adicionar capacidade a um pool ou grupo de volume que nao é capaz
de DA nao é recomendado, porque esse pool ou grupo de volume nao
pode tirar proveito dos recursos da unidade capaz de DA (os atributos
da unidade nao correspondem). Considere usar unidades que ndo séo
capazes DE DA nesta situacgéo.

DULBE capaz Indica se a unidade tem a opgéao de erro de bloco légico desalocado ou
nao escrito (DULBE). O DULBE é uma opg¢ao nas unidades NVMe que
permite que o storage array EF300 ou EF600 ofereca suporte a volumes
provisionados por recursos.

4. Clique em Add.

Se vocé estiver adicionando unidades a um pool ou grupo de volumes, uma caixa de dialogo de
confirmagéao sera exibida se vocé selecionar uma unidade que faga com que o pool ou grupo de volumes
nao tenha mais um ou mais dos seguintes atributos:

o Proteg&o contra perda de prateleira

> Protegéo contra perda de gaveta

o Capacidade de encriptacao total do disco

o Capacidade de garantia de dados

o Capacidade DULBE

5. Para continuar, clique em Yes; caso contrario, clique em Cancel.

Resultados

Depois de adicionar as unidades nao atribuidas a um pool ou grupo de volumes, os dados em cada volume do
pool ou grupo de volumes sao redistribuidos para incluir as unidades adicionais.

Gerenciar o storage

Verifique a redundancia de volume

Sob a orientagao do suporte técnico ou conforme instruido pelo Recovery Guru, vocé
pode verificar a redundancia em um volume em um pool ou grupo de volumes para
determinar se os dados nesse volume sao consistentes.

Os dados de redundéncia sao usados para reconstruir rapidamente informacées em uma unidade de
substituicdo se uma das unidades no pool ou grupo de volumes falhar.
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Antes de comecar
O status do pool ou grupo de volume deve ser ideal.

* O pool ou grupo de volume nao deve ter operagdes de modificacdo de volume em andamento.

» Vocé pode verificar a redundancia em qualquer nivel RAID, exceto no RAID 0, porque o RAID 0 ndo tem
redundancia de dados.

@ Verifique a redundancia de volume somente quando instruido a fazé-lo pelo Recovery Guru e
sob a orientagao do suporte técnico.

Sobre esta tarefa

Vocé pode executar essa verificagdo somente em um pool ou grupo de volume de cada vez. Uma verificagdo
de redundancia de volume executa as seguintes agdes:

» Verifica os blocos de dados em um volume RAID 3, um volume RAID 5 ou um volume RAID 6 e verifica as
informacgdes de redundancia para cada bloco. (O RAID 3 s6 pode ser atribuido a grupos de volume
usando a interface de linha de comando.)

» Compara os blocos de dados em unidades espelhadas RAID 1.

* Retorna erros de redundancia se o firmware do controlador determinar que os dados sao inconsistentes.

Executar imediatamente uma verificagdo de redundancia no mesmo pool ou grupo de volumes
pode causar um erro. Para evitar esse problema, aguarde um a dois minutos antes de executar
outra verificagdo de redundancia no mesmo pool ou grupo de volume.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione tarefas incomuns > verificar redundancia de volume.
A caixa de dialogo verificar redundancia é exibida.

3. Selecione os volumes que pretende verificar e, em seguida, escreva check para confirmar que pretende
efetuar esta operacéo.
4. Clique em verificar.
A operacao de verificagdo de redundancia de volume ¢ iniciada. Os volumes no pool ou grupo de volumes
sao verificados sequencialmente, comegando no topo da tabela na caixa de dialogo. Estas agdes ocorrem
a medida que cada volume ¢ digitalizado:
> O volume é selecionado na tabela de volumes.
o O status da verificagdo de redundancia é mostrado na coluna Status.

> A verificagdo para em qualquer Midia ou erro de paridade encontrado e, em seguida, relata o erro.
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Mais sobre o status da verificagao de redundancia

Estado

Pendente

Verificagao

Aprovado

Falha

Erro de material

Erro de paridade

Descrigao

Este é o primeiro volume a ser verificado e vocé nao clicou em Iniciar
para iniciar a verificagdo de redundancia.

ou

A operacgao de verificacdo de redundancia esta sendo executada em
outros volumes no pool ou grupo de volumes.

O volume esta passando pela verificagao de redundancia.

O volume passou na verificagdo de redundancia. Nao foram detetadas
inconsisténcias nas informagdes de redundancia.

O volume falhou na verificacao de redundancia. Inconsisténcias foram
detetadas nas informagdes de redundancia.

O suporte de dados da unidade esta com defeito e € ilegivel. Siga as
instrucbes apresentadas no Recovery Guru.

A paridade nao é o que deve ser para uma determinada parte dos
dados. Um erro de paridade é potencialmente grave e pode causar uma
perda permanente de dados.

5. Clique em Concluido apds o ultimo volume no pool ou grupo de volumes ter sido verificado.

Excluir pool ou grupo de volume

E possivel excluir um pool ou grupo de volumes para criar mais capacidade n&o
atribuida, que pode ser reconfigurada para atender as necessidades de armazenamento

de apl

icativos.

Antes de comecgar

* Vocé deve ter feito backup dos dados em todos os volumes no pool ou grupo de volumes.

* Vocé deve ter parado todas as entradas/saidas (e/S).

* Vocé deve desmontar qualquer sistema de arquivos nos volumes.

* Vocé deve ter excluido quaisquer relagdes de espelhamento no pool ou grupo de volumes.

» Vocé deve ter parado qualquer operagao de copia de volume em andamento para o pool ou grupo de
volumes.

* O pool ou grupo de volume nao deve estar participando de uma operacao de espelhamento assincrono.

» As unidades no grupo de volumes ndo devem ter uma reserva persistente.

Passos
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1. Selecione armazenamento > pools & grupos de volume.
2. Selecione um pool ou grupo de volume na lista.

Vocé pode selecionar apenas um pool ou grupo de volume de cada vez. Role a lista para baixo para ver
pools ou grupos de volume adicionais.

3. Selecione tarefas incomuns > Excluir e confirme.

Resultados
O System Manager executa as seguintes acgoes:

* Exclui todos os dados no pool ou grupo de volumes.
» Exclui todas as unidades associadas ao pool ou grupo de volumes.

 Desatribui as unidades associadas, o que permite reutiliza-las em pools ou grupos de volumes novos ou
existentes.

Consolide a capacidade livre para um grupo de volumes

Use a opcao consolidar capacidade livre para consolidar extensdes livres existentes em
um grupo de volumes selecionado. Ao executar esta agao, vocé pode criar volumes
adicionais a partir da quantidade maxima de capacidade livre em um grupo de volumes.

Antes de comecar
* O grupo de volume deve conter pelo menos uma area de capacidade livre.
* Todos os volumes no grupo de volumes devem estar online e em 6timo estado.
* As operacoes de modificacdo de volume ndao devem estar em andamento, como alterar o tamanho do
segmento de um volume.

Sobre esta tarefa

N&ao é possivel cancelar a operagao depois de iniciada. Seus dados permanecem acessiveis durante a
operacao de consolidacao.

Vocé pode iniciar a caixa de dialogo consolidar capacidade livre usando qualquer um dos seguintes métodos:

* Quando é detetada pelo menos uma area de capacidade livre para um grupo de volumes, a
recomendacgao "consolidar capacidade livre" aparece na pagina inicial na area de notificagcao. Clique no
link consolidar capacidade livre para iniciar a caixa de dialogo.

« Também € possivel iniciar a caixa de dialogo consolidar capacidade livre a partir da pagina pools e grupos
de volume, conforme descrito na tarefa a seguir.
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Mais sobre areas de capacidade livre

Uma area de capacidade livre é a capacidade livre que pode resultar da exclusdo de um volume ou da
nao utilizacédo de toda a capacidade livre disponivel durante a criagdo do volume. Quando vocé cria um
volume em um grupo de volumes que tenha uma ou mais areas de capacidade livre, a capacidade do
volume é limitada a maior area de capacidade livre nesse grupo de volumes. Por exemplo, se um grupo
de volume tiver um total de 15 GiB de capacidade livre, e a maior area de capacidade livre for de 10 GiB,
0 maior volume que vocé pode criar é de 10 GiB.

Vocé consolida a capacidade livre em um grupo de volumes para melhorar o desempenho de gravacgao.
A capacidade livre do seu grupo de volumes ficara fragmentada ao longo do tempo a medida que o host
grava, modifica e exclui arquivos. Eventualmente, a capacidade disponivel ndo sera localizada em um
unico bloco contiguo, mas sera espalhada em pequenos fragmentos pelo grupo de volumes. Isso causa
mais fragmentagao de arquivos, ja que o host deve gravar novos arquivos como fragmentos para
encaixa-los nos intervalos disponiveis de clusters livres.

Ao consolidar a capacidade gratuita em um grupo de volumes selecionado, vocé notara o desempenho
aprimorado do sistema de arquivos sempre que o host gravar novos arquivos. O processo de
consolidagdo também ajudara a evitar que novos arquivos sejam fragmentados no futuro.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o grupo de volumes com capacidade livre que deseja consolidar €, em seguida, selecione
tarefas incomuns > consolidar volume group free capacity.

A caixa de didlogo consolidar capacidade livre é exibida.

3. Digite consolidate para confirmar que deseja executar esta operagao.

4. Clique em consolidar.

O System Manager comeca a consolidar (desfragmentar) as areas de capacidade livre do grupo de
volumes em um valor contiguo para tarefas de configuracao de armazenamento subsequentes.

Depois de terminar

Selecione Home » View Operations in Progress (Ver operagdes em curso) para ver o progresso da operagao
consolidar capacidade livre. Esta operacéo pode ser demorada e pode afetar o desempenho do sistema.

Exportar/importar grupos de volume

A migracao do grupo de volumes permite exportar um grupo de volumes para que vocé
possa importar o grupo de volumes para um storage array diferente.

A fungéo Exportar/Importar ndo € suportada na interface do utilizador do Gestor de sistema do SANTtricity.

Vocé deve usar a interface de linha de comando (CLI) para exportar/importar um grupo de volumes para um
storage array diferente.

Ligue as luzes de localizagao em um pool, grupo de volumes ou cache SSD

Vocé pode localizar unidades para identificar fisicamente todas as unidades que
compdem um pool selecionado, grupo de volumes ou cache SSD. Um indicador LED
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acende-se em cada unidade no pool selecionado, grupo de volume ou cache SSD.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione o pool, grupo de volume ou cache SSD que vocé deseja localizar e clique em mais > Ativar
luzes de localizagao.

E exibida uma caixa de dialogo que indica que as luzes nas unidades que compdem o pool selecionado, o
grupo de volume ou o cache SSD estao ativados.

3. Depois de localizar as unidades com éxito, clique em Desligar.

Remova a capacidade de um pool ou cache SSD

Vocé pode remover unidades para diminuir a capacidade de um pool existente ou cache
SSD.

Depois de remover unidades, os dados em cada volume do pool ou cache SSD sao redistribuidos para as
unidades restantes. As unidades removidas tornam-se nao atribuidas e sua capacidade se torna parte da
capacidade livre total do storage array.

Sobre esta tarefa
Siga estas diretrizes ao remover a capacidade:

* Vocé nao pode remover a ultima unidade em um cache SSD sem primeiro excluir o cache SSD.
* Nao é possivel reduzir o numero de unidades em um pool para ser inferior a 11 unidades.

* Vocé pode remover um maximo de 12 unidades de cada vez. Se precisar remover mais de 12 unidades,
repita o procedimento.

* Nao é possivel remover unidades se nao houver capacidade livre suficiente no pool ou cache SSD para
conter os dados, quando esses dados sao redistribuidos para as unidades restantes no pool ou cache
SSD.

Leia sobre possiveis impactos no desempenho

» Remover unidades de um pool ou cache SSD pode resultar em desempenho de volume reduzido.

» A capacidade de preservagao nao € consumida quando vocé remove a capacidade de um pool ou
cache SSD. No entanto, a capacidade de preservagao pode diminuir com base no numero de
unidades restantes no pool ou cache SSD.

Leia sobre impactos em unidades com capacidade de seguranga

» Se vocé remover a Ultima unidade que nao é segura, o pool sera deixado com todas as unidades
seguras. Nesta situagéo, vocé tem a opgao de ativar a seguranga para o pool.

« Se vocé remover a Ultima unidade que nao é capaz de Data Assurance (DA), o pool é deixado com
todas as unidades compativeis com DA.

@ Quaisquer novos volumes que vocé criar no pool serdo capazes de DA. Se vocé quiser
que os volumes existentes sejam capazes de DA, vocé precisa excluir e recriar o volume.
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Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o pool ou cache SSD e clique em mais > Remover capacidade.
A caixa de didlogo Remover capacidade ¢é exibida.
3. Selecione uma ou mais unidades na lista.

A medida que vocé seleciona ou desseleciona unidades na lista, o campo capacidade total selecionada
€ atualizado. Este campo mostra a capacidade total do pool ou cache SSD resultante depois de remover
as unidades selecionadas.

4. Clique em Remover e confirme que deseja remover as unidades.

A capacidade recém-reduzida do pool ou cache SSD é refletida na visualizagdo pools e grupos de volume.

Modifique as configuragdes do pool e do grupo

Altere as configuragdes de um pool

Vocé pode editar as configuragdes de um pool, incluindo seu nome, configuragbes de
alertas de capacidade, prioridades de modificacdo e capacidade de preservacgao.

Sobre esta tarefa
Esta tarefa descreve como alterar as configuragdes de um pool.

@ Nao é possivel alterar o nivel RAID de um pool usando a interface do System Manager. O
System Manager configura automaticamente pools como RAID 6.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o pool que vocé deseja editar e clique em Exibir/Editar configuragoes.
A caixa de dialogo Pool Setting (Definigdo do pool) é exibida.

3. Selecione a guia Configuragoes e edite as configuragdes do pool conforme apropriado.
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Detalhes do campo

Definigao

Nome

Alertas de capacidade

Descricao

Vocé pode alterar o nome fornecido pelo usuario do pool. Especificar um
nome para um pool é necessario.

Vocé pode enviar notificacées de alerta quando a capacidade livre em um
pool atingir ou exceder um limite especificado. Quando os dados
armazenados no pool excedem o limite especificado, o System Manager
envia uma mensagem, permitindo que vocé adicione mais espaco de
armazenamento ou exclua objetos desnecessarios.

Os alertas sao exibidos na area notificagcdes no Painel de instrumentos e
podem ser enviados do servidor para administradores por e-mail e
mensagens de intercetacao SNMP.

Vocé pode definir os seguintes alertas de capacidade:

« Alerta critico — este alerta critico notifica-o quando a capacidade livre
no pool atinge ou excede o limite especificado. Utilize os controlos
giratorios para ajustar a percentagem de limiar. Selecione a caixa de
verificagdo para desativar esta notificagao.

« Alerta antecipado — este alerta antecipado notifica vocé quando a
capacidade livre em um pool esta atingindo um limite especificado.
Utilize os controlos giratérios para ajustar a percentagem de limiar.
Selecione a caixa de verificacao para desativar esta notificacao.



Definigao

Prioridades de
modificacao

Descrigédo

Vocé pode especificar os niveis de prioridade para operacoes de
modificagdo em um pool em relagdo ao desempenho do sistema. Uma
prioridade mais alta para operagdes de modificagdo em um pool faz com
que uma operagao seja concluida mais rapido, mas pode diminuir o
desempenho de e/S do host. Uma prioridade menor faz com que as
operagdes demorem mais tempo, mas a performance de e/S do host é
menos afetada.

Vocé pode escolher entre cinco niveis de prioridade: Mais baixo, baixo,
médio, alto e mais alto. Quanto maior for o nivel de prioridade, maior sera
o impacto na e/S do host e no desempenho do sistema.

* Prioridade de reconstrugao critica — esta barra deslizante
determina a prioridade de uma operagao de reconstrucao de dados
quando varias falhas de unidade resultam em uma condi¢gdo em que
alguns dados nao tém redundancia e uma falha de unidade adicional
pode resultar em perda de dados.

* Prioridade de reconstrugdo degradada — esta barra deslizante
determina a prioridade da operacéo de reconstru¢cado de dados quando
ocorreu uma falha na unidade, mas os dados ainda tém redundéancia e
uma falha adicional na unidade nao resulta na perda de dados.

* Prioridade de operagdao em segundo plano — esta barra deslizante
determina a prioridade das operacgdes de fundo do pool que ocorrem
enquanto o pool esta em um estado ideal. Essas operagdes incluem
expansao dinamica de volume (DVE), formato de disponibilidade
instantanea (IAF) e migragao de dados para uma unidade substituida
ou adicionada.
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Definigao Descricéao

Capacidade de Capacidade de preservagao — vocé pode definir o nUmero de unidades
preservacao para determinar a capacidade reservada no pool para dar suporte a
("capacidade de possiveis falhas de unidade. Quando ocorre uma falha de unidade, a
otimizacao" para o capacidade de preservacéo é utilizada para manter os dados

EF600 ou EF300) reconstruidos. Os pools usam capacidade de preservacao durante o

processo de reconstrucdo de dados em vez de unidades hot spare, que
sao usadas em grupos de volume.

Utilize os controlos giratorios para ajustar o nimero de unidades. Com
base no niumero de unidades, a capacidade de preservagao no pool
aparece ao lado da caixa giratéria.

Tenha em mente as seguintes informagdes sobre a capacidade de
preservacgao.

» Como a capacidade de preservagao € subtraida da capacidade livre
total de um pool, a quantidade de capacidade que vocé reserva afeta a
quantidade de capacidade livre disponivel para criar volumes. Se vocé
especificar 0 para a capacidade de preservagao, toda a capacidade
livre no pool sera usada para a criagao de volume.

» Se vocé diminuir a capacidade de preservagao, aumentara a
capacidade que pode ser usada para volumes de pool.

Capacidade de otimizagao adicional (somente arrays EF600 e
EF300) — quando um pool é criado, uma capacidade de otimizagéo
recomendada é gerada que fornece um equilibrio entre capacidade
disponivel versus desempenho e vida util do desgaste. Vocé pode ajustar
esse equilibrio movendo o controle deslizante para a direita para melhor
desempenho e vida util do desgaste a custa do aumento da capacidade
disponivel, ou movendo-o para a esquerda para maior capacidade
disponivel a custa de um melhor desempenho e vida util do desgaste.

As unidades SSD terao vida util mais longa e melhor desempenho maximo
de gravagao quando uma parte de sua capacidade nao for alocada. Para
unidades associadas a um pool, a capacidade ndo alocada é composta
pela capacidade de preservagao de um pool, pela capacidade livre
(capacidade nao usada por volumes) e por uma parte da capacidade
utilizavel reservada como capacidade de otimizag&o adicional. A
capacidade de otimizagao adicional garante um nivel minimo de
capacidade de otimizacéao, reduzindo a capacidade utilizavel, e, como tal,
nao esta disponivel para criacao de volume.

4. Clique em Salvar.

Alterar as definicoes de configuragao para um grupo de volumes

Vocé pode editar as configuragdes de um grupo de volumes, incluindo seu nome e nivel
RAID.

Antes de comecar
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Se vocé estiver alterando o nivel RAID para acomodar as necessidades de desempenho dos aplicativos que
estdo acessando o grupo de volumes, certifique-se de atender aos seguintes pré-requisitos:

* O grupo de volume tem de estar no estado ideal.

» Vocé precisa ter capacidade suficiente no grupo de volumes para converter para o novo nivel RAID.

Passos
1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o grupo de volume que deseja editar e clique em Exibir/Editar configuragoes.
A caixa de dialogo Configuragdes do grupo de volume é exibida.

3. Selecione a guia Configuragoes e edite as configuragbées do grupo de volume conforme apropriado.
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Detalhes do campo

Definigao

Nome

Nivel RAID

Descricao

Pode alterar o nome fornecido pelo utilizador do grupo de volumes. E
necessario especificar um nome para um grupo de volumes.

Selecione o novo nivel RAID no menu suspenso.

* RAID 0 striping — oferece alto desempenho, mas nao fornece
redundancia de dados. Se uma unica unidade falhar no grupo de
volumes, todos os volumes associados falharao e todos os dados
serdo perdidos. Um grupo RAID de distribuigdo combina duas ou mais
unidades em uma unidade légica grande.

* Espelhamento RAID 1 - oferece alto desempenho e a melhor
disponibilidade de dados, e é adequado para armazenar dados
confidenciais em um nivel corporativo ou pessoal. Protege seus dados
espelhando automaticamente o conteudo de uma unidade para a
segunda unidade no par espelhado. Ele fornece prote¢gao em caso de
falha unica de unidade.

* RAID 10 striping/mirroring — fornece uma combinacgéo de RAID 0
(striping) e RAID 1 (espelhamento), e é obtida quando quatro ou mais
unidades sao selecionadas. O RAID 10 é adequado para aplicagoes
de transacgbes de alto volume, como um banco de dados, que exigem
alto desempenho e tolerancia a falhas.

* RAID 5 —ideal para ambientes multiusuario (como armazenamento
de banco de dados ou sistema de arquivos) onde o tamanho tipico de
e/S é pequeno e ha uma alta proporgao de atividade de leitura.

* RAID 6 —ideal para ambientes que exigem prote¢ao de redundancia
além do RAID 5, mas que nao exigem alto desempenho de gravagéo.

O RAID 3 s6 pode ser atribuido a grupos de volume usando a interface de
linha de comando (CLI).

Quando vocé altera o nivel RAID, vocé nao pode cancelar essa operagao
depois que ela for iniciada. Durante a alteragado, seus dados permanecem
disponiveis.



Definigao Descricéao

Capacidade de Quando um grupo de volumes é criado, é gerada uma capacidade de
otimizagdo (somente otimizacdo recomendada que fornece um equilibrio entre capacidade
arrays EF600) disponivel e desempenho e vida util do desgaste. Vocé pode ajustar esse

equilibrio movendo o controle deslizante para a direita para melhor
desempenho e vida util do desgaste a custa do aumento da capacidade
disponivel, ou movendo-o para a esquerda para maior capacidade
disponivel a custa de um melhor desempenho e vida util do desgaste.

As unidades SSD terao vida util mais longa e melhor desempenho maximo
de gravagao quando uma parte de sua capacidade nao for alocada. Para
unidades associadas a um grupo de volumes, a capacidade n&o alocada é
composta pela capacidade livre de um grupo (capacidade ndo usada por
volumes) e uma parte da capacidade utilizavel reservada como
capacidade de otimizagéo adicional. A capacidade de otimizag&o adicional
garante um nivel minimo de capacidade de otimizagao, reduzindo a
capacidade utilizavel, e, como tal, ndo esta disponivel para criacao de
volume.

4. Clique em Salvar.

Uma caixa de didlogo de confirmacao sera exibida se a capacidade for reduzida, a redundéancia de volume
for perdida ou a protecao contra perda de gaveta/gaveta for perdida como resultado da alteragédo do nivel
RAID. Selecione Sim para continuar; caso contrario, clique em nao.

Resultados

Se vocé alterar o nivel RAID para um grupo de volumes, o System Manager alterara os niveis RAID de cada
volume que compreende o grupo de volumes. O desempenho pode ser ligeiramente afetado durante a
operacao.

Ative ou desative o provisionamento de recursos em grupos de volumes e pools existentes

Para quaisquer unidades compativeis com DULBE, vocé pode ativar ou desativar o
provisionamento de recursos em volumes existentes em um pool ou grupo de volumes.

O provisionamento de recursos € um recurso disponivel nas matrizes de armazenamento EF300 e EF600,
que permite que os volumes sejam colocados em uso imediatamente sem processo de inicializagdo em
segundo plano. Todos os blocos de unidade atribuidos ao volume séao deslocalizados (ndo mapeados), o que
pode melhorar a vida util do SSD e aumentar o desempenho maximo de gravagao.

Por padrao, o provisionamento de recursos € ativado em sistemas onde as unidades suportam DULBE. N&o
ha necessidade de ativar o provisionamento de recursos, a menos que vocé o tenha desativado
anteriormente.

Antes de comecar
* Vocé precisa ter um storage array EF300 ou EF600.

* Vocé precisa ter grupos ou pools de volume SSD, em que todas as unidades sejam compativeis com a
funcionalidade de recuperagao de erro de ativagdo de erro de bloco légico (DULBE) desalocada ou néao
escrita do NVMe. Caso contrario, a opgao de provisionamento de recursos nao esta disponivel.
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Sobre esta tarefa

Quando vocé ativa o provisionamento de recursos para grupos de volumes e pools existentes, todos os
volumes no grupo ou pool de volumes selecionado sdo alterados para permitir que os blocos sejam
deslocalizados. Esse processo pode envolver uma operagdo em segundo plano para garantir uma alocagao
consistente na granularidade unmap. Esta operagéo ndo desmapeia nenhum espago. Uma vez concluida a
operagao em segundo plano, o sistema operacional precisa desmapear quaisquer blocos nao utilizados para
criar espaco livre.

Quando vocé desativa o provisionamento de recursos para grupos ou pools de volumes existentes, uma
operagao em segundo plano reescreve todos os blocos logicos em cada volume. Os dados existentes
permanecem intactos. As gravagdes mapearao ou provisionarao os blocos nas unidades associadas ao grupo
de volumes ou pool.

Para novos grupos de volumes e pools, vocé pode ativar ou desativar o provisionamento de

recursos do Configuragoes > sistema > Configuragoes adicionais > Ativar/Desativar
volumes provisionados por recursos.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione um pool ou grupo de volume na lista.

Vocé pode selecionar apenas um pool ou grupo de volume de cada vez. Role a lista para baixo para ver
pools ou grupos de volume adicionais.

3. Selecione Uncommon Tasks e, em seguida, Enable resource Provisioning (Ativar provisionamento de
recursos) ou Disable resource Provisioning (Desativar provisionamento de recursos).

4. Na caixa de dialogo, confirme a operagéo.

Se vocé reativou o DULBE — apds a conclusao da operagdo em segundo plano, talvez seja
necessario reiniciar o host para que ele detete as alteragdes de configuracdo do DULBE e
remonte todos os sistemas de arquivos.

Ative ou desative o provisionamento de recursos para novos grupos de volumes ou pools

Se vocé desativou anteriormente o recurso padrao para o provisionamento de recursos,
podera reativa-lo para quaisquer novos grupos de volume SSD ou pools criados.
Também pode desativar novamente a definigéo.

O provisionamento de recursos € um recurso disponivel nas matrizes de armazenamento EF300 e EF600,
que permite que os volumes sejam colocados em uso imediatamente sem processo de inicializagdo em
segundo plano. Todos os blocos de unidade atribuidos ao volume s&o deslocalizados (ndo mapeados), o que
pode melhorar a vida util do SSD e aumentar o desempenho maximo de gravagao.

@ Por padrao, o provisionamento de recursos é ativado em sistemas onde as unidades suportam
DULBE.

Antes de comecgar

* Vocé precisa ter um storage array EF300 ou EF600.

 Vocé precisa ter grupos ou pools de volume SSD, em que todas as unidades sejam compativeis com a
funcionalidade de recuperagéo de erro de ativagao de erro de bloco loégico (DULBE) desalocada ou nao
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escrita do NVMe.

Sobre esta tarefa
Quando vocé rehabilita o provisionamento de recursos para novos grupos de volumes ou pools, apenas os
grupos de volumes e pools recém-criados sédo afetados. Todos os grupos de volumes e pools existentes com
provisionamento de recursos habilitado permanecerao inalterados.
Passos

1. Selecione Definigbes > sistema.

2. Role para baixo até Configuragées adicionais e clique em Ativar/Desativar volumes provisionados

por recursos.

A descrigao da configuracao indica se o provisionamento de recursos esta ativado ou desativado no
momento.

3. Na caixa de dialogo, confirme a operagao.

Resultados

A ativacdo ou desativacao do provisionamento de recursos afeta apenas novos pools de SSD ou grupos de
volume criados por vocé. Os pools ou grupos de volumes existentes permanecem inalterados.

Ative a seguranga para um pool ou grupo de volumes

Vocé pode ativar o Drive Security para um pool ou grupo de volumes para impedir o
acesso n&o autorizado aos dados nas unidades contidas no pool ou grupo de volumes.
O acesso de leitura e gravagao para as unidades so6 esta disponivel através de um
controlador configurado com uma chave de seguranca.

Antes de comecar

* O recurso Seguranga da unidade deve estar ativado.
* Uma chave de seguranga deve ser criada.
* O pool ou grupo de volume deve estar em um estado ideal.

» Todas as unidades no pool ou grupo de volumes devem ser unidades com capacidade de seguranca.

Sobre esta tarefa

Se vocé quiser usar o Drive Security, selecione um pool ou grupo de volume que seja seguro. Um pool ou
grupo de volumes pode conter unidades com capacidade de seguranga e nao seguras, mas todas as
unidades devem ser seguras para usar seus recursos de criptografia.

Depois de ativar a segurancga, vocé s6 pode remové-la excluindo o pool ou grupo de volumes e apagando as
unidades.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o pool ou grupo de volume no qual deseja ativar a seguranga e clique em mais > Ativar
seguranga.

A caixa de dialogo confirmar ativagao da seguranga é exibida.

3. Confirme se deseja ativar a seguranga para o pool ou grupo de volumes selecionado e clique em Ativar.
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Gerenciar cache SSD

Como o cache SSD funciona

O recurso cache SSD é uma solugao baseada em controlador que armazena em cache
os dados acessados com mais frequéncia ("dados ativos") em unidades de estado sdlido
(SSDs) de baixa laténcia para acelerar dinamicamente o desempenho do sistema. O
cache SSD é usado exclusivamente para leituras de host.

@ Este recurso ndo esta disponivel no sistema de armazenamento EF600 ou EF300.

Cache SSD versus cache primario

Cache SSD é um cache secundario para uso com o cache primario na memoéria dinamica de acesso aleatorio
(DRAM) da controladora.

O cache SSD opera de forma diferente do cache primario:

» Para o cache primario, cada operacao de e/S deve encenar dados através do cache para executar a
operacao.

No cache primario, os dados sdo armazenados na DRAM apdés uma leitura do host.

» Cache SSD ¢ usado apenas é benéfico colocar os dados no cache para melhorar o desempenho geral do
sistema.

No cache SSD, os dados sao copiados de volumes e armazenados em dois volumes RAID internos (um
por controlador) que séo criados automaticamente quando vocé cria um cache SSD.

Os volumes RAID internos sédo usados para fins de processamento de cache interno. Esses volumes nao sao
acessiveis ou exibidos na interface do usuario. No entanto, esses dois volumes contam com o numero total de
volumes permitidos no storage array.

Como o cache SSD é usado

O armazenamento em cache inteligente coloca os dados em uma unidade de laténcia inferior. Assim, as
respostas a futuras solicitagbes desses dados podem ocorrer muito mais rapidamente. Se um programa
solicitar dados que estdo no cache (chamado de "hit de cache"), a unidade de baixa laténcia pode atender
essa transagao. Caso contrario, ocorre uma "falta de cache" e os dados devem ser acessados a partir da
unidade original, mais lenta. A medida que mais acessos ao cache ocorrem, o desempenho geral melhora.

Quando um programa host acessa as unidades do storage array, os dados s&o armazenados no cache SSD.
Quando os mesmos dados sédo acessados pelo programa host novamente, eles séo lidos a partir do cache
SSD em vez dos discos rigidos. Os dados comumente acessados sdo armazenados no cache SSD. Os discos
rigidos s6 sédo acessados quando os dados ndo podem ser lidos a partir do cache SSD.

O cache SSD ¢é usado apenas quando é benéfico colocar os dados no cache para melhorar o desempenho
geral do sistema.

Quando a CPU precisa processar dados de leitura, segue as etapas abaixo:

1. Verifique o cache DRAM.

2. Se nao for encontrado no cache DRAM, verifique cache SSD.
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3. Se néo for encontrado no cache SSD, entdo obtenha do disco rigido. Se os dados forem considerados
valiosos para armazenar em cache, copie para o cache SSD.

Melhor desempenho

Copiar os dados mais acessados (hot spot) para cache SSD permite uma operagao mais eficiente do disco

rigido, laténcia reduzida e velocidades de leitura e gravagao aceleradas. O uso de SSDs de alto desempenho

para armazenar dados em cache de volumes de HDD melhora o desempenho de €/S e os tempos de
resposta.

Mecanismos simples de e/S de volume sdo usados para mover dados de e para o cache SSD. Depois que os

dados sdo armazenados em cache e armazenados nos SSDs, as leituras subsequentes desses dados sao
executadas no cache SSD, eliminando assim a necessidade de acessar o volume do HDD.

Cache SSD e o recurso Seguranga da unidade

Para usar cache SSD em um volume que também esteja usando a Seguranga da unidade (ativada para
segurancga), os recursos de seguranga da unidade do volume e o cache SSD devem corresponder. Se nao
corresponderem, o volume nao sera ativado com seguranga.

Implementar cache SSD

Para implementar o cache SSD, faga o seguinte:

1. Crie o cache SSD.

2. Associe o cache SSD aos volumes para os quais vocé deseja implementar o armazenamento em cache
de leitura SSD.

@ Qualquer volume atribuido para usar o cache SSD de um controlador nao é elegivel para uma
transferéncia automatica de balanceamento de carga.

Restricoes de cache SSD

Saiba mais sobre as restricbes ao usar cache SSD em seu storage array.

Restricoes

* Qualquer volume atribuido para usar o cache SSD de um controlador ndo é elegivel para uma
transferéncia automatica de balanceamento de carga.

» Atualmente, apenas um cache SSD é suportado por storage array.

» A capacidade maxima de cache SSD utilizavel em um storage array € de 5 TB.

* O cache SSD néo é suportado em imagens instantaneas.

* O cache SSD né&o esta disponivel no sistema de armazenamento EF600 ou EF300.

« Se vocé importar ou exportar volumes que estejam habilitados ou desativados em cache SSD, os dados
em cache ndo serdo importados ou exportados.

* Vocé nao pode remover a ultima unidade em um cache SSD sem primeiro excluir o cache SSD.

Restricoes com Seguranca da Unidade

* Vocé pode ativar a segurancga no cache SSD somente quando vocé criar o cache SSD. Nao é possivel
ativar a seguranca mais tarde como pode num volume.
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« Se vocé misturar unidades que sédo seguras com unidades que nao sao seguras no cache SSD, n&o sera
possivel ativar a seguranca da unidade para essas unidades.

* Os volumes habilitados para seguranga devem ter um cache SSD seguro habilitado.

Criar cache SSD

Para acelerar dinamicamente a performance do sistema, vocé pode usar o recurso
cache SSD para armazenar em cache os dados acessados com mais frequéncia ("dados
ativos") em unidades de estado sélido (SSDs) de baixa laténcia. O cache SSD ¢é usado
exclusivamente para leituras de host.

Antes de comecgar
Seu storage array deve conter algumas unidades SSD.

@ O cache SSD nao esta disponivel no sistema de armazenamento EF600 ou EF300.

Sobre esta tarefa

Ao criar cache SSD, vocé pode usar uma unica unidade ou varias unidades. Como o cache de leitura esta no
storage array, 0 armazenamento em cache € compartilhado em todos os aplicativos que usam o storage array.
Vocé seleciona os volumes que deseja armazenar em cache e, em seguida, 0 armazenamento em cache é
automatico e dinamico.

Siga estas diretrizes ao criar cache SSD.

* Vocé pode ativar a seguranca no cache SSD somente quando vocé estiver criando, e ndo mais tarde.
» Apenas um cache SSD é suportado por storage array.

» A capacidade maxima de cache SSD utilizavel em um storage array depende da capacidade de cache
principal da controladora.

* O cache SSD nao é suportado em imagens instantaneas.

« Se vocé importar ou exportar volumes que estejam habilitados ou desativados em cache SSD, os dados
em cache nao serdo importados ou exportados.

» Qualquer volume atribuido para usar o cache SSD de um controlador ndo € elegivel para uma
transferéncia automatica de balanceamento de carga.

* Se os volumes associados estiverem habilitados para segurancga, crie um cache SSD habilitado para
seguranga.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Clique em criar > cache SSD.
A caixa de dialogo criar cache SSD é exibida.

3. Digite um nome para o cache SSD.

4. Selecione o candidato cache SSD que vocé deseja usar com base nas seguintes carateristicas.
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Caracteristica Utilizagao

Capacidade Mostra a capacidade disponivel em GiB. Selecione a capacidade para as
necessidades de armazenamento da sua aplicacgao.

A capacidade maxima para cache SSD depende da capacidade de cache
principal da controladora. Se vocé alocar mais do que o valor maximo para
cache SSD, qualquer capacidade extra sera inutilizavel.

A capacidade do cache SSD conta para sua capacidade alocada geral.

Total de unidades Mostra o numero de unidades disponiveis para este cache SSD. Selecione o
candidato SSD com o numero de unidades desejadas.

Com capacidade segura Indica se o candidato a cache SSD é composto inteiramente de unidades com
capacidade de seguranga, que podem ser unidades com criptografia total de
disco (FDE) ou unidades FIPS (Federal Information Processing Standard).

Se vocé quiser criar um cache SSD habilitado para seguranca, procure Sim -
FDE ou Sim - FIPS na coluna compativel com seguranca.

Ativar a seguranga? Fornece a opgéo para ativar o recurso de Seguranga da Unidade com
unidades com capacidade segura. Se vocé quiser criar um cache SSD
habilitado para seguranca, marque a caixa de selegao Habilitar seguranca .

Uma vez ativada, a seguranga nao pode ser desativada. Vocé
@ pode ativar a seguranga no cache SSD somente quando vocé
estiver criando, e ndo mais tarde.

DA capaz Indica se o Data Assurance (DA) esta disponivel para este candidato de cache
SSD. O Data Assurance (DA) verifica e corrige erros que podem ocorrer a
medida que os dados sao transferidos através dos controladores para as
unidades.

Se vocé quiser usar DA, selecione um candidato de cache SSD capaz de DA.
Esta opgéao so esta disponivel quando a funcionalidade DA tiver sido ativada.

O cache SSD pode conter unidades com CAPACIDADE DA e ndao DA, mas
todas as unidades devem ser capazes de DA para vocé usar DA.

5. Associe o cache SSD aos volumes para os quais vocé deseja implementar o armazenamento em cache
de leitura SSD. Para ativar o cache SSD em volumes compativeis imediatamente, marque a caixa de
selecao Ativar cache SSD em volumes compativeis existentes mapeados para hosts .

Os volumes sédo compativeis se compartilharem os mesmos recursos de Seguranga de Unidade e DA.

6. Clique em criar.

Altere as configuracdes de cache SSD

Vocé pode editar o nome do cache SSD e exibir seu status, capacidade maxima e atual,
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segurancga da unidade e status de garantia de dados e seus volumes e unidades
associados.

@ Este recurso ndo esta disponivel no sistema de armazenamento EF600 ou EF300.

Passos
1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o cache SSD que vocé deseja editar e clique em Exibir/Editar configuragoes.
A caixa de dialogo Configuracdes de cache SSD é exibida.

3. Revise ou edite as configuragdes do cache SSD conforme apropriado.
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Detalhes do campo

Definigao Descricao

Nome Exibe o nome do cache SSD, que vocé pode alterar. E necessario um
nome para o cache SSD.

Carateristicas Mostra o status do cache SSD. Os Estados possiveis incluem:

* |deal
» Desconhecido

* Degradada

Falha (Um estado com falha resulta em um evento de mel critico.)

» Suspenso

Capacidades Mostra a capacidade atual e a capacidade maxima permitida para o cache
SSD.

A capacidade maxima permitida para o cache SSD depende do tamanho
de cache principal da controladora:

- Até 1 GiB

+1GiBa2GiB

+ 2GiBa4GiB

* Mais de 4 GiB

Seguranga e DA Mostra o status de Seguranga da unidade e garantia de dados para o
cache SSD.

» Secure-Capable —indica se o cache SSD é composto inteiramente
de unidades seguras. Uma unidade com capacidade segura € uma
unidade com autocriptografia que protege os dados contra acesso nao
autorizado.

» Secure-enabled — indica se a segurancga esta ativada no cache SSD.

* DA Capable —indica se o cache SSD é composto inteiramente de
unidades compativeis com DA. Uma unidade capaz de DA pode
verificar e corrigir erros que possam ocorrer a medida que os dados
sdo comunicados entre o host e o storage array.

Objetos associados Mostra os volumes e unidades associados ao cache SSD.

4. Clique em Salvar.

Exibir estatisticas de cache SSD

E possivel exibir estatisticas do cache SSD, como leituras, gravacdes, acertos de cache,
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porcentagem de alocagao de cache e porcentagem de utilizagao de cache.
@ Este recurso nao esta disponivel no sistema de armazenamento EF600 ou EF300.

As estatisticas nominais, que sdo um subconjunto das estatisticas detalhadas, sdo mostradas na caixa de
didlogo View SSD Cache Statistics (Exibir estatisticas de cache SSD). Vocé pode exibir estatisticas
detalhadas para o cache SSD somente quando exportar todas as estatisticas SSD para um . csv arquivo.

Ao rever e interpretar as estatisticas, tenha em mente que algumas interpretagdes séo derivadas olhando para
uma combinacao de estatisticas.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Selecione o cache SSD para o qual vocé deseja exibir estatisticas e clique em mais > View SSD Cache
statistics.

A caixa de dialogo View SSD Cache Statistics (Visualizar estatisticas de cache SSD) é exibida e exibe as
estatisticas nominais para o cache SSD selecionado.
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Detalhes do campo

Definigoes

Lé

Gravacoes

Cache hits

Cache atinge %

Alocagéao de cache %

% De utilizacdo de
cache

Exportar tudo

Descricao

Mostra o numero total de leituras de host dos volumes habilitados para
cache SSD. Quanto maior a proporcéo de leituras para gravagdes, melhor
é a operacao do cache.

O numero total de gravagdes de host nos volumes habilitados para cache
SSD. Quanto maior a proporgao de leituras para gravagdes, melhor € a
operagao do cache.

Mostra o nimero de acessos de cache.

Mostra a porcentagem de acertos de cache. Este niumero é derivado de
hits de cache / (leituras e gravagdes). A porcentagem de acerto do cache
deve ser superior a 50 por cento para operagédo efetiva do cache SSD.

Mostra a porcentagem de armazenamento em cache SSD que é alocado,
expressa como uma porcentagem do armazenamento em cache SSD
disponivel para este controlador e é derivado de bytes alocados / bytes
disponiveis.

Mostra a porcentagem de armazenamento em cache SSD que contém
dados de volumes ativados, expressos como uma porcentagem de
armazenamento em cache SSD alocado. Esse valor representa a
utilizagéo ou a densidade do cache SSD. Derivado de bytes alocados /
bytes disponiveis.

Exporta todas as estatisticas de cache SSD para um formato CSV. O
arquivo exportado contém todas as estatisticas disponiveis para o cache
SSD (nominal e detalhada).

3. Clique em Cancelar para fechar a caixa de dialogo.

Gerenciar a capacidade reservada

Como funciona a capacidade reservada

A capacidade reservada é criada automaticamente quando operacdes de servico de
copia, como snapshots ou operacgdes de espelhamento assincrono, sdo fornecidas para

seus volumes.

O objetivo da capacidade reservada é armazenar alteragdes de dados nesses volumes, caso algo dé errado.
Assim como volumes, a capacidade reservada é criada a partir de pools ou grupos de volumes.

Copiar objetos de servigo que usam capacidade reservada

A capacidade reservada € o mecanismo de storage subjacente usado por esses objetos de servigo de copia:
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* Grupos de instantaneos
* Leitura/gravagao de volumes instantaneos
* Volumes de membros do grupo de consisténcia

* Volumes de pares espelhados

Ao criar ou expandir esses objetos de servigo de copia, vocé deve criar uma nova capacidade reservada a
partir de um pool ou grupo de volumes. A capacidade reservada geralmente € de 40% do volume base para
operacgoes de snapshot e 20% do volume base para operagdes de espelhamento assincrono. A capacidade
reservada, no entanto, varia dependendo do numero de alteragdes nos dados originais.

Volumes finos e capacidade reservada

Para um volume fino, se a capacidade maxima comunicada de 256 TIB tiver sido atingida, ndo podera
aumentar a sua capacidade. Certifique-se de que a capacidade reservada do volume fino esta definida para
um tamanho maior do que a capacidade maxima comunicada. (Um volume fino € sempre provisionado de
forma fina, o que significa que a capacidade é alocada a medida que os dados estao sendo gravados no
volume.)

Se vocé criar capacidade reservada usando um thin volume em um pool, revise as seguintes agbes e
resultados na capacidade reservada:

» Se a capacidade reservada de um volume fino falhar, o préprio volume fino ndo sera automaticamente
transferido para o estado Failed (Falha). No entanto, como todas as operacdes de €/S em um volume fino
exigem acesso ao volume de capacidade reservada, as operagoes de e/S sempre fardo com que uma
condicao de verificagao seja retornada ao host solicitante. Se o problema subjacente com o volume de
capacidade reservada puder ser resolvido, o volume de capacidade reservada sera retornado a um estado
ideal e o volume fino ficara funcional novamente.

» Se vocé usar um volume thin existente para concluir um par espelhado assincrono, esse volume fino sera
reinicializado com um novo volume de capacidade reservada. Somente blocos provisionados no lado
primario sao transferidos durante o processo de sincronizagao inicial.

Alertas de capacidade

O objeto de servigo de copia tem um aviso de capacidade configuravel e um limite de alerta, bem como uma
resposta configuravel quando a capacidade reservada esta cheia.

Quando a capacidade reservada de um volume de objeto de servigo de copia esta proxima do ponto de
preenchimento, um alerta € emitido para o usuario. Por padrao, esse alerta € emitido quando o volume da
capacidade reservada estiver 75% cheio; no entanto, vocé pode ajustar esse ponto de alerta para cima ou
para baixo, conforme necessario. Se vocé receber esse alerta, podera aumentar a capacidade do volume de
capacidade reservada nesse momento. Cada objeto de servigo de copia pode ser configurado
independentemente a este respeito.

Volumes de capacidade reservados orfaos

Um volume de capacidade reservada orfao € um volume que nao esta mais armazenando dados para
operagodes de servigo de copia porque seu objeto de servigo de copia associado foi excluido. Quando o objeto
de servico de copia foi excluido, seu volume de capacidade reservada também deve ter sido excluido. No
entanto, o volume da capacidade reservada nao foi eliminado.

Como os volumes de capacidade reservada orfaos ndo sao acessados por nenhum host, eles sdo candidatos

a recuperacao. Exclua manualmente o volume de capacidade reservada 6rfa para que vocé possa usar sua
capacidade para outras operacgdes.
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O System Manager alerta-o sobre volumes de capacidade reservada érfaos com uma mensagem "recuperar
capacidade nao utilizada" na area notificagdes na pagina inicial. Vocé pode clicar em recuperar capacidade
nao utilizada para exibir a caixa de didlogo recuperar capacidade nao utilizada, onde vocé pode excluir o
volume de capacidade reservada orfa.

Carateristicas da capacidade reservada

» A capacidade atribuida a capacidade reservada deve ser considerada durante a criagao do volume para
manter uma capacidade livre suficiente.

» A capacidade reservada pode ser menor do que o volume base (o tamanho minimo & de 8 MIB).

* Algum espago é consumido por metadados, mas € muito pouco (192 KiB), por isso nao precisa ser levado
em consideracdo ao determinar o tamanho do volume de capacidade reservada.

* A capacidade reservada néo é diretamente legivel ou gravavel de um host.

* Existe capacidade reservada para cada volume de snapshot de leitura/gravagéo, grupo de snapshot,
volume de membro do grupo de consisténcia e volume de par espelhado.

Aumentar a capacidade reservada

Vocé pode aumentar a capacidade reservada, que € a capacidade alocada fisicamente
usada para qualquer operacao de servico de copia em um objeto de armazenamento.

Para operagdes de snapshot, geralmente é de 40% do volume base; para operagdes de espelhamento
assincrono, geralmente é de 20% do volume base. Normalmente, vocé aumenta a capacidade reservada
quando recebe um aviso de que a capacidade reservada do objeto de armazenamento esta ficando cheia.

Antes de comecgar

* O volume no pool ou grupo de volumes deve ter um status ideal e ndo deve estar em nenhum estado de
modificacao.

* A capacidade livre deve existir no pool ou grupo de volumes que vocé deseja usar para aumentar a
capacidade.

Se nao houver capacidade livre em nenhum pool ou grupo de volumes, vocé podera adicionar capacidade
nao atribuida na forma de unidades n&o utilizadas a um pool ou grupo de volumes.

Sobre esta tarefa

Vocé pode aumentar a capacidade reservada somente em incrementos de 8 GiB para os seguintes objetos de
armazenamento:

* Grupo de instantaneos

* Volume do Snapshot

* Volume do membro do grupo de consisténcia

* Volume do par espelhado

Use uma porcentagem alta se vocé acredita que o volume primario sofrera muitas mudangas ou se a vida util
de uma operagao de servigo de copia especifica sera muito longa.

N&ao é possivel aumentar a capacidade reservada para um volume instantadneo que seja
somente leitura. Somente os volumes snapshot que séo leitura-gravagédo exigem capacidade
reservada.
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Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione a guia capacidade reservada.
3. Selecione o objeto de armazenamento para o qual deseja aumentar a capacidade reservada e clique em
aumentar a capacidade.
A caixa de dialogo aumentar capacidade reservada é exibida.

4. Utilize a caixa de rotagdo para ajustar a percentagem de capacidade.

Se a capacidade livre nao existir no pool ou no grupo de volumes que contém o objeto de armazenamento
selecionado e o array de armazenamento tiver capacidade n&o atribuida, vocé podera criar um novo pool
ou grupo de volumes. Em seguida, vocé pode tentar novamente essa operagao usando a nova
capacidade livre nesse pool ou grupo de volume.

5. Clique em aumentar.

Resultados
O System Manager executa as seguintes acoes:

* Aumenta a capacidade reservada para o objeto de armazenamento.

» Exibe a capacidade reservada recém-adicionada.

Diminuir a capacidade reservada

Vocé usa a op¢ao diminuir capacidade para diminuir a capacidade reservada para os
seqguintes objetos de armazenamento: Grupo de snapshot, volume de snapshot e volume
de membro do grupo de consisténcia. Vocé pode diminuir a capacidade reservada
somente pelo(s) valor(s) usado(s) para aumenta-la.

Antes de comecar
» O objeto de storage deve conter mais de um volume de capacidade reservado.
» O objeto de storage n&o deve ser um volume de par espelhado.
» Se o0 objeto de storage for um volume instantaneo, ele devera ser um volume instantaneo desativado.
* Se o0 objeto de armazenamento for um grupo de instanténeos, n&o deve conter quaisquer imagens
instantaneas associadas.

Sobre esta tarefa
Reveja as seguintes diretrizes:

» Vocé pode remover volumes de capacidade reservada somente na ordem inversa em que foram
adicionados.

* N&o € possivel diminuir a capacidade reservada para um volume instantaneo que seja somente leitura
porque nao tem nenhuma capacidade reservada associada. Somente os volumes snapshot que sédo
leitura-gravagao exigem capacidade reservada.

Passos
1. Selecione armazenamento > pools & grupos de volume.

2. Clique na guia capacidade reservada.
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3. Selecione o objeto de armazenamento para o qual vocé deseja diminuir a capacidade reservada e clique
em diminuir a capacidade.

A caixa de didlogo diminuir capacidade reservada é exibida.
4. Selecione a quantidade de capacidade pela qual vocé deseja diminuir a capacidade reservada e clique em
diminuir.
Resultados
O System Manager executa as seguintes agoes:

» Atualiza a capacidade do objeto de armazenamento.
» Exibe a capacidade reservada recém-atualizada para o objeto de armazenamento.

* Quando vocé diminui a capacidade de um volume de snapshot, o System Manager faz a transi¢ao
automatica do volume de snapshot para um estado Desativado. Desativado significa que o volume
instantadneo ndo esta atualmente associado a uma imagem instantanea e, portanto, ndo pode ser atribuido
a um host para e/S.

Altere as definicoes de capacidade reservada para um grupo de instantaneos

Pode alterar as definicdées de um grupo de instantaneos para alterar o seu nome, as
definigdes de eliminagdo automatica, o numero maximo de imagens instantédneas
permitidas, o ponto percentual no qual o Gestor do sistema envia uma notificacdo de
alerta de capacidade reservada ou a politica a utilizar quando a capacidade reservada
atinge a sua percentagem maxima definida.

Durante a criagdo de um grupo de instantaneos, a capacidade reservada € criada para armazenar os dados
de todas as imagens instantaneas contidas no grupo.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Clique na guia capacidade reservada.

3. Selecione o grupo de instantaneos que pretende editar e, em seguida, clique em Ver/Editar definigoes.
A caixa de dialogo Configuragdes do grupo instantaneo é exibida.

4. Altere as definigdes do grupo de instantaneos conforme adequado.
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Detalhes do campo

Definigao Descricao
Configuragoes do Nome

grupo de

instantaneos

O nome do grupo Eliminacado automatica

instantaneo. E
necessario especificar
um nome para o grupo
de instantaneos.

Uma definicdo que Limite de imagem instantanea
mantém o numero total
de imagens
instantaneas no grupo
em ou abaixo de um
maximo definido pelo
utilizador. Quando esta
opc¢ao esta ativada, o
Gestor do sistema
elimina
automaticamente a
imagem instantanea
mais antiga do grupo
sempre que é criado
um novo instantaneo,
de modo a cumprir o
numero maximo de
imagens instanténeas
permitidas para o

grupo.

Um valor configuravel  Agendamento do Snapshot
que especifica o

numero maximo de

imagens instantaneas

permitidas para um

grupo de instantaneos.

Se Sim, uma » Configuragbes de capacidade reservada®
programacao é definida

para criar

automaticamente

instantaneos.



Definigao Descricéao

Alerta-me quando... Use a caixa giratorio para ajustar o ponto percentual no qual o System
Manager envia uma notificagdo de alerta quando a capacidade reservada
para um grupo de instantaneos estiver quase cheia.

Quando a capacidade reservada para o grupo de instantaneos excede o
limite especificado, o System Manager envia um alerta, permitindo que

vocé aumente a capacidade reservada ou exclua objetos desnecessarios.

Politica de capacidade Vocé pode escolher uma das seguintes politicas:
reservada completa
» Limpar imagem de snapshot mais antiga— o System Manager
limpa automaticamente a imagem de snapshot mais antiga do grupo
de snapshot, que libera a capacidade reservada da imagem de
snapshot para reutilizagdo dentro do grupo.

* Rejeitar gravagdes no volume base — quando a capacidade
reservada atinge sua porcentagem maxima definida, o System
Manager rejeita qualquer solicitagdo de gravagao de e/S para o
volume base que acionou o acesso a capacidade reservada.

Objetos associados Volume base

O nome do volume Imagens instantaneas
base utilizado para o
grupo. Um volume base
€ a origem a partir da
qual uma imagem
instantanea é criada.
Pode ser um volume
grossoou finoe é
normalmente atribuido
a um host. O volume
base pode residir em
um grupo de volumes
ou em um pool de
discos.

5. Clique em Salvar para aplicar as alteragdes as configuragdes do grupo de instantaneos.

Altere as configuracdes de capacidade reservada para um volume instantianeo

Vocé pode alterar as configuragdées de um volume instantaneo para ajustar o ponto
percentual no qual o sistema envia uma notificagao de alerta quando a capacidade
reservada para um volume instantaneo estiver quase cheia.

Passos

1. Selecione armazenamento > pools & grupos de volume.

2. Clique na guia capacidade reservada.
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3. Selecione o volume instantédneo que deseja editar e clique em Exibir/Editar configuragoes.
A caixa de dialogo Configuragdes de capacidade reservada do volume instantaneo é exibida.
4. Altere as configuracbes de capacidade reservada para o volume instantaneo, conforme apropriado.

Detalhes do campo

Definigao Descricéao

Alerta-me quando... Use a caixa giratério para ajustar o ponto percentual no qual o sistema
envia uma notificagao de alerta quando a capacidade reservada para um
volume de membro estiver quase cheia.

Quando a capacidade reservada para o volume instantdneo excede o
limite especificado, o sistema envia um alerta, permitindo-lhe tempo para
aumentar a capacidade reservada ou eliminar objetos desnecessarios.

5. Clique em Salvar para aplicar as alteragdes as configura¢des de capacidade reservada do volume
instantaneo.

Altere as configuracoes de capacidade reservada para um volume de membro do grupo de
consisténcia

Vocé pode alterar as configuragées de um volume de membro do grupo de consisténcia
para ajustar o ponto percentual no qual o System Manager envia uma notificagao de
alerta quando a capacidade reservada para um volume de membro estiver quase cheia e
para alterar a politica a ser usada quando a capacidade reservada atingir sua
porcentagem maxima definida.

Sobre esta tarefa

Alterar as configuragdes de capacidade reservada para um volume de membro individual também altera as
configuragbes de capacidade reservada para todos os volumes associados a um grupo de consisténcia.

Passos

1. Selecione armazenamento > pools & grupos de volume.
2. Clique na guia capacidade reservada.

3. Selecione o volume do membro do grupo de consisténcia que vocé deseja editar e clique em Exibir/Editar
configuragoes.

A caixa de dialogo Configuracdes de capacidade reservada do volume do membro é exibida.

4. Altere as configuragbes de capacidade reservada para o volume do membro, conforme apropriado.
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Detalhes do campo

Definigao Descricao

Alerta-me quando... Use a caixa giratorio para ajustar o ponto percentual no qual o System
Manager envia uma notificagdo de alerta quando a capacidade reservada
para um volume de membro estiver quase cheia.

Quando a capacidade reservada para o volume do membro excede o
limite especificado, o System Manager envia um alerta, permitindo-lhe
tempo para aumentar a capacidade reservada ou eliminar objetos
desnecessarios.

Alterar a configuracéo Alerta para um volume de membro
ira altera-la para todos volumes de membros que
pertencem ao mesmo grupo de consisténcia.

Politica de capacidade Vocé pode escolher uma das seguintes politicas:
reservada completa
» Limpar imagem de snapshot mais antiga— o System Manager
limpa automaticamente a imagem de snapshot mais antiga do grupo
consisténcia, que libera a capacidade reservada do membro para
reutilizagao dentro do grupo.

* Rejeitar gravagdes no volume base — quando a capacidade
reservada atinge sua porcentagem maxima definida, o System
Manager rejeita qualquer solicitagdo de gravagao de e/S para o
volume base que acionou o acesso a capacidade reservada.

5. Clique em Salvar para aplicar suas alteracoes.

Resultados

O System Manager altera as configuragdes de capacidade reservada para o volume do membro, bem como
as configuragdes de capacidade reservada para todos os volumes do membro no grupo consisténcia.

Altere as configuragoes de capacidade reservada para um volume de par espelhado

Vocé pode alterar as configuracdes de um volume de par espelhado para ajustar o ponto

percentual no qual o System Manager envia uma notificagao de alerta quando a
capacidade reservada para um volume de par espelhado estiver quase cheia.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione a guia capacidade reservada.

3. Selecione o volume do par espelhado que vocé deseja editar e clique em Exibir/Editar configuragées.

A caixa de dialogo Configuracdes de capacidade reservada do volume do par espelhado é exibida.

4. Altere as configuracdes de capacidade reservada para o volume do par espelhado, conforme apropriado.
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Detalhes do campo

Definigao Descricao

Alerta-me quando... Use a caixa giratorio para ajustar o ponto percentual no qual o System
Manager envia uma notificagdo de alerta quando a capacidade reservada
para um par espelhado estiver quase cheia.

Quando a capacidade reservada para o par espelhado excede o limite
especificado, o System Manager envia um alerta, permitindo que vocé
aumente a capacidade reservada.

Alterar a configuragéo Alerta para um par espelhado altera
a configuracéo Alerta para todos os pares espelhados que
pertencem ao mesmo grupo de consisténcia de espelho.

5. Clique em Salvar para aplicar suas alteracoes.

Cancelar imagem instantanea pendente

Vocé pode cancelar uma imagem instantadnea pendente antes de ser concluida. Os
instantaneos ocorrem de forma assincrona, e o status do instantaneo esta pendente até
que o instantaneo seja concluido. A imagem instantanea € concluida assim que a
operacao de sincronizacao for concluida.

Sobre esta tarefa
Uma imagem instantanea esta em um estado pendente devido as seguintes condigbes simultaneas:
* O volume base de um grupo de instantdneos ou um ou mais volumes de membros de um grupo de
consisténcia que contém esta imagem de instantaneo é membro de um grupo de espelhos assincrono.
* O volume ou os volumes estdo atualmente em uma operagao de sincronizacao de espelhamento

assincrono.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Clique na guia capacidade reservada.

3. Selecione o grupo de instantaneos para o qual pretende cancelar uma imagem de instantaneo pendente
e, em seguida, clique em tarefas incomuns » Cancelar imagem de instantaneo pendente.

4. Clique em Sim para confirmar que deseja cancelar a imagem de instantaneo pendente.
Eliminar grupo instantaneo

Vocé exclui um grupo de instantdneos quando deseja excluir permanentemente seus
dados e remové-los do sistema. A exclusdo de um grupo de snapshot reclama a
capacidade reservada para reutilizagdo no pool ou no grupo de volumes.

Sobre esta tarefa
Quando um grupo de instantaneos é eliminado, todas as imagens de instantdneos no grupo também s&o
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eliminadas.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Clique na guia capacidade reservada.

3. Selecione o grupo de instantaneos que pretende eliminar e, em seguida, clique em tarefas pouco
comuns > Eliminar grupo de instantaneos.

E exibida a caixa de dialogo confirmar Excluir grupo de instantaneos.
4. Digite delete para confirmar.

Resultados
O System Manager executa as seguintes acoes:

 Elimina todas as imagens instantaneas associadas ao grupo de instantaneos.
+ Desativa todos os volumes instantaneos associados as imagens do grupo de instantaneos.

» Exclui a capacidade reservada que existe para o grupo de instantaneos.

FAQs

O que é um grupo de volume?

Um grupo de volumes € um contentor para volumes com carateristicas compartilhadas.
Um grupo de volumes tem uma capacidade definida e um nivel RAID. Vocé pode usar
um grupo de volumes para criar um ou mais volumes acessiveis a um host. (Vocé cria
volumes a partir de um grupo de volumes ou de um pool.)

O que é uma piscina?

Um pool é um conjunto de unidades que € agrupado logicamente. Vocé pode usar um
pool para criar um ou mais volumes acessiveis a um host. (Vocé cria volumes a partir de
um pool ou de um grupo de volumes.)

Os pools podem eliminar a necessidade de administradores monitorarem o uso de cada host para determinar
quando é provavel que eles figuem sem espaco de armazenamento e evitem interrupcdes convencionais de
redimensionamento de disco. Quando um pool se aproxima do esgotamento, unidades adicionais podem ser
adicionadas ao pool sem interrupgdes e o crescimento da capacidade é transparente para o host.

Com pools, os dados sao redistribuidos automaticamente para manter o equilibrio. Ao distribuir informacoes
de paridade e capacidade extra em todo o pool, cada unidade no pool pode ser usada para reconstruir uma
unidade com falha. Essa abordagem né&o usa unidades hot spare dedicadas; em vez disso, a capacidade de
preservagao (sobressalente) é reservada em todo o pool. Em caso de falha da unidade, os segmentos em
outras unidades sao lidos para recriar os dados. Uma nova unidade é escolhida para gravar cada segmento
que estava em uma unidade com falha, de modo que a distribuicdo de dados entre as unidades seja mantida.

O que é a capacidade reservada?

A capacidade reservada é a capacidade alocada fisicamente que armazena dados para
objetos de servigo de cdpia, como imagens snapshot, volumes de membros do grupo de
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consisténcia e volumes de pares espelhados.

O volume de capacidade reservada associado a uma operagao de servigo de copia reside em um pool ou em
um grupo de volumes. Vocé cria capacidade reservada de um pool ou grupo de volumes.

O que é seguranca FDE/FIPS?

A seguranga FDE/FIPS refere-se a unidades com capacidade segura que criptografam
dados durante gravacodes e descriptografam dados durante leituras usando uma chave
de criptografia exclusiva. Essas unidades com capacidade de seguranga evitam o
acesso nao autorizado aos dados em uma unidade que ¢ fisicamente removida do
storage array.

As unidades com capacidade segura podem ser unidades com criptografia total de disco (FDE) ou unidades
FIPS (Federal Information Processing Standard). As unidades FIPS foram submetidas a testes de certificagao.

Para volumes que exigem suporte FIPS, use apenas unidades FIPS. A combinagao de

@ unidades FIPS e FDE em um grupo de volumes ou pool resultara no tratamento de todas as
unidades como unidades FDE. Além disso, uma unidade FDE ndo pode ser adicionada ou
usada como sobressalente em um grupo de volumes ou pool totalmente FIPS.

O que é verificagao de redundéancia?

Uma verificagdo de redundéncia determina se os dados em um volume em um pool ou
grupo de volumes sao consistentes. Os dados de redundancia sdo usados para
reconstruir rapidamente informagdées em uma unidade de substituicdo se uma das
unidades no pool ou grupo de volumes falhar.

Vocé pode executar essa verificagdo somente em um pool ou grupo de volume de cada vez. Uma verificagao
de redundancia de volume executa as seguintes agoes:

* Verifica os blocos de dados em um volume RAID 3, um volume RAID 5 ou um volume RAID 6 €, em
seguida, verifica as informagdes de redundancia para cada bloco. (O RAID 3 s6 pode ser atribuido a
grupos de volume usando a interface de linha de comando.)

» Compara os blocos de dados em unidades espelhadas RAID 1.

* Retorna erros de redundancia se os dados forem considerados inconsistentes pelo firmware do
controlador.

Executar imediatamente uma verificagao de redundancia no mesmo pool ou grupo de volumes
pode causar um erro. Para evitar esse problema, aguarde um a dois minutos antes de executar
outra verificagdo de redundancia no mesmo pool ou grupo de volume.

Quais sao as diferencas entre pools e grupos de volumes?
Um pool é semelhante a um grupo de volume, com as seguintes diferengas.

* Os dados em um pool sdo armazenados aleatoriamente em todas as unidades do pool, ao contrario dos
dados em um grupo de volumes, que € armazenado no mesmo conjunto de unidades.

* Um pool apresenta menos degradacao da performance quando uma unidade falha e leva menos tempo
para reconstruir.
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* Uma piscina tem capacidade de preservacao incorporada; portanto, ndo requer unidades hot spare
dedicadas.

* Um pool permite que um grande numero de unidades seja agrupado.

* Um pool nao precisa de um nivel RAID especificado.

Por que eu gostaria de configurar manualmente um pool?
Os exemplos a seguir descrevem por que vocé deseja configurar manualmente um pool.

» Se vocé tiver varios aplicativos em seu storage array e nao quiser que eles concorram para 0s mesmos
recursos de unidade, considere criar manualmente um pool menor para um ou mais aplicativos.

Vocé pode atribuir apenas um ou dois volumes em vez de atribuir a carga de trabalho a um pool grande
que tenha muitos volumes para distribuir os dados. A criagdo manual de um pool separado dedicado ao
workload de uma aplicagéo especifica pode permitir que as operagdes de storage array tenham
performance mais rapida, com menos contengao.

Para criar manualmente um pool: Selecione armazenamento e, em seguida, selecione pools e grupos
de volume. Na guia All Capacity (todas as capacidades), clique em Create » Pool (criar [Pool]).

» Se houver varios pools do mesmo tipo de unidade, uma mensagem sera exibida indicando que o System
Manager nao pode recomendar as unidades para um pool automaticamente. No entanto, vocé pode
adicionar manualmente as unidades a um pool existente.

Para adicionar manualmente unidades a um pool existente: Na pagina pools & grupos de volume,
selecione o pool e clique em Adicionar capacidade.

Por que os alertas de capacidade sao importantes?

Alertas de capacidade indicam quando adicionar unidades a um pool. Um pool precisa
de capacidade livre suficiente para executar com sucesso as operacdes do storage array.
Vocé pode evitar interrupgcdes nessas operagdes configurando o System Manager para
enviar alertas quando a capacidade livre de um pool atingir ou exceder uma
porcentagem especificada.

Vocé define essa porcentagem quando cria um pool usando a op¢ao Configuragdo automatica do pool ou a
opgao criar pool. Se vocé escolher a opgao automatica, as configuragdes padrao determinaréo
automaticamente quando vocé receber notificagdes de alerta. Se vocé optar por criar manualmente o pool,
podera determinar as configura¢des de notificacdo de alerta; ou, se preferir, podera aceitar as configuragcdes

padréo. Vocé pode ajustar essas configuragées mais tarde no Configuragoes > Alertas.

@ Quando a capacidade livre no pool atinge a porcentagem especificada, uma notificagao de
alerta é enviada usando o método especificado na configuragao de alerta.

Por que nao posso aumentar minha capacidade de preservagao?

Se vocé criou volumes em toda a capacidade utilizavel disponivel, talvez n&o consiga
aumentar a capacidade de preservacgao.

Capacidade de preservagao € a quantidade de capacidade (nUmero de unidades) reservada em um pool para
dar suporte a possiveis falhas de unidade. Quando um pool é criado, o sistema reserva automaticamente uma
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quantidade padréao de capacidade de preservagao, dependendo do numero de unidades no pool. Se vocé tiver
criado volumes em toda a capacidade utilizavel disponivel, ndo podera aumentar a capacidade de
preservacao sem adicionar capacidade ao pool adicionando unidades ou excluindo volumes.

Vocé pode alterar a capacidade de preservacao de pools & grupos de volume. Selecione o pool que vocé
deseja editar. Clique em Exibir/Editar configuragées e selecione a guia Configuragoes.

@ A capacidade de preservacao é especificada como um numero de unidades, mesmo que a
capacidade de preservacao real seja distribuida entre as unidades no pool.

Existe um limite no nimero de unidades que posso remover de um pool?
O System Manager define limites para quantas unidades vocé pode remover de um pool.

* Nao é possivel reduzir o numero de unidades em um pool para ser inferior a 11 unidades.

* Nao é possivel remover unidades se nao houver capacidade livre suficiente no pool para conter os dados
das unidades removidas quando esses dados sao redistribuidos para as unidades restantes no pool.

* Vocé pode remover um maximo de 60 unidades de cada vez. Se vocé selecionar mais de 60 unidades, a
opgao Remover unidades sera desativada. Se precisar remover mais de 60 unidades, repita a operacao
Remover unidades.

Quais tipos de Midia sao suportados para uma unidade?

S&o suportados os seguintes tipos de material: Unidade de disco rigido (HDD) e disco de
estado solido (SSD).

Por que algumas unidades nao estdo aparecendo?

Na caixa de dialogo Adicionar capacidade, nem todas as unidades estao disponiveis
para adicionar capacidade a um pool ou grupo de volumes existente.

As unidades ndo sao qualificadas por nenhum dos seguintes motivos:

* Uma unidade deve ser desatribuida e ndo ativada para seguranga. As unidades que ja fazem parte de
outro pool, de outro grupo de volume ou configuradas como hot spare nao sao elegiveis. Se uma unidade
nao for atribuida, mas estiver ativada para seguranga, vocé devera apagar manualmente essa unidade
para que ela se torne elegivel.

* Uma unidade que esteja em um estado ndo 6timo ndo é elegivel.
» Se a capacidade de uma unidade for muito pequena, ela ndo sera elegivel.

* O tipo de Midia da unidade deve corresponder em um pool ou grupo de volume. Nao é possivel misturar o
seguinte:

> Unidades de disco rigido (HDDs) com discos de estado solido (SSDs)
> NVMe com unidades SAS
> Unidades com tamanhos de bloco de volume de 512 bytes e 4KiB

* Se um pool ou grupo de volumes contiver todas as unidades com capacidade de seguranga, as unidades
com capacidade de seguranga ndo serdo listadas.

« Se um pool ou grupo de volumes contiver todas as unidades FIPS (Federal Information Processing
Standards), as unidades nao FIPS nao seréo listadas.
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* Se um pool ou grupo de volumes contiver todas as unidades compativeis com Data Assurance (DA) e
houver pelo menos um volume habilitado PARA DA no pool ou grupo de volumes, uma unidade que ndo
seja capaz de DA néo é elegivel, portanto, ela ndo pode ser adicionada a esse pool ou grupo de volumes.
No entanto, se ndo houver um volume habilitado PARA DA no pool ou grupo de volumes, uma unidade
que nao seja capaz de DA pode ser adicionada a esse pool ou grupo de volumes. Se vocé decidir misturar
essas unidades, lembre-se de que néo é possivel criar nenhum volume habilitado PARA DA.

@ A capacidade pode ser aumentada em seu storage array adicionando novas unidades ou
excluindo pools ou grupos de volumes.

Como fago para manter a protegdo contra perda de prateleira/gaveta?

Para manter a protecao contra perda de gaveta/gaveta para um pool ou grupo de
volumes, use os critérios especificados na tabela a seguir.

Nivel Critérios para protegao contra Numero minimo de

perda de prateleira/gaveta prateleiras/gavetas necessario
Piscina Para gavetas, o pool ndo deve 6 para prateleiras

conter mais de duas unidades em

uma unica gaveta. 5 para gavetas

Para gavetas, o pool deve incluir
um numero igual de unidades de
cada gaveta.

RAID 6 O grupo de volumes n&o contém 3
mais do que duas unidades em um
unico compartimento ou gaveta.

RAID 3 ou RAID 5 Cada unidade no grupo de volume 3
esta localizada em uma gaveta ou
gaveta separada.

RAID 1 Cada unidade em um par 2
espelhado deve estar localizada
em uma gaveta ou gaveta
separada.

RAID 0 Nao é possivel obter protecao Nao aplicavel
contra perda de prateleira/gaveta.

A protecao contra perda de gaveta/gaveta ndo sera mantida se uma unidade ja tiver falhado no

@ pool ou no grupo de volumes. Nessa situagdo, perder o acesso a um compartimento de
unidades ou gaveta e, consequentemente, outra unidade no pool ou grupo de volume, causa
perda de dados.

Qual é o posicionamento ideal da unidade para pools e grupos de volume?

Ao criar pools e grupos de volume, certifique-se de equilibrar a selegcao de unidade entre
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os slots de unidade superior € inferior.

Para os controladores EF600 e EF300, os slots de unidade 0-11 sdo conetados a uma ponte PCI, enquanto os
slots 12-23 sao conetados a uma ponte PCI diferente. Para um desempenho ideal, vocé deve equilibrar a
selegao de unidade para incluir um numero aproximadamente igual de unidades dos slots superior e inferior.
Esse posicionamento garante que seus volumes nao atinjam um limite de largura de banda mais cedo do que
0 necessario.

Que nivel RAID é melhor para a minha aplicagdo?

Para maximizar o desempenho de um grupo de volumes, vocé deve selecionar o nivel
RAID apropriado. Vocé pode determinar o nivel RAID apropriado conhecendo as
porcentagens de leitura e gravagao dos aplicativos que estdo acessando o grupo de
volumes. Use a pagina desempenho para obter essas porcentagens.

Niveis de RAID e desempenho do aplicativo

O RAID depende de uma série de configuragdes, chamadas levels, para determinar como os dados de
usuario e redundancia sao gravados e recuperados das unidades. Cada nivel de RAID fornece recursos de
desempenho diferentes. Os aplicativos com uma alta porcentagem de leitura terdo bom desempenho usando
volumes RAID 5 ou volumes RAID 6 devido ao excelente desempenho de leitura das configuragdes RAID 5 e
RAID 6.

Os aplicativos com uma baixa porcentagem de leitura (com uso intenso de gravagao) nao funcionam tdo bem
nos volumes RAID 5 ou RAID 6. O desempenho degradado € o resultado da maneira como um controlador
grava dados e dados de redundancia nas unidades em um grupo de volumes RAID 5 ou em um grupo de
volumes RAID 6.

Selecione um nivel RAID com base nas seguintes informacgdes.
RAID 0

* Descrigado

o Modo de distribuicdo nao redundante.
+ Como funciona

> O RAID 0 distribui os dados em todas as unidades do grupo de volumes.
» * Recursos de protegdo de dados*

> O RAID 0 nao é recomendado para necessidades de alta disponibilidade. O RAID 0 é melhor para
dados n&o criticos.

> Se uma unica unidade falhar no grupo de volumes, todos os volumes associados falhardo e todos os
dados seréao perdidos.

* Requisitos de niumero de unidade
> E necessario um minimo de uma unidade para RAID nivel 0.
> Os grupos de volume RAID 0 podem ter mais de 30 unidades.

> Vocé pode criar um grupo de volumes que inclua todas as unidades no storage array.
RAID 1 ou RAID 10

* Descrigao
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> Modo striping/mirror.
» Como funciona

> O RAID 1 usa o espelhamento de disco para gravar dados em dois discos duplicados
simultaneamente.

> O RAID 10 usa o particionamento de unidades para distribuir dados em um conjunto de pares de
unidades espelhadas.

» * Recursos de protegdo de dados*
> RAID 1 e RAID 10 oferecem alto desempenho e a melhor disponibilidade de dados.

o RAID 1 e RAID 10 usam espelhamento de unidade para fazer uma cépia exata de uma unidade para
outra unidade.

> Se uma das unidades em um par de unidades falhar, o storage array pode alternar instantaneamente
para a outra unidade sem perda de dados ou servico.

> Uma unica falha de unidade faz com que os volumes associados fiquem degradados. A unidade de
espelho permite o acesso aos dados.

o Uma falha de par de unidade em um grupo de volumes faz com que todos os volumes associados
falhem e a perda de dados possa ocorrer.

* Requisitos de niumero de unidade

o E necessario um minimo de duas unidades para RAID 1: Uma unidade para os dados do usuario e
uma unidade para os dados espelhados.

> Se vocé selecionar quatro ou mais unidades, o RAID 10 sera configurado automaticamente no grupo
de volumes: Duas unidades para dados de usuario e duas unidades para os dados espelhados.

> Vocé deve ter um numero par de unidades no grupo de volumes. Se vocé ndo tiver um numero par de
unidades e tiver algumas unidades nao atribuidas restantes, va para pools & grupos de volume para
adicionar unidades adicionais ao grupo de volumes e tente novamente a operacgao.

o Os grupos de volumes RAID 1 e RAID 10 podem ter mais de 30 unidades. E possivel criar um grupo
de volumes que inclua todas as unidades do storage array.

RAID 5

* Descrigao
> Modo de e/S elevado.

« Como funciona
> Os dados do usuario e as informagdes redundantes (paridade) séo distribuidos pelas unidades.
o A capacidade equivalente de uma unidade é usada para informagdes redundantes.

» * Recursos de protegdo de dados*

> Se uma unica unidade falhar em um grupo de volumes RAID 5, todos os volumes associados ficarao
degradados. As informagdes redundantes permitem que os dados ainda sejam acessados.

> Se duas ou mais unidades falharem em um grupo de volumes RAID 5, todos os volumes associados
falharao e todos os dados serao perdidos.

* Requisitos de nimero de unidade
> Vocé precisa ter no minimo trés unidades no grupo de volumes.

> Normalmente, vocé esta limitado a um maximo de 30 unidades no grupo de volumes.

85



RAID 6

* Descrigao
o Modo de e/S elevado.
» Como funciona

> Os dados do usuario e as informagdes redundantes (paridade dupla) sdo distribuidos entre as
unidades.

o A capacidade equivalente de duas unidades é usada para informacgdes redundantes.
» * Recursos de protecao de dados*

> Se uma ou duas unidades falharem em um grupo de volumes RAID 6, todos os volumes associados
ficam degradados, mas as informacdes redundantes permitem que os dados ainda sejam acessados.

> Se trés ou mais unidades falharem em um grupo de volumes RAID 6, todos os volumes associados
falharao e todos os dados serao perdidos.

* Requisitos de numero de unidade
> Vocé precisa ter no minimo cinco unidades no grupo de volumes.

o Normalmente, vocé esta limitado a um maximo de 30 unidades no grupo de volumes.

@ Nao é possivel alterar o nivel RAID de um pool. A interface do usuario configura
automaticamente pools como RAID 6.

Niveis de RAID e prote¢ao de dados

RAID 1, RAID 5 e RAID 6 escrevem dados de redundancia no suporte de dados da unidade para tolerancia a
falhas. Os dados de redundéancia podem ser uma cépia dos dados (espelhados) ou um codigo de corre¢ao de
erros derivado dos dados. Vocé pode usar os dados de redundéancia para reconstruir rapidamente as
informacdes em uma unidade de substituicdo se uma unidade falhar.

Vocé configura um unico nivel RAID em um unico grupo de volumes. Todos os dados de redundancia para
esse grupo de volumes sao armazenados dentro do grupo de volumes. A capacidade do grupo de volumes é
a capacidade agregada das unidades membros menos a capacidade reservada para dados de redundancia. A
quantidade de capacidade necessaria para redundancia depende do nivel RAID usado.

O que é o Data Assurance?

A Data Assurance (DA) implementa a norma T10 Protection Information (PI), que
aumenta a integridade dos dados verificando e corrigindo erros que possam ocorrer a
medida que os dados séo transferidos ao longo do caminho de e/S.

O uso tipico do recurso Data Assurance verificara a parte do caminho de e/S entre os controladores e as
unidades. As capacidades DA sao apresentadas no nivel de grupo de volume e pool.

Quando esse recurso esta ativado, o storage de armazenamento anexa codigos de verificacdo de erros
(também conhecidos como verificagdes de redundancia ciclica ou CRCs) a cada bloco de dados no volume.
Depois que um bloco de dados é movido, o storage array usa esses cédigos CRC para determinar se
ocorreram erros durante a transmissdo. Os dados potencialmente corrompidos ndo sao gravados no disco
nem devolvidos ao host. Se vocé quiser usar o recurso DA, selecione um pool ou grupo de volume que seja
capaz DE DA quando vocé criar um novo volume (procure "Sim" ao lado de "DA" na tabela de candidatos ao
grupo de grupo de volume e grupo de volume).
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Certifique-se de atribuir esses volumes habilitados PARA DA a um host usando uma interface de e/S capaz de
DA. As interfaces de e/S capazes de DA incluem Fibre Channel, SAS, iSCSI em TCP/IP, NVMe/FC, NVMe/IB,
NVMe/RoCE e iSER em InfiniBand (extensdes iSCSI para RDMA/IB). DA nao é compativel com SRP em
InfiniBand.

O que é seguro (Drive Security)?

O Drive Security € um recurso que impede o acesso nao autorizado aos dados em
unidades habilitadas para seguranga quando removido do storage array. Essas unidades
podem ser unidades com criptografia total de disco (FDE) ou unidades FIPS (Federal
Information Processing Standard).

O que eu preciso saber sobre o aumento da capacidade reservada?

Normalmente, vocé deve aumentar a capacidade quando receber um aviso de que a
capacidade reservada corre o risco de ficar cheia. Vocé pode aumentar a capacidade
reservada apenas em incrementos de 8 GiB.

* Vocé precisa ter capacidade livre suficiente no pool ou no grupo de volumes para que possa ser
expandido, se necessario.

Se nao houver capacidade livre em nenhum pool ou grupo de volumes, vocé podera adicionar capacidade
nao atribuida na forma de unidades nao utilizadas a um pool ou grupo de volumes.

* O volume no pool ou grupo de volumes deve ter um status ideal e ndo deve estar em nenhum estado de
modificacao.

+ A capacidade livre deve existir no pool ou grupo de volumes que vocé deseja usar para aumentar a
capacidade.

* Nao é possivel aumentar a capacidade reservada para um volume instantdneo que seja somente leitura.
Somente os volumes snapshot que sao leitura-gravagéo exigem capacidade reservada.

Para operagdes de snapshot, a capacidade reservada geralmente é de 40% do volume base. Para operagdes
de espelhamento assincrono, a capacidade reservada é de 20% do volume base. Use uma porcentagem
maior se vocé acredita que o volume base sofrera muitas mudancgas ou se a expetativa de vida estimada da
operagao de servigo de copia de um objeto de armazenamento sera muito longa.

Por que ndo posso escolher outra quantia para diminuir?

Vocé pode diminuir a capacidade reservada somente pelo valor usado para aumenta-la.
A capacidade reservada para volumes membros sé pode ser removida na ordem inversa
em que foram adicionados.

Nao é possivel diminuir a capacidade reservada para um objeto de armazenamento se existir uma destas
condigdes:
* Se o objeto de storage for um volume de par espelhado.

* Se o0 objeto de armazenamento contiver apenas um volume para a capacidade reservada. O objeto de
storage deve conter pelo menos dois volumes para a capacidade reservada.

* Se o objeto de armazenamento for um volume instantaneo desativado.

» Se 0 objeto de armazenamento contiver uma ou mais imagens instantaneas associadas.
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Vocé pode remover volumes para capacidade reservada somente na ordem inversa em que foram
adicionados.

Nao é possivel diminuir a capacidade reservada para um volume instantaneo que seja somente leitura porque
nao tem nenhuma capacidade reservada associada. Somente os volumes snapshot que séao leitura-gravagao
exigem capacidade reservada.

Por que eu preciso de capacidade reservada para cada volume de membro?

Cada volume de membro em um grupo de consisténcia de snapshot deve ter sua propria
capacidade reservada para salvar quaisquer modificacdes feitas pelo aplicativo host no
volume base sem afetar a imagem de snapshot do grupo de consisténcia referenciada. A
capacidade reservada fornece ao aplicativo host acesso de gravagao a uma copia dos
dados contidos no volume do membro designado como leitura-gravagao.

Uma imagem instanténea de grupo de consisténcia nao é diretamente lida ou escrita acessivel aos hosts. Em
vez disso, a imagem instantanea é usada para salvar apenas os dados capturados do volume base.

Durante a criagdo de um volume instantaneo de grupo de consisténcia designado como leitura-gravagéo, o
System Manager cria uma capacidade reservada para cada volume de membro no grupo de consisténcia.
Essa capacidade reservada fornece ao aplicativo host acesso de gravagéo a uma copia dos dados contidos
na imagem instantédnea do grupo de consisténcia.

Como posso visualizar e interpretar todas as estatisticas de cache SSD?

Vocé pode ver estatisticas nominais e estatisticas detalhadas para cache SSD. As
estatisticas nominais sdo um subconjunto das estatisticas detalhadas.

As estatisticas detalhadas s6 podem ser visualizadas quando vocé exporta todas as estatisticas SSD para um
.csv arquivo. Ao rever e interpretar as estatisticas, tenha em mente que algumas interpretagbes sao
derivadas olhando para uma combinacgao de estatisticas.

Estatisticas nominais

Para exibir estatisticas de cache SSD, selecione armazenamento > pools & grupos de volume. Selecione o

cache SSD para o qual deseja exibir estatisticas e, em seguida, selecione mais » View Statistics. As
estatisticas nominais sdo apresentadas na caixa de didlogo View SSD Cache Statistics (Ver estatisticas de
cache SSD).

A lista a seguir inclui estatisticas nominais, que sdo um subconjunto das estatisticas detalhadas.

Estatistica nominal Descrigao

Lé/escreve O numero total de leituras de host ou gravagdes de host nos volumes habilitados
para cache SSD. Compare as leituras relativas as gravagoes. As leituras
precisam ser maiores do que as gravagdes para uma operagao de cache SSD
eficaz. Quanto maior a proporgao de leituras para gravagdes, melhor a operagao
do cache.

Cache hits Uma contagem do numero de acessos de cache.
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Estatistica nominal

Acertos de cache (%)

Alocagéao de cache (%)

Utilizagcao de cache (%)

Estatisticas detalhadas

Descrigdo

Derivado de hits de cache / (Ié e escreve). A porcentagem de acerto do cache
deve ser superior a 50 por cento para operagéao efetiva do cache SSD. Um
pequeno numero pode indicar varias coisas:

» A proporgéao de leituras para gravagdes € muito pequena
* As leituras nao sao repetidas

» A capacidade do cache é muito pequena

A quantidade de armazenamento em cache SSD alocada, expressa como uma
porcentagem do armazenamento em cache SSD disponivel para este
controlador. Derivado de bytes alocados / bytes disponiveis. A porcentagem de
alocacao de cache normalmente aparece como 100 por cento. Se esse nimero
for inferior a 100 por cento, significa que o cache nao foi aquecido ou a
capacidade do cache SSD é maior do que todos os dados que estdo sendo
acessados. Neste ultimo caso, uma capacidade de cache SSD menor poderia
fornecer o mesmo nivel de desempenho. Observe que isso n&o indica que os
dados armazenados em cache foram colocados no cache SSD; é simplesmente
uma etapa de preparacao antes que os dados possam ser colocados no cache
SSD.

A quantidade de armazenamento em cache SSD que contém dados de volumes
ativados, expressa como uma porcentagem de armazenamento em cache SSD
alocada. Este valor representa a utilizacao ou densidade do cache SSD derivado
de bytes de dados do usuario / bytes alocados. A porcentagem de utilizagao do
cache normalmente € inferior a 100%, talvez muito menor. Esse nimero mostra a
porcentagem da capacidade do cache SSD que é preenchida com dados de
cache. Esse numero ¢ inferior a 100 por cento porque cada unidade de alocagao
do cache SSD, o bloco cache SSD, é dividido em unidades menores chamadas
sub-blocos, que sao preenchidos de forma um pouco independente. Um nimero
maior geralmente € melhor, mas os ganhos de desempenho podem ser
significativos mesmo com um nimero menor.

As estatisticas detalhadas consistem nas estatisticas nominais, mais estatisticas adicionais. Essas estatisticas
adicionais sao salvas juntamente com as estatisticas nominais, mas, ao contrario das estatisticas nominais,
elas ndo sao exibidas na caixa de dialogo View SSD Cache Statistics (Exibir estatisticas de cache SSD). Vocé
pode exibir as estatisticas detalhadas somente depois de exportar as estatisticas para um . csv arquivo.

Ao visualizar o . csv arquivo, observe que as estatisticas detalhadas séo listadas apds as estatisticas

nominais:

Estatisticas detalhadas

Ler blocos

Escrever blocos

Descrigdo

O numero de blocos no host |é.

O numero de blocos nas gravagdes do host.
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Estatisticas detalhadas

Blocos completos

Acertos parciais

Acessos parciais - blocos

Falha

Misses - quadras

Preencher agées (leituras
do host)

Preencher acgoes (leituras
do host) - blocos

Preencher a¢des
(gravagdes do host)

Preencher agdes
(gravagdes do host) -
blocos

Invalidar acbes
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Descrigdo

O numero de blocos no cache atinge. Os blocos de hit completos indicam o
numero de blocos que foram lidos inteiramente a partir do cache SSD. O cache
SSD so6 é benéfico para o desempenho para as operagdes que sao hits de cache
completo.

O numero de leituras de host onde pelo menos um bloco, mas n&o todos os
blocos, estavam no cache SSD. Um hit parcial € um SSD Cache miss onde as
leituras foram satisfeitas a partir do volume base.

O numero de blocos em Partial Hits. Acessos parciais de cache e blocos parciais
de acertos de cache resultam de uma operagao que tem apenas uma parte de
seus dados no cache SSD. Neste caso, a operacao deve obter os dados do
volume da unidade de disco rigido em cache (HDD). O cache SSD néo oferece
nenhum beneficio de desempenho para esse tipo de acerto. Se a contagem de
blocos de acerto de cache parcial for maior do que os blocos de acerto de cache
completo, um tipo de carateristica de e/S diferente (sistema de arquivos, banco
de dados ou servidor da Web) poderia melhorar o desempenho. Espera-se que
haja um numero maior de acertos parciais e falhas em comparagéo com os
acertos do cache enquanto o cache SSD esta aquecendo.

O numero de leituras de host onde nenhum dos blocos estava no cache SSD.
Uma falta de cache SSD ocorre quando as leituras foram satisfeitas a partir do
volume base. Espera-se que haja um numero maior de acertos parciais e falhas
em comparacgdo com os acertos do cache enquanto o cache SSD esta
aquecendo.

O numero de blocos em misses.

O numero de host |€ onde os dados foram copiados do volume base para o
cache SSD.

O numero de blocos em agdes de preenchimento (Host I€).

O numero de gravagdes do host onde os dados foram copiados do volume base
para o cache SSD. A contagem de ag¢des de preenchimento (gravagdes de host)
pode ser zero para as configuragdes de cache que nao preenchem o cache como
resultado de uma operacgéao de e/S de gravacgéo.

O numero de blocos em agdes de preenchimento (gravagdes do host).

O numero de vezes que os dados foram invalidados ou removidos do cache
SSD. Uma operacao de invalidagao de cache é executada para cada solicitagao
de gravagao do host, cada solicitagao de leitura do host com Acesso forgado a
Unidade (FUA), cada solicitacédo de verificagdo e em algumas outras
circunstancias.



Estatisticas detalhadas Descrigao

Acgdes de reciclagem O numero de vezes que o bloco cache SSD foi reutilizado para outro volume
base e/ou um intervalo de enderegamento de bloco légico (LBA) diferente. Para
uma operagao de cache eficaz, o numero de reciclagens deve ser pequeno em
comparagao com o numero combinado de operagbes de leitura e gravagao. Se o
numero de acgdes de reciclagem estiver préximo ao nimero combinado de
leituras e gravagdes, o cache SSD esta em alta. A capacidade do cache precisa
ser aumentada ou a carga de trabalho nao é favoravel para uso com cache SSD.

Bytes disponiveis O numero de bytes disponiveis no cache SSD para uso por este controlador.

Bytes alocados O numero de bytes alocados do cache SSD por este controlador. Os bytes
alocados a partir do cache SSD podem estar vazios ou podem conter dados de
volumes base.

Bytes de dados do O numero de bytes alocados no cache SSD que contém dados de volumes base.

usuario Os bytes disponiveis, os bytes alocados e os bytes de dados do usuario séo
usados para calcular a porcentagem de alocagao de cache e a porcentagem de
utilizacédo de cache.

O que é a capacidade de otimizagao para pools?

As unidades SSD terdo vida util mais longa e melhor desempenho maximo de gravacéo
guando uma parte de sua capacidade nio for alocada.

Para unidades associadas a um pool, a capacidade nado alocada é composta pela capacidade de preservacao
de um pool, pela capacidade livre (capacidade ndo usada por volumes) e por uma parte da capacidade
utilizavel reservada como capacidade de otimizagéo adicional. A capacidade de otimizag&o adicional garante
um nivel minimo de capacidade de otimizagéo, reduzindo a capacidade utilizavel, e, como tal, ndo esta
disponivel para criagdo de volume.

Quando um pool é criado, uma capacidade de otimizagao recomendada é gerada, que fornece um equilibrio
de desempenho, vida util do desgaste e capacidade disponivel. O controle deslizante capacidade de
otimizacao adicional localizado na caixa de dialogo Configuragbes do pool permite ajustes na capacidade de
otimizagéo do pool. O ajuste da barra deslizante proporciona um melhor desempenho e vida util do desgaste a
custa da capacidade disponivel, ou da capacidade disponivel adicional a custa do desempenho e da vida util
do desgaste da transmisséo.

@ O controle deslizante capacidade de otimizagéo adicional esta disponivel apenas para sistemas
de armazenamento EF600 e EF300.

O que é a capacidade de otimizagao para grupos de volumes?

As unidades SSD terao vida util mais longa e melhor desempenho maximo de gravacao
gquando uma parte de sua capacidade nao for alocada.

Para unidades associadas a um grupo de volumes, a capacidade ndo alocada é composta pela capacidade
livre de um grupo de volumes (capacidade ndo usada por volumes) e uma parte da capacidade utilizavel
reservada como capacidade de otimizagéo. A capacidade de otimizagao adicional garante um nivel minimo de
capacidade de otimizacéao, reduzindo a capacidade utilizavel, e, como tal, ndo esta disponivel para criacéo de
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volume.

Quando um grupo de volumes é criado, uma capacidade de otimizagdo recomendada € gerada, que fornece
um equilibrio de desempenho, vida util de desgaste e capacidade disponivel. O controle deslizante
capacidade de otimizagédo adicional na caixa de dialogo Configuragdes do grupo de volume permite ajustes na
capacidade de otimizagao de um grupo de volume. O ajuste da barra deslizante proporciona um melhor
desempenho e vida util do desgaste a custa da capacidade disponivel, ou da capacidade disponivel adicional
a custa do desempenho e da vida util do desgaste da transmisséo.

@ O controle deslizante capacidade de otimizagao adicional esta disponivel apenas para sistemas
de armazenamento EF600 e EF300.

O que é capaz de provisionamento de recursos?

O provisionamento de recursos € um recurso disponivel nas matrizes de armazenamento
EF300 e EF600, que permite que os volumes sejam colocados em uso imediatamente
sem processo de inicializagdo em segundo plano.

Um volume provisionado por recursos € um volume espesso em um grupo ou pool de volumes SSD, em que a
capacidade da unidade € alocada (atribuida ao volume) quando o volume é criado, mas os blocos de
unidades séo deslocalizados (n&o mapeados). Em comparagédo, em um volume grosso tradicional, todos os
blocos de unidades sdo mapeados ou alocados durante uma operacgao de inicializagdo de volume em
segundo plano, a fim de inicializar os campos de informagoes de prote¢do do Data Assurance e tornar os
dados e a paridade RAID consistentes em cada faixa RAID. Com um volume provisionado de recurso, nao ha
inicializagdo em segundo plano com tempo. Em vez disso, cada stripe RAID ¢ inicializado na primeira
gravagao em um bloco de volume no stripe.

Os volumes provisionados por recursos sao compativeis apenas com grupos de volumes e pools de SSD, em
que todas as unidades do grupo ou pool sdo compativeis com a funcionalidade de recuperacéao de erro de
ativagao de bloco logico (DULBE) desalocada ou ndo escrita do NVMe. Quando um volume provisionado por
recurso é criado, todos os blocos de unidade atribuidos ao volume sédo desalocados (ndo mapeados). Além
disso, os hosts podem desalocar blocos légicos no volume usando o comando NVMe Dataset Management ou
o comando SCSI Unmap. A desalocacao de blocos pode melhorar a vida util do SSD e aumentar o
desempenho maximo de gravag¢ao. A melhoria varia de acordo com cada modelo de unidade e capacidade.

O que eu preciso saber sobre o recurso volumes provisionados por recursos?

O provisionamento de recursos é um recurso disponivel nas matrizes de armazenamento
EF300 e EF600, que permite que os volumes sejam colocados em uso imediatamente
sem processo de inicializagdo em segundo plano.

Um volume provisionado por recursos € um volume espesso em um grupo ou pool de volumes SSD, em que a
capacidade da unidade é alocada (atribuida ao volume) quando o volume é criado, mas os blocos de
unidades sao deslocalizados (n&do mapeados). Em comparagado, em um volume grosso tradicional, todos os
blocos de unidades sdo mapeados ou alocados durante uma operagao de inicializagdo de volume em
segundo plano, a fim de inicializar os campos de informagdes de protecdo do Data Assurance e tornar os
dados e a paridade RAID consistentes em cada faixa RAID. Com um volume provisionado de recurso, ndo ha
inicializagdo em segundo plano com tempo. Em vez disso, cada stripe RAID ¢ inicializado na primeira
gravagao em um bloco de volume no stripe.

Os volumes provisionados por recursos sdo compativeis apenas com grupos de volumes e pools de SSD, em

que todas as unidades do grupo ou pool sdo compativeis com a funcionalidade de recuperagéo de erro de
ativacao de bloco logico (DULBE) desalocada ou ndo escrita do NVMe. Quando um volume provisionado por
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recurso é criado, todos os blocos de unidade atribuidos ao volume sédo desalocados (nao mapeados). Além
disso, os hosts podem desalocar blocos légicos no volume usando o comando NVMe Dataset Management ou
o comando SCSI Unmap. A desalocagao de blocos pode melhorar a vida util do SSD e aumentar o
desempenho maximo de gravagao. A melhoria varia de acordo com cada modelo de unidade e capacidade.

O provisionamento de recursos é habilitado por padrdo em sistemas onde as unidades suportam DULBE.
Vocé pode desativar essa configuracao padrédo em pools & grupos de volume.

Volumes e workloads

Visao geral de volumes e workloads

Vocé pode criar um volume como um contentor no qual aplicativos, bancos de dados e
sistemas de arquivos armazenam dados. Ao criar um volume, vocé também seleciona
uma carga de trabalho para personalizar a configuragéo do storage array para um
aplicativo especifico.

O que sao volumes e workloads?

Um volume é o componente l6gico criado com capacidade especifica para o host acessar. Embora um volume
possa consistir em mais de uma unidade, um volume aparece como um componente l6gico para o host.
Depois que um volume é definido, vocé pode adiciona-lo a uma carga de trabalho. Um Workload € um objeto
de armazenamento que suporta um aplicativo, como SQL Server ou Exchange, que vocé pode usar para
otimizar o armazenamento para esse aplicativo.

Saiba mais:

+ "Como os volumes funcionam"

+ "Como as cargas de trabalho funcionam"

+ "Terminologia de volume"

* "Como a capacidade ¢é alocada para volumes"

» "Acbes que podem ser executadas em volumes"
Como vocé cria volumes e cargas de trabalho?
Primeiro, vocé cria uma carga de trabalho. Aceda ao armazenamento > volumes e abra um assistente que o
orienta através das etapas. Em seguida, crie um volume a partir da capacidade disponivel em um pool ou
grupo de volumes e atribua a carga de trabalho criada.

Saiba mais:

* "Fluxo de trabalho para criar volumes"
* "Crie workloads"
* "Criar volumes"

< "Adicionar volumes ao workload"

Informacgoes relacionadas

Saiba mais sobre conceitos relacionados a volumes:
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* "Integridade de dados e seguranca de dados para volumes"
» "Cache e volumes SSD"

* "Monitoramento de volume fino"

Conceitos

Como os volumes funcionam

Os volumes séo recipientes de dados que gerenciam e organizam o espago de
armazenamento em seu storage array.

Vocé cria volumes a partir da capacidade de armazenamento disponivel em sua matriz de armazenamento e
facilita a organizacéo e o uso dos recursos do sistema. Este conceito é semelhante ao uso de
pastas/diretérios em um computador para organizar arquivos para acesso facil e rapido.

Os volumes sao a Unica camada de dados visivel para os hosts. Em um ambiente SAN, os volumes séo
mapeados para numeros de unidade l6gica (LUNs), que sao visiveis para os hosts. Os LUNs armazenam os
dados de usuario acessiveis por meio de um ou mais protocolos de acesso ao host compativeis com o
storage array, incluindo FC, iSCSI e SAS.

Tipos de volume que vocé pode criar a partir de pools e grupos de volumes

Os volumes tiram sua capacidade de pools ou grupos de volumes. Vocé pode criar os seguintes tipos de
volumes a partir dos pools ou grupos de volumes que existem no storage array.

* De pools — vocé pode criar volumes de um pool como volumes totalmente provisionados (espessos) ou
volumes finamente provisionados (finos).

@ A interface do System Manager nao oferece uma opgéao para criar thin volumes. Se vocé
quiser criar volumes finos, use a interface de linha de comando (CLI).

* De grupos de volumes — vocé pode criar volumes de um grupo de volumes apenas como volumes
totalmente provisionados (espessos).

Volumes espessos e volumes finos extraem a capacidade do storage array de maneiras diferentes:

» A capacidade de um volume espesso é alocada quando o volume é criado.
» A capacidade de um volume fino é alocada como dados quando gravados no volume.
O thin Provisioning ajuda a evitar o desperdicio de capacidade alocada e pode economizar as empresas em

custos iniciais de storage. No entanto, o provisionamento total beneficia de menos laténcia porque todo o
storage € alocado de uma s6 vez quando volumes espessos sao criados.

@ Os sistemas de storage EF600 e EF300 n&o oferecem suporte ao thin Provisioning.

Carateristicas dos volumes

Cada volume em um pool ou grupo de volumes pode ter suas préprias carateristicas individuais com base em
que tipo de dados serdo armazenados nele. Algumas dessas carateristicas incluem:

+ Tamanho do segmento — Um segmento é a quantidade de dados em kilobytes (KiB) que é armazenada
em uma unidade antes que a matriz de armazenamento se mova para a proxima unidade na faixa (grupo
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RAID). O tamanho do segmento € igual ou inferior a capacidade do grupo de volume. O tamanho do
segmento é fixo e ndo pode ser alterado para pools.

« * Capacidade* — vocé cria um volume a partir da capacidade gratuita disponivel em um pool ou grupo de
volume. Antes de criar um volume, o pool ou grupo de volumes ja deve existir e deve ter capacidade livre
suficiente para criar o volume.

* Propriedade do controlador — todos os storages de armazenamento podem ter um ou dois
controladores. Em um array de controlador unico, o workload de um volume € gerenciado por um unico
controlador. Em um array de controladora dupla, um volume tera um controlador preferido (A ou B) que
"possua” o volume. Em uma configuragao de controladora dupla, a propriedade de volume ¢é ajustada
automaticamente usando o recurso balanceamento de carga automatico para corrigir quaisquer problemas
de balanceamento de carga quando as cargas de trabalho mudam entre os controladores. O
balanceamento automatico de carga fornece balanceamento automatizado de carga de trabalho de e/S e
garante que o trafego de e/S recebido dos hosts seja gerenciado e balanceado dinamicamente entre os
dois controladores.

+ * Atribuicdo de volume* — vocé pode dar aos hosts acesso a um volume quando vocé cria o volume ou
em um momento posterior. Todo 0 acesso ao host é gerenciado por meio de um nimero de unidade logica
(LUN). Os hosts detetam LUNs que, por sua vez, estédo atribuidos a volumes. Se vocé estiver atribuindo
um volume a varios hosts, use o software de cluster para garantir que o volume esteja disponivel para
todos os hosts.

O tipo de host pode ter limites especificos sobre quantos volumes o host pode acessar. Mantenha essa
limitagdo em mente quando vocé cria volumes para uso por um host especifico.

* * Nome descritivo* — vocé pode nomear um volume qualquer que seja o nome que vocé gosta, mas
recomendamos fazer o nome descritivo.

Durante a criagdo do volume, cada volume é alocada a capacidade e recebe um nome, tamanho do segmento
(somente grupos de volume), propriedade do controlador e atribuicdo de volume para host. Os dados de
volume sdo balanceados automaticamente entre os controladores, conforme necessario.

Como as cargas de trabalho funcionam

Ao criar um volume, vocé seleciona uma carga de trabalho para personalizar a
configuragao do storage array para um aplicativo especifico.

Um workload € um objeto de storage compativel com uma aplicagao. Vocé pode definir uma ou mais cargas
de trabalho ou instancias por aplicagao. Para alguns aplicativos, o sistema configura a carga de trabalho para
conter volumes com carateristicas de volume subjacentes semelhantes. Essas caracteristicas de volume s&o
otimizadas com base no tipo de aplicagdo compativel com o workload. Por exemplo, se vocé criar uma carga
de trabalho que suporte um aplicativo Microsoft SQL Server e, posteriormente, criar volumes para essa carga
de trabalho, as carateristicas de volume subjacentes serao otimizadas para oferecer suporte ao Microsoft SQL
Server.

Durante a criagao de volume, o sistema solicita que vocé responda a perguntas sobre o uso de uma carga de
trabalho. Por exemplo, se vocé estiver criando volumes para o Microsoft Exchange, sera perguntado quantas
caixas de correio vocé precisa, quais sao seus requisitos médios de capacidade de caixa de correio e quantas
copias do banco de dados deseja. O sistema usa essas informagdes para criar uma configuragéo de volume
ideal para vocé, que pode ser editada conforme necessario. Opcionalmente, vocé pode pular esta etapa na
sequéncia de criacdo de volume.

Tipos de workloads

Vocé pode criar dois tipos de workloads: Especificos da aplicagao e outros.
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» Especifico da aplicagdao. Quando vocé esta criando volumes usando uma carga de trabalho especifica

da aplicagao, o sistema pode recomendar uma configuracdo de volume otimizada para minimizar a
contengédo entre a e/S da carga de trabalho do aplicativo e outro trafego da instancia do aplicativo. As
caracteristicas de volume, como tipo de e/S, tamanho do segmento, propriedade da controladora e cache
de leitura e gravagéao, sdo automaticamente recomendadas e otimizadas para cargas de trabalho criadas
para os seguintes tipos de aplicativos.

> Microsoft SQL Server

o Microsoft Exchange Server

> Aplicagbes de vigilancia por video

o VMware ESXi (para volumes a serem usados com o Virtual Machine File System)

Vocé pode revisar a configuragdo de volume recomendada e editar, adicionar ou excluir os volumes e
carateristicas recomendados pelo sistema usando a caixa de dialogo Adicionar/Editar volumes.

Outros (ou aplicativos sem suporte especifico para criagdo de volume). Outros workloads usam uma
configuragéo de volume que vocé precisa especificar manualmente quando deseja criar um workload que
nao esteja associado a uma aplicagéo especifica ou se o sistema néao tiver otimizagao incorporada para a
aplicagcédo que vocé pretende usar no storage array. Vocé deve especificar manualmente a configuragao do
volume usando a caixa de didlogo Adicionar/Editar volumes.

Visualizagdes de aplicagao e workload

Para visualizar aplicagbes e workloads, inicie o Gerenciador de sistemas do SANTtricity. Nessa interface, vocé
pode exibir informagdes associadas a uma carga de trabalho especifica do aplicativo de algumas maneiras
diferentes:

* Vocé pode selecionar a guia aplicativos e cargas de trabalho no bloco volumes para exibir os volumes

do storage array agrupados por carga de trabalho e o tipo de aplicativo ao qual a carga de trabalho esta
associada.

* Vocé pode selecionar a guia aplicativos e cargas de trabalho no bloco desempenho para exibir métricas

de desempenho (laténcia, IOPS e MBs) para objetos l6gicos. Os objetos sdo agrupados por aplicativo e
carga de trabalho associada. Ao coletar esses dados de desempenho em intervalos regulares, vocé pode
estabelecer medi¢des de linha de base e analisar tendéncias, o que pode ajudar a investigar problemas
relacionados ao desempenho de e/S.

Terminologia de volume

Saiba como os termos de volume se aplicam ao storage array.

Todos os tipos de volume
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Prazo

Capacidade alocada

Aplicagao

Capacidade

Propriedade do
controlador

Pré-busca de leitura de
cache dindmico

Descrigdo

Vocé usa a capacidade alocada para criar volumes e operacgdes de servigos de
copia.

A capacidade alocada e a capacidade reportada sdo as mesmas para volumes
espessos, mas sao diferentes para volumes finos. Para um volume grosso, o
espaco fisicamente alocado é igual ao espaco relatado ao host. Para um volume
fino, a capacidade relatada é a capacidade relatada aos hosts, enquanto a
capacidade alocada é a quantidade de espaco de unidade atualmente alocada
para a gravagao de dados.

Um aplicativo é um software como o SQL Server ou o Exchange. Vocé define um
ou mais workloads para dar suporte a cada aplicagdo. Para alguns aplicativos, o
sistema recomenda automaticamente uma configuragdo de volume que otimiza o
armazenamento. Carateristicas como tipo de e/S, tamanho do segmento,
propriedade do controlador e cache de leitura e gravagéao estao incluidas na
configuragéao do volume.

Capacidade é a quantidade de dados que vocé pode armazenar em um volume.

A propriedade do controlador define o controlador que é designado para ser o
controlador proprietario ou principal do volume. Um volume pode ter um
controlador preferido (A ou B) que "possua" o volume. A propriedade do volume é
ajustada automaticamente usando o recurso balanceamento de carga automatico
para corrigir quaisquer problemas de balanceamento de carga quando as cargas
de trabalho mudam entre os controladores. O balanceamento de carga
automatico fornece balanceamento automatizado de carga de trabalho de e/S e
garante que o trafego de e/S recebido dos hosts seja gerenciado e balanceado
dinamicamente entre ambos os controladores.

A pré-busca de leitura de cache dindmico permite que o controlador copie blocos
de dados sequenciais adicionais para o cache enquanto ele esta lendo blocos de
dados de uma unidade para o cache. Esse armazenamento em cache aumenta a
chance de que futuras solicitacées de dados possam ser preenchidas a partir do
cache. A pré-busca de leitura de cache dinamico é importante para aplicativos
Multimidia que usam e/S sequenciais A taxa e a quantidade de dados pré-obtidos
no cache sao auto-ajustaveis com base na taxa e no tamanho da solicitagdo das
leituras do host. O acesso aleatério nao faz com que os dados sejam pré-obtidos
no cache. Este recurso ndo se aplica quando o armazenamento em cache de
leitura esta desativado.

Para um volume fino, a pré-busca de leitura de cache dinamico é sempre
desativada e nao pode ser alterada.
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Prazo

Area de capacidade livre

Host

Cluster de host

Unidade hot spare

LUN

Digitalizac&o de
multimédia

Namespace

Piscina

Capacidade de pool ou
grupo de volumes
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Descrigdo

Uma area de capacidade livre é a capacidade livre que pode resultar da excluséo
de um volume ou da néo utilizagdo de toda a capacidade livre disponivel durante
a criagao do volume. Quando vocé cria um volume em um grupo de volumes que
tenha uma ou mais areas de capacidade livre, a capacidade do volume é limitada
a maior area de capacidade livre nesse grupo de volumes. Por exemplo, se um
grupo de volume tiver um total de 15 GiB de capacidade livre, e a maior area de
capacidade livre for de 10 GiB, o maior volume que vocé pode criar € de 10 GiB.

Ao consolidar a capacidade gratuita, vocé pode criar volumes adicionais a partir
da quantidade maxima de capacidade livre em um grupo de volumes.

Um host é um servidor que envia e/S para um volume em um storage array.

Um cluster de host € um grupo de hosts. Vocé cria um cluster de host para
facilitar a atribuicdo dos mesmos volumes a varios hosts.

As unidades hot spare sdo suportadas apenas com grupos de volume. Uma
unidade hot spare ndo contém dados e funciona como standby no caso de uma
unidade falhar nos volumes RAID 1, RAID 3, RAID 5 ou RAID 6 contidos em um
grupo de volumes. A unidade hot spare adiciona outro nivel de redundancia a
sua matriz de armazenamento.

Um numero de unidade logica (LUN) € o niumero atribuido ao espaco de
enderego que um host usa para acessar um volume. O volume € apresentado ao
host como capacidade na forma de um LUN.

Cada host tem seu préprio espaco de endereco LUN. Portanto, o mesmo LUN
pode ser usado por diferentes hosts para acessar diferentes volumes.

Uma verificagdo de Midia fornece uma maneira de detetar erros de Midia da
unidade antes que eles sejam encontrados durante uma leitura normal ou
gravagao nas unidades. Uma digitalizagdo de Midia é executada como uma
operagao em segundo plano e verifica todos os dados e informacgdes de
redundancia em volumes de usuario definidos.

Um namespace é o armazenamento NVM formatado para acesso a bloco. E
analogo a uma unidade légica em SCSI, que se relaciona a um volume no
storage array.

Um pool é um conjunto de unidades que € agrupado logicamente. Vocé pode
usar um pool para criar um ou mais volumes acessiveis a um host. (Vocé cria
volumes a partir de um pool ou de um grupo de volumes.)

A capacidade de pool, volume ou grupo de volumes é a capacidade de um
storage array que foi atribuida a um pool ou grupo de volumes. Essa capacidade
€ usada para criar volumes e atender as varias necessidades de capacidade de
operacdes de servigos de copia e objetos de storage.



Prazo

Leia o cache

Capacidade comunicada

Tamanho do segmento

Riscar

\Volume

Atribuicdo de volume

Nome do volume

Grupo de volume

Descrigdo

O cache de leitura & um buffer que armazena dados que foram lidos das
unidades. Os dados para uma operacao de leitura podem ja estar no cache de
uma operagao anterior, o que elimina a necessidade de acessar as unidades. Os
dados permanecem no cache de leitura até que sejam lavados.

Capacidade reportada é a capacidade que é relatada ao host e pode ser
acessada pelo host.

A capacidade reportada e a capacidade alocada sdo as mesmas para volumes
espessos, mas sao diferentes para volumes finos. Para um volume grosso, o
espaco fisicamente alocado € igual ao espacgo relatado ao host. Para um volume
fino, a capacidade relatada é a capacidade relatada aos hosts, enquanto a
capacidade alocada é a quantidade de espaco de unidade atualmente alocada
para a gravagao de dados.

Um segmento é a quantidade de dados em kilobytes (KiB) que é armazenada em
uma unidade antes que a matriz de armazenamento se mova para a proxima
unidade na faixa (grupo RAID). O tamanho do segmento é igual ou inferior a
capacidade do grupo de volume. O tamanho do segmento € fixo e ndo pode ser
alterado para pools.

Striping € uma maneira de armazenar dados na matriz de armazenamento.
Striping divide o fluxo de dados em blocos de um determinado tamanho
(chamado "tamanho do bloco") e, em seguida, grava esses blocos nas unidades
um por um. Essa maneira de armazenamento de dados € usada para distribuir e
armazenar dados em varias unidades fisicas. Striping é sinébnimo de RAID 0 e
espalha os dados por todas as unidades em um grupo RAID sem paridade.

Um volume é um contéiner no qual aplicativos, bancos de dados e sistemas de
arquivos armazenam dados. E o componente légico criado para que o host
acesse o storage no storage array.

A atribuicdo de volume € como os LUNs do host s&o atribuidos a um volume.

Um nome de volume é uma cadeia de carateres atribuida ao volume quando é
criado. Vocé pode aceitar o nome padrao ou fornecer um nome mais descritivo
indicando o tipo de dados armazenados no volume.

Um grupo de volumes é um contentor para volumes com carateristicas
compartilhadas. Um grupo de volumes tem uma capacidade definida e um nivel
RAID. Vocé pode usar um grupo de volumes para criar um ou mais volumes
acessiveis a um host. (Vocé cria volumes a partir de um grupo de volumes ou de
um pool.)
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Prazo

Workload

Cache de gravacao

Armazenamento em
cache com espelhamento

Escreva o
armazenamento em
cache sem baterias

Especifico para volumes finos

Descrigdo

Um workload € um objeto de storage compativel com uma aplicagdo. Vocé pode
definir uma ou mais cargas de trabalho ou instancias por aplicagdo. Para alguns
aplicativos, o sistema configura a carga de trabalho para conter volumes com
carateristicas de volume subjacentes semelhantes. Essas caracteristicas de
volume s&o otimizadas com base no tipo de aplicacdo compativel com o
workload. Por exemplo, se vocé criar uma carga de trabalho que suporte um
aplicativo Microsoft SQL Server e, posteriormente, criar volumes para essa carga
de trabalho, as carateristicas de volume subjacentes serao otimizadas para
oferecer suporte ao Microsoft SQL Server.

O cache de gravacao € um buffer que armazena dados do host que ainda néao
foram gravados nas unidades. Os dados permanecem no cache de gravagao até
que sejam gravados nas unidades. O armazenamento em cache de gravacgao
pode aumentar a performance de e/S.

O cache de gravagao com espelhamento ocorre quando os dados gravados na
memoria de cache de um controlador também s&o gravados na memoaria de
cache do outro controlador. Portanto, se um controlador falhar, o outro pode
concluir todas as operacdes de gravagao pendentes. O espelhamento do cache
de gravacao estara disponivel somente se 0 armazenamento em cache de
gravacgao estiver habilitado e duas controladoras estiverem presentes. O
armazenamento em cache de gravagao com espelhamento é a configuragao
padrao na criacdo de volume.

A configuracéo de armazenamento de gravagdo sem baterias permite que o
armazenamento em cache continue, mesmo quando as baterias estiverem em
falta, falharem, descarregadas completamente ou nao estiverem totalmente
carregadas. Normalmente, a escolha do armazenamento em cache sem baterias
nao é recomendada, pois os dados podem ser perdidos se perder energia.
Normalmente, o armazenamento em cache de gravagéo é desligado
temporariamente pelo controlador até que as baterias sejam carregadas ou uma
bateria com falha seja substituida.

@ O System Manager néo oferece uma opgao para criar thin volumes. Se vocé quiser criar
volumes finos, use a interface de linha de comando (CLI).
@ Os volumes finos nao estao disponiveis no sistema de armazenamento EF600 ou EF300.
Prazo Descricao

Limite de capacidade
alocado

Capacidade escrita
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O limite de capacidade alocado € o limite de quao grande a capacidade fisica
alocada para um volume fino pode crescer.

Capacidade escrita é a quantidade de capacidade que foi escrita a partir da
capacidade reservada alocada para volumes finos.



Prazo Descrigdo

Limite de aviso Vocé pode definir um alerta de limite de aviso a ser emitido quando a capacidade
alocada para um volume fino atingir a porcentagem cheia (o limite de aviso).

Fluxo de trabalho para criar volumes

No System Manager, vocé pode criar volumes seguindo estas etapas.
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Create volumes

Assign the new
volumes to a host or

host cluster?
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Select host or

host cluster SeSTRE

Associate
volurmes with
an application-specific
waorkload?

fes Use existing

workload?
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associated with a
general workload

w

Create new
workload
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Provide information about Provide information about Frovide information abaut
501 Server workload Micrasoft Exchange warkload Viviware worklioad
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3
View suggested
volumes

Accept suggested
volumes?

Yoz

Y Add/Edit

volumes

v

Review created
volumas e

'

Finish

Integridade de dados e seguran¢a de dados para volumes

Pode ativar os volumes para utilizar a funcionalidade Data Assurance (DA) e a

funcionalidade Drive Security (Seguranga da unidade). Esses recursos sao apresentados
no nivel de grupo de volume e pool.
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Garantia de dados

A Data Assurance (DA) implementa a norma T10 Protection Information (PI), que aumenta a integridade dos
dados verificando e corrigindo erros que possam ocorrer a medida que os dados sao transferidos ao longo do
caminho de e/S. O uso tipico do recurso Data Assurance verificara a parte do caminho de e/S entre os
controladores e as unidades. As capacidades DA sao apresentadas no nivel de grupo de volume e pool.

Quando esse recurso esta ativado, o storage de armazenamento anexa cédigos de verificacdo de erros
(também conhecidos como verificagbes de redundancia ciclica ou CRCs) a cada bloco de dados no volume.
Depois que um bloco de dados é movido, o storage array usa esses cédigos CRC para determinar se
ocorreram erros durante a transmisséo. Os dados potencialmente corrompidos ndo sao gravados no disco
nem devolvidos ao host. Se vocé quiser usar o recurso DA, selecione um pool ou grupo de volume que seja
capaz DE DA quando vocé criar um novo volume (procure "Sim" ao lado de "DA" na tabela de candidatos ao
grupo de grupo de volume e grupo de volume).

Seguranca da unidade

O Drive Security € um recurso que impede o0 acesso néo autorizado aos dados em unidades habilitadas para
seguranga quando removido do storage array. Essas unidades podem ser unidades com criptografia total de
disco (FDE) ou unidades certificadas para atender aos padrdes federais de processamento de informacgdes
140-2 nivel 2 (unidades FIPS).

Como o Drive Security funciona no nivel da unidade

Uma unidade com capacidade segura, FDE ou FIPS, criptografa os dados durante gravagdes e descriptografa
dados durante leituras. Essa criptografia e descriptografia ndo afetam o desempenho ou o fluxo de trabalho do
usuario. Cada unidade tem sua propria chave de criptografia exclusiva, que nunca pode ser transferida da
unidade.

Como o Drive Security funciona no nivel do volume

Ao criar um pool ou grupo de volumes a partir de unidades com capacidade segura, também é possivel ativar
a Segurancga da unidade para esses pools ou grupos de volumes. A opgédo Seguranga da unidade torna as
unidades e os grupos de volume e pools associados seguros-enabled. Um pool ou grupo de volumes pode
conter unidades com capacidade de seguranga e nao seguras, mas todas as unidades devem ser seguras
para usar seus recursos de criptografia.

Como implementar o Drive Security

Para implementar o Drive Security, execute as etapas a seguir.

1. Equipe seu storage array com unidades com capacidade segura, unidades FDE ou FIPS. (Para volumes
que exigem suporte FIPS, use apenas unidades FIPS. A combinagao de unidades FIPS e FDE em um
grupo de volumes ou pool resultara no tratamento de todas as unidades como unidades FDE. Além disso,
uma unidade FDE nao pode ser adicionada ou usada como sobressalente em um grupo ou pool de
volumes totalmente FIPS.)

2. Crie uma chave de seguranga, que € uma cadeia de carateres que € compartilhada pelo controlador e
unidades para acesso de leitura/gravagao. Vocé pode criar uma chave interna a partir da memoaria
persistente do controlador ou uma chave externa de um servidor de gerenciamento de chaves. Para o
gerenciamento de chaves externas, a autenticagdo deve ser estabelecida com o servidor de
gerenciamento de chaves.

3. Ative a seguranca da unidade para pools e grupos de volumes:

> Crie um pool ou grupo de volumes (procure Sim na coluna compativel com seguranga na tabela
candidatos).
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> Selecione um pool ou grupo de volumes quando criar um novo volume (procure Sim ao lado de
compativel com seguranga na tabela de candidatos ao grupo de grupos de volumes e pool).

Com o recurso Seguranga da unidade, vocé cria uma chave de seguranga compartilhada entre as
unidades e os controladores habilitados para seguranga em um storage de armazenamento. Sempre
que a alimentagao das unidades € desligada e ligada, as unidades ativadas por seguranga mudam
para um estado de Segurancga bloqueada até que o controlador aplique a chave de seguranca.

Cache e volumes SSD

Vocé pode adicionar um volume ao cache SSD como uma maneira de melhorar o
desempenho somente leitura. Cache SSD consiste em um conjunto de unidades de
disco de estado sdlido (SSD) que vocé agrupa logicamente em seu storage array.

@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

Volumes

Mecanismos simples de e/S de volume sao usados para mover dados de e para o cache SSD. Depois que os
dados sdo armazenados em cache e armazenados nos SSDs, as leituras subsequentes desses dados séo
executadas no cache SSD, eliminando assim a necessidade de acessar o volume do HDD.

Cache SSD é um cache secundario para uso com o cache primario na memoéria dinamica de acesso aleatorio
(DRAM) da controladora.

* No cache primario, os dados sdo armazenados na DRAM apds uma leitura do host.

* No cache SSD, os dados sdo copiados de volumes e armazenados em dois volumes RAID internos (um
por controlador) que séo criados automaticamente quando vocé cria um cache SSD.

Os volumes RAID internos séo usados para fins de processamento de cache interno. Esses volumes nao sao
acessiveis ou exibidos na interface do usuario. No entanto, esses dois volumes contam com o nimero total de
volumes permitidos no storage array.

@ Qualquer volume atribuido para usar o cache SSD de um controlador nao ¢ elegivel para uma
transferéncia automatica de balanceamento de carga.
Recurso de segurancga da unidade

Para usar cache SSD em um volume que também esteja usando a Seguranga da unidade (ativada para
seguranga), os recursos de seguranga da unidade do volume e o cache SSD devem corresponder. Se nao
corresponderem, o volume nao sera ativado com seguranga.

Acgodes que podem ser executadas em volumes

Vocé pode executar varias acdes diferentes em um volume: Aumentar a capacidade,
excluir, copiar, inicializar, redistribuir, alterar a propriedade, alterar as configuracdes de
cache e alterar as configuragdes de digitalizagao de Midia.

Aumentar a capacidade

Vocé pode expandir a capacidade de um volume de duas maneiras:
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* Use a capacidade gratuita disponivel no pool ou grupo de volumes.

Vocé adiciona capacidade a um volume selecionando armazenamento > pools e grupos de volume »
Adicionar capacidade.

Adicione capacidade nao atribuida (na forma de unidades nao utilizadas) ao pool ou grupo de volumes do
volume. Use esta opgéo quando nao houver capacidade livre no pool ou grupo de volumes.

Vocé adiciona capacidade nao atribuida ao pool ou grupo de volumes selecionando armazenamento >
pools e grupos de volume > Adicionar capacidade.

Se a capacidade livre nao estiver disponivel no pool ou no grupo de volumes, vocé nao podera aumentar
a capacidade do volume. Vocé deve aumentar primeiro o tamanho do pool ou do grupo de volumes ou
excluir volumes nao utilizados.

Depois de expandir a capacidade de volume, vocé deve aumentar manualmente o tamanho do sistema de
arquivos para corresponder. A forma como vocé faz isso depende do sistema de arquivos que vocé esta
usando. Consulte a documentacao do sistema operacional do host para obter detalhes.

Eliminar

Normalmente, vocé exclui volumes se os volumes tiverem sido criados com os parametros ou a capacidade
errados, ndo atenderem mais as necessidades de configuragao de storage ou forem imagens snapshot que
nao sdo mais necessarias para backup ou teste de aplicativos. A exclusao de um volume aumenta a
capacidade livre no pool ou grupo de volumes.

A exclusdo de volumes causa a perda de todos os dados nesses volumes. A exclusdo de um volume também
excluira quaisquer imagens instantaneas associadas, programagdes e volumes instantaneos e removera
quaisquer relacdes de espelhamento.

Copia

Ao copiar volumes, vocé cria uma copia pontual de dois volumes separados, o volume de origem e o volume
de destino, no mesmo storage array. Pode copiar volumes selecionando armazenamento > volumes »
Servigcos de coépia > volume de cépia.

Inicializar

Alinicializagdo de um volume apaga todos os dados do volume. Um volume ¢ inicializado automaticamente
quando é criado pela primeira vez. No entanto, o Recovery Guru pode aconselhar que vocé inicialize
manualmente um volume para recuperar de certas condi¢coes de falha. Ao inicializar um volume, o volume
mantém suas configuragcdes WWN, atribuicées de host, capacidade alocada e capacidade reservada. Ele
também mantém as mesmas configura¢des de garantia de dados (DA) e configuragdes de seguranga.

Pode inicializar volumes selecionando armazenamento > volumes > mais » Inicializar volumes.

Redistribuir

Vocé redistribui volumes para mover volumes de volta para os proprietarios de controladores preferenciais.
Normalmente, os drivers multipath movem volumes do proprietario da controladora preferida quando ocorre
um problema ao longo do caminho de dados entre o host e o storage array.

A maioria dos drivers multipath de host tenta acessar cada volume em um caminho para o proprietario do
controlador preferido. No entanto, se esse caminho preferido ficar indisponivel, o driver multipath no host fara
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failover para um caminho alternativo. Esse failover pode fazer com que a propriedade do volume mude para o
controlador alternativo. Depois de resolver a condigao que causou o failover, alguns hosts podem mover
automaticamente a propriedade do volume de volta para o proprietario do controlador preferido, mas, em
alguns casos, talvez seja necessario redistribuir manualmente os volumes.

Pode redistribuir volumes selecionando armazenamento » volumes » mais » redistribuir volumes.

Alterar a propriedade do volume

Alterar a propriedade de um volume altera a propriedade preferida do controlador do volume. O proprietario do

controlador preferido de um volume esté listado no armazenamento > volumes > Ver/Editar Definigoes >
separador Avancgadas.

Pode alterar a propriedade de um volume selecionando armazenamento > volumes > mais » alterar
propriedade.

Espelhamento e propriedade de volume

Se o volume primario do par espelhado for de propriedade da controladora A, o volume secundario também
sera de propriedade da controladora A do storage array remoto. Alterar o proprietario do volume primario
mudara automaticamente o proprietario do volume secundario para garantir que ambos os volumes sejam
propriedade do mesmo controlador. As alteragdes de propriedade atuais no lado primario propagam-se
automaticamente para as alteracdes de propriedade atuais correspondentes no lado secundario.

Se um grupo de consisténcia de espelho contiver um volume secundario local e a propriedade do controlador

for alterada, o volume secundario sera automaticamente transferido de volta para o proprietario do controlador
original na primeira operagéo de gravacao. N&o é possivel alterar a propriedade do controlador de um volume
secundario usando a opgao alterar propriedade.

Copiar volume e propriedade de volume

Durante uma operacgdo de volume de copia, 0 mesmo controlador deve possuir o volume de origem e 0
volume de destino. As vezes, ambos os volumes n3o tém o mesmo controlador preferido quando a operagao
de volume de copia € iniciada. Portanto, a propriedade do volume de destino é automaticamente transferida
para o controlador preferido do volume de origem. Quando a copia de volume é concluida ou interrompida, a
propriedade do volume de destino é restaurada para o controlador preferido.

Se a propriedade do volume de origem for alterada durante a operacao de volume de copia, a propriedade do
volume de destino também sera alterada. Em certos ambientes de sistema operacional, pode ser necessario
reconfigurar o driver de host multipath antes de usar um caminho de e/S. (Alguns drivers multipath requerem
uma edicao para reconhecer o caminho de e/S. Consulte a documentagao do driver para obter mais
informacdes.)

Altere as configuragées de cache

A memoria cache é uma area de armazenamento temporario volatil (RAM) no controlador que tem um tempo
de acesso mais rapido do que a Midia da unidade. Se vocé usar a memoria cache, vocé pode aumentar o
desempenho geral de e/S por causa destes motivos:

» Os dados solicitados do host para uma leitura podem ja estar no cache de uma operagao anterior,
eliminando assim a necessidade de acesso a unidade.

» Gravar dados ¢é gravado inicialmente no cache, o que libera o aplicativo para continuar em vez de esperar
que os dados sejam gravados na unidade.
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Selecione armazenamento > volumes > mais > alterar definicdes de cache para alterar as seguintes
definicdes de cache:

» Cache de leitura e gravagao — o cache de leitura € um buffer que armazena dados lidos das unidades.
Os dados para uma operagao de leitura podem ja estar no cache de uma operagéao anterior, o que elimina
a necessidade de acessar as unidades. Os dados permanecem no cache de leitura até que sejam
lavados.

O cache de gravagao é um buffer que armazena dados do host que ainda ndo foram gravados nas
unidades. Os dados permanecem no cache de gravacao até que sejam gravados nas unidades. O
armazenamento em cache de gravagao pode aumentar a performance de e/S.

Armazenamento em cache com espelhamento — o armazenamento em cache com espelhamento
ocorre quando os dados gravados na memoéria cache de um controlador também sao gravados na
memoria de cache do outro controlador. Portanto, se um controlador falhar, o outro pode concluir todas as
operagoOes de gravagao pendentes. O espelhamento do cache de gravagéao estara disponivel somente se
o0 armazenamento em cache de gravacgao estiver habilitado e duas controladoras estiverem presentes. O

armazenamento em cache de gravagdo com espelhamento € a configuragéo padrao na criagéo de
volume.

+ Armazenamento em cache sem baterias — a configuragcdo armazenamento em cache sem baterias
permite que o armazenamento em cache continue, mesmo quando as baterias estiverem faltando,
falharem, descarregadas completamente ou nao estiverem totalmente carregadas. Normalmente, a
escolha do armazenamento em cache sem baterias ndo é recomendada, pois os dados podem ser
perdidos se perder energia. Normalmente, o armazenamento em cache de gravagéo é desligado

temporariamente pelo controlador até que as baterias sejam carregadas ou uma bateria com falha seja

substituida.

Esta configuragao estara disponivel somente se vocé tiver habilitado o armazenamento em cache de
gravagao. Esta definigdo nao esta disponivel para volumes finos.

* * Pré-busca de cache de leitura dindmica* — Pré-busca de leitura de cache dindmico permite que o

controlador copie blocos de dados sequenciais adicionais para o cache enquanto ele esta lendo blocos de
dados de uma unidade para o cache. Esse armazenamento em cache aumenta a chance de que futuras

solicitacdes de dados possam ser preenchidas a partir do cache. A pré-busca de leitura de cache

din&mico é importante para aplicativos Multimidia que usam e/S sequenciais A taxa e a quantidade de

dados pré-obtidos no cache sao auto-ajustaveis com base na taxa e no tamanho da solicitagdo das

leituras do host. O acesso aleatorio ndo faz com que os dados sejam pré-obtidos no cache. Este recurso

nao se aplica quando o armazenamento em cache de leitura esta desativado.

Para um volume fino, a pré-busca de leitura de cache dindmico é sempre desativada e nao pode ser
alterada.

Alterar as definicoes de digitalizagao de multimédia

As digitalizagdes de Midia detetam e reparam erros de Midia em blocos de disco que sao raramente lidos por
aplicativos. Esta verificagdo pode impedir que ocorra perda de dados se outras unidades no pool ou grupo de
volumes falharem, uma vez que os dados para unidades com falha sao reconstruidos usando informagdes de

redundancia e dados de outras unidades no pool ou grupo de volumes.

As digitalizagdes multimédia sdo executadas continuamente a uma taxa constante, com base na capacidade a

digitalizar e na duragao da digitalizagdo. As digitalizagdes em segundo plano podem ser temporariamente
suspensas por uma tarefa de fundo de prioridade mais alta (por exemplo, reconstrugéo), mas serao
retomadas com a mesma taxa constante.
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Pode ativar e definir a duragdo durante a qual a digitalizagao de multimédia é executada selecionando
armazenamento > volumes > mais > alterar definigoes de digitalizagdo de multimédia.

Um volume s6 é lido quando a opgao de digitalizagdo de material esta ativada para a matriz de
armazenamento e para esse volume. Se a verificagao de redundancia também estiver ativada para esse
volume, as informacdes de redundancia no volume serao verificadas quanto a consisténcia com os dados,
desde que o volume tenha redundéncia. A verificagdo de Midia com verificagcdo de redundancia é ativada por
padrao para cada volume quando é criado.

Se for encontrado um erro de meio irrecuperavel durante a verificagdo, os dados seréo reparados usando
informacgdes de redundancia, se disponiveis. Por exemplo, as informagdes de redundancia estdo disponiveis
em volumes RAID 5 ideais ou em volumes RAID 6 ideais ou que s6 tém uma unidade com falha. Se o erro
irrecuperavel nao puder ser reparado usando informacdes de redundancia, o bloco de dados sera adicionado
ao log de setor ilegivel. Os erros de meio corrigiveis e incorrigiveis sdo reportados ao log de eventos.

Se a verificagdo de redundancia encontrar uma inconsisténcia entre os dados e as informacdes de
redundancia, ela sera reportada ao log de eventos.

Como a capacidade é alocada para volumes

As unidades do seu storage array fornecem a capacidade de armazenamento fisico para
os seus dados. Antes de comecar a armazenar dados, vocé deve configurar a
capacidade alocada em componentes logicos conhecidos como pools ou grupos de
volume. Vocé usa esses objetos de storage para configurar, armazenar, manter e
preservar dados em seu storage array.

Uso da capacidade para criar e expandir volumes

Vocé pode criar volumes a partir da capacidade nao atribuida ou da capacidade livre em um pool ou grupo de
volumes.

* Ao criar um volume a partir da capacidade nao atribuida, vocé pode criar um pool ou grupo de volumes e
0 volume ao mesmo tempo.

» Ao criar um volume a partir da capacidade livre, vocé esta criando um volume adicional em um pool ou
grupo de volumes ja existente.

Depois de expandir a capacidade de volume, vocé deve aumentar manualmente o tamanho do sistema de
arquivos para corresponder. A forma como vocé faz isso depende do sistema de arquivos que vocé esta
usando. Consulte a documentacao do sistema operacional do host para obter detalhes.

Tipos de capacidade para volumes espessos e volumes finos

Vocé pode criar volumes espessos ou volumes finos. A capacidade reportada e a capacidade alocada séo as
mesmas para volumes espessos, mas sao diferentes para volumes finos.

« Para um volume grosso, a capacidade relatada do volume € igual a quantidade de capacidade de
armazenamento fisico alocada. Toda a quantidade de capacidade de armazenamento fisico deve estar
presente. O espago fisicamente alocado é igual ao espago que é relatado ao host.

Normalmente, vocé define a capacidade reportada do volume grosso para ser a capacidade maxima para
a qual vocé acha que o volume vai crescer. Os volumes espessos fornecem performance alta e previsivel
para as aplicacdes, principalmente porque toda a capacidade de usuario é reservada e alocada na
criacao.
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» Para um volume fino, a capacidade relatada é a capacidade relatada aos hosts, enquanto a capacidade
alocada é a quantidade de espaco de unidade atualmente alocada para a gravacao de dados.

A capacidade reportada pode ser maior do que a capacidade alocada no storage array. Os volumes finos
podem ser dimensionados para acomodar o crescimento sem considerar os ativos atualmente disponiveis.

@ O Gerenciador de sistema do SANtricity ndo oferece uma opgéao para criar thin volumes. Se
vocé quiser criar volumes finos, use a interface de linha de comando (CLI).

Limites de capacidade para volumes espessos

A capacidade minima para um volume espesso é de 1 MIB e a capacidade maxima é determinada pelo
numero e capacidade das unidades no pool ou grupo de volumes.

Ao aumentar a capacidade reportada para um volume espesso, tenha em mente as seguintes diretrizes:

* Vocé pode especificar até trés casas decimais (por exemplo, 65,375 GiB).

* A capacidade precisa ser inferior (ou igual a) ao maximo disponivel no grupo de volumes.

Quando vocé cria um volume, alguma capacidade adicional é pré-alocada para migragcéo de tamanho de
segmento dindmico (DSS). A migragao DSS é um recurso do software que permite alterar o tamanho do
segmento de um volume.

* Volumes maiores que 2 TIB s&o suportados por alguns sistemas operacionais host (a capacidade maxima
relatada é determinada pelo sistema operacional host). Na verdade, alguns sistemas operacionais host
suportam até 128 volumes TIB. Consulte a documentacgao do sistema operacional do host para obter
detalhes adicionais.

Limites de capacidade para volumes finos

Vocé pode criar thin volumes com uma grande capacidade relatada e uma capacidade alocada relativamente
pequena, o que € benéfico para a utilizagao e a eficiéncia do storage. Os thin volumes podem ajudar a
simplificar a administragéo de storage porque a capacidade alocada pode aumentar a medida que as
necessidades da aplicagdo mudam, sem interromper a aplicagdo, possibilitando uma melhor utilizacdo do

storage.

Além da capacidade reportada e da capacidade alocada, os volumes finos também contém capacidade
escrita. Capacidade escrita € a quantidade de capacidade que foi escrita a partir da capacidade reservada
alocada para volumes finos.

A tabela a seguir lista os limites de capacidade de um volume fino.

Tipo de capacidade Tamanho minimo Tamanho maximo
Comunicado 32 MIB 256 TIB
Alocado 4 MIB 64 TIB

Para um volume fino, se a capacidade maxima comunicada de 256 TIB tiver sido atingida, ndo podera
aumentar a sua capacidade. Certifique-se de que a capacidade reservada do volume fino esta definida para
um tamanho maior do que a capacidade maxima comunicada.
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O sistema expande automaticamente a capacidade alocada com base no limite de capacidade alocado. O
limite de capacidade alocado permite limitar o crescimento automatico do volume fino abaixo da capacidade
reportada. Quando a quantidade de dados gravados se aproxima da capacidade alocada, vocé pode alterar o
limite de capacidade alocada.

Para alterar o limite de capacidade alocada, selecione armazenamento > volumes > separador Thin volume
Monitoring > Change Limit (monitorizagdo de volume fino > alterar limite).

Como o System Manager nao aloca a capacidade total quando cria um volume fino, pode haver capacidade
livre insuficiente no pool. Espaco insuficiente pode bloquear gravagdes no pool, ndo apenas para os volumes
finos, mas também para outras operag¢des que exigem capacidade do pool (por exemplo, imagens de
snapshot ou volumes de snapshot). No entanto, vocé ainda pode executar operagdes de leitura a partir do
pool. Se esta situacao ocorrer, recebe um aviso de limite de alerta.

Monitoramento de volume fino

Vocé pode monitorar thin volumes em busca de espaco e gerar alertas apropriados para
evitar condi¢des de fora da capacidade.

Ambientes com thin Provisioning podem alocar mais espaco légico do que o storage fisico subjacente. Pode

selecionar o separador armazenamento > volumes > monitorizagédo de volume fino para monitorizar quanto
crescimento os seus volumes finos tém antes de atingirem o limite maximo de capacidade atribuida.

Vocé pode usar a exibicdo Thin Monitoring para executar as seguintes agdes:

 Defina o limite que restringe a capacidade alocada a qual um volume fino pode expandir-se
automaticamente.

 Defina o ponto percentual em que um alerta (limite de aviso excedido) é enviado para a area notificagdes
na pagina inicial quando um volume fino estiver proximo do limite maximo de capacidade alocada.

Para aumentar a capacidade de um volume fino, aumente sua capacidade reportada.

@ O System Manager n&o oferece uma opgao para criar thin volumes. Se vocé quiser criar
volumes finos, use a interface de linha de comando (CLI).

@ Os volumes finos nao estao disponiveis no sistema de armazenamento EF600 ou EF300.

Comparacgao entre volumes grossos e volumes finos

Um volume grosso é sempre totalmente provisionado, o que significa que toda a
capacidade é alocada quando o volume é criado. Um volume fino € sempre provisionado
de forma fina, o que significa que a capacidade é alocada a medida que os dados estao
sendo gravados no volume.

@ O System Manager nao oferece uma opgao para criar thin volumes. Se vocé quiser criar
volumes finos, use a interface de linha de comando (CLI).
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Tipo de volume

Volumes grossos

Volumes finos

Descrigdo
* Volumes espessos sao criados a partir de um pool ou grupo de volumes.

» Com volumes espessos, uma grande quantidade de espacgo de

armazenamento é fornecida antecipadamente, antes de futuras necessidades
de storage.

Os volumes espessos séo criados com todo o tamanho do volume pré-
alocado no armazenamento fisico no momento em que o volume é criado.
Essa pré-alocacgéo significa que a criagdo de um volume de 100 GiB
realmente consome 100 GiB de capacidade alocada em suas unidades. No
entanto, o espago pode permanecer sem uso, causando subutilizagao da
capacidade de storage.

Ao criar volumes espessos, certifique-se de n&o alocar a capacidade em
excesso para um unico volume. A alocagao excessiva de capacidade para
um unico volume pode consumir rapidamente todo o storage fisico do
sistema.

Tenha em mente que a capacidade de storage também € necessaria para
servigos de copia (imagens snapshot, volumes snapshot, cépias de volume e
espelhamento assincrono). Assim, ndo aloque toda a capacidade para
volumes espessos. Espaco insuficiente pode bloquear gravagdes no pool ou
grupo de volumes. Se esta situagéo ocorrer, recebera um aviso de limite de
alerta de capacidade livre.

Os volumes finos séo criados apenas a partir de um pool, ndo de um grupo
de volumes.

Os volumes finos devem ser RAID 6.

Os volumes finos nao estao disponiveis no sistema de armazenamento
EF600 ou EF300.

Vocé deve usar a CLI para criar thin volumes.

Ao contrario dos volumes espessos, 0 espago necessario para o volume fino
nao é alocado durante a criagao, mas € fornecido, sob demanda em um
momento posterior.

Um volume fino permite que vocé superaloque seu tamanho. Ou seja, vocé
pode atribuir um tamanho de LUN maior que o tamanho do volume. Em
seguida, vocé pode expandir o volume conforme necessario (se necessario,
adicionando unidades no processo) sem expandir o tamanho do LUN e,
portanto, sem desconetar os usuarios.

Vocé pode usar a recuperacao de espago em bloco de provisionamento
reduzido (UNMAP) para recuperar blocos de um volume provisionado com
thin no storage array por meio de um comando SCSI UNMAP emitido pelo
host. Um storage array compativel com thin Provisioning pode reutilizar o
espaco recuperado para atender as solicitagbes de alocacéo de algum outro
volume thin Provisioning no mesmo storage array, o que permite melhores
relatérios sobre o consumo de espaco em disco e uso mais eficiente dos
recursos.
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Restrigdes de volume fino

Os thin volumes suportam todas as operagdes como volumes espessos, com as seguintes excegoes:

* Nao é possivel alterar o tamanho do segmento de um volume fino.
* Nao é possivel ativar a verificagdo de redundancia de pré-leitura para um volume fino.
* Nao é possivel usar um volume fino como o volume de destino em uma operacao volume de cépia.

* Vocé pode alterar o limite de capacidade alocada e o limite de aviso de um volume fino apenas no lado
principal de um par espelhado assincrono. Quaisquer alteragdes a estes parametros no lado primario sao
propagadas automaticamente para o lado secundario.

Configurar o armazenamento

Crie workloads
E possivel criar workloads para qualquer tipo de aplicacéo.

Sobre esta tarefa

Um workload é um objeto de storage compativel com uma aplicagdo. Vocé pode definir uma ou mais cargas
de trabalho ou instancias por aplicagao. Para alguns aplicativos, o sistema configura a carga de trabalho para
conter volumes com carateristicas de volume subjacentes semelhantes. Essas caracteristicas de volume séo
otimizadas com base no tipo de aplicagédo compativel com o workload. Por exemplo, se vocé criar uma carga
de trabalho que suporte um aplicativo Microsoft SQL Server e, posteriormente, criar volumes para essa carga
de trabalho, as carateristicas de volume subjacentes serao otimizadas para oferecer suporte ao Microsoft SQL
Server.

O System Manager recomenda uma configuragéo de volume otimizada apenas para os seguintes tipos de
aplicacéo:

* Microsoft SQL Server

* Microsoft Exchange Server

* Vigilancia por video

* VMware ESXi (para volumes a serem usados com o Virtual Machine File System)
Tenha em mente estas diretrizes:

* Ao usar uma carga de trabalho especifica do aplicativo, o sistema recomenda uma configuragdo de
volume otimizada para minimizar a contencgéo entre a e/S da carga de trabalho do aplicativo e outro
trafego da instancia do aplicativo. Vocé pode revisar a configuragéo de volume recomendada e, em
seguida, editar, adicionar ou excluir os volumes e carateristicas recomendados pelo sistema usando a
caixa de dialogo Adicionar/Editar volumes.

* Ao usar outros tipos de aplicativos, vocé especifica manualmente a configuragdo de volume usando a
caixa de dialogo Adicionar/Editar volumes.

Passos

1. Selecione armazenamento > volumes.

2. Selecione criar > carga de trabalho.

A caixa de dialogo criar carga de trabalho de aplicativo é exibida.
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3. Use a lista suspensa para selecionar o tipo de aplicativo para o qual vocé deseja criar a carga de trabalho
e digite um nome de carga de trabalho.

4. Clique em criar.

Depois de terminar

Vocé esta pronto para adicionar capacidade de storage ao workload criado. Use a opgao Create volume para
criar um ou mais volumes para um aplicativo e alocar quantidades especificas de capacidade para cada
volume.

Criar volumes

Vocé cria volumes para adicionar capacidade de storage a um workload especifico da
aplicacéo e para tornar os volumes criados visiveis para um host ou cluster de host
especifico. Além disso, a sequéncia de criagcao de volume fornece opg¢des para alocar
quantidades especificas de capacidade para cada volume que vocé deseja criar.

Sobre esta tarefa

A maioria dos tipos de aplicagdes ¢é predefinida para uma configuragao de volume definida pelo utilizador.
Alguns tipos de aplicativos tém uma configuragao inteligente aplicada na criagdo de volume. Por exemplo, se
vocé estiver criando volumes para o aplicativo Microsoft Exchange, sera perguntado quantas caixas de correio
VvOCé precisa, quais sdo os requisitos médios de capacidade de caixa postal e quantas copias do banco de
dados deseja. O System Manager usa essas informagdes para criar uma configuragao de volume ideal para
vocé, que pode ser editada conforme necessario.

O processo para criar um volume é um procedimento de varias etapas.

Passo 1: Selecione host para um volume

Vocé cria volumes para adicionar capacidade de storage a um workload especifico da aplicagdo e para tornar
os volumes criados visiveis para um host ou cluster de host especifico. Além disso, a sequéncia de criacao de
volume fornece opg¢des para alocar quantidades especificas de capacidade para cada volume que vocé
deseja criar.

Antes de comecar
» Existem hosts validos ou clusters de host sob o bloco hosts.

* Identificadores de porta de host foram definidos para o host.

* Antes de criar um volume habilitado PARA DA, a conexao de host que vocé esta planejando usar deve
suportar DA. Se qualquer uma das conexdes de host nos controladores do storage array nao suportar DA,
os hosts associados nao poderao acessar dados em volumes habilitados PARA DA.

Sobre esta tarefa
Tenha estas diretrizes em mente quando atribuir volumes:

» O sistema operacional de um host pode ter limites especificos sobre quantos volumes o host pode
acessar. Mantenha essa limitagdo em mente quando vocé cria volumes para uso por um host especifico.

* Vocé pode definir uma atribuicdo para cada volume na matriz de armazenamento.

» Os volumes atribuidos sao compartilhados entre controladores no storage array.

* O mesmo numero de unidade légica (LUN) ndo pode ser usado duas vezes por um host ou um cluster de
host para acessar um volume. Vocé deve usar um LUN exclusivo.
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» Se vocé quiser acelerar o processo de criacdo de volumes, vocé pode pular a etapa de atribuicdo do host
para que os volumes recém-criados sejam inicializados offline.

@ A atribuicdo de um volume a um host falhara se vocé tentar atribuir um volume a um cluster de
host que esteja em conflito com uma atribuigdo estabelecida para um host nos clusters de host.

Passos

1. Selecione armazenamento > volumes.

2. Selecione criar > volume.
A caixa de dialogo criar volumes € exibida.

3. Na lista suspensa, selecione um host ou cluster de host especifico ao qual vocé deseja atribuir volumes ou
escolha atribuir o cluster de host ou host posteriormente.

4. Para continuar a sequéncia de criagdo de volume para o host ou cluster de host selecionado, clique em
Next e va para Etapa 2: Selecione uma carga de trabalho para um volume.

A caixa de dialogo Selecionar carga de trabalho € exibida.

Etapa 2: Selecione uma carga de trabalho para um volume

Selecione uma carga de trabalho para personalizar a configuragao do storage array para um aplicativo
especifico, como Microsoft SQL Server, Microsoft Exchange, aplicativos de vigilancia por video ou VMware.
Vocé pode selecionar "outro aplicativo" se o aplicativo que vocé pretende usar neste storage array nao estiver
listado.

Sobre esta tarefa
Esta tarefa descreve como criar volumes para uma carga de trabalho existente.

* Quando vocé esta criando volumes usando uma carga de trabalho especifica do aplicativo, o sistema
pode recomendar uma configuragao de volume otimizada para minimizar a contengéo entre a e/S da
carga de trabalho do aplicativo e outro trafego da instancia do aplicativo. Vocé pode revisar a configuragao
de volume recomendada e editar, adicionar ou excluir os volumes e carateristicas recomendados pelo
sistema usando a caixa de dialogo Adicionar/Editar volumes.

* Quando vocé estiver criando volumes usando "outros" aplicativos (ou aplicativos sem suporte especifico
para criagao de volume), especifique manualmente a configuragao de volume usando a caixa de dialogo
Adicionar/Editar volumes.

Passos
1. Execute um dos seguintes procedimentos:

> Selecione a opgao criar volumes para uma carga de trabalho existente para criar volumes para
uma carga de trabalho existente.

o Selecione a opgao criar uma nova carga de trabalho para definir uma nova carga de trabalho para
um aplicativo compativel ou para "outros" aplicativos.

= Na lista suspensa, selecione o nome do aplicativo para o qual deseja criar a nova carga de
trabalho.

Selecione uma das entradas "outras" se a aplicagdo que pretende utilizar nesta matriz de
armazenamento nao estiver listada.
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= Insira um nome para a carga de trabalho que deseja criar.
2. Clique em seguinte.

3. Se sua carga de trabalho estiver associada a um tipo de aplicativo compativel, insira as informagdes
solicitadas; caso contrario, va para Passo 3: Adicionar ou editar volumes.

Passo 3: Adicionar ou editar volumes

O System Manager pode sugerir uma configuracao de volume com base na aplicagao ou na carga de trabalho
selecionada. Essa configuragéo de volume é otimizada com base no tipo de aplicagédo compativel com o
workload. Vocé pode aceitar a configuragdo de volume recomendada ou edita-la conforme necessario. Se
vocé selecionou um dos "outros" aplicativos, vocé deve especificar manualmente os volumes e as
carateristicas que deseja criar.

Antes de comecar
» Os pools ou grupos de volumes devem ter capacidade livre suficiente.

* O numero maximo de volumes permitido num grupo de volumes ¢é 256.

* O numero maximo de volumes permitidos em um pool depende do modelo do sistema de
armazenamento:

o 2.048 volumes (séries EF600 e E5700)
> 1.024 volumes (EF300)
> 512 volumes (série E2800)
 Para criar um volume habilitado para Data Assurance (DA), a conexao de host que vocé esta planejando

usar deve suportar DA.

Selecionar um pool ou grupo de volumes com capacidade segura

Se vocé quiser criar um volume habilitado PARA DA, selecione um pool ou grupo de volumes que
seja capaz de DA (procure Yes ao lado de "DA" na tabela de candidatos a grupo de grupo de volume
e pool).

As capacidades DA sao apresentadas no nivel de grupo de volume e pool no System Manager. A
protegdo DA verifica e corrige erros que podem ocorrer a medida que os dados sao transferidos
através dos controladores para as unidades. A selecdo de um pool ou grupo de volume compativel
com DA para o novo volume garante que quaisquer erros sejam detetados e corrigidos.

Se qualquer uma das conexdes de host nos controladores do storage array nao suportar DA, os
hosts associados ndo poderao acessar dados em volumes habilitados PARA DA.

 Para criar um volume habilitado para seguranga, uma chave de seguranga deve ser criada para o storage
array.
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Selecionar um pool ou grupo de volumes com capacidade segura

Se vocé quiser criar um volume habilitado para seguranga, selecione um pool ou grupo de volumes
que seja capaz de proteger (procure Sim ao lado de "compativel com seguranga" na tabela de
candidatos ao grupo de volumes e pool).

Os recursos de seguranga da unidade sao apresentados no nivel de grupo de volume e pool no
System Manager. Unidades com capacidade segura evitam o acesso ndo autorizado aos dados em
uma unidade que é fisicamente removida do storage array. Uma unidade habilitada para seguranga
criptografa os dados durante gravagbes e descriptografa os dados durante leituras usando uma
chave de criptografia exclusiva_.

Um pool ou grupo de volumes pode conter unidades com capacidade de seguranga e ndo seguras,
mas todas as unidades devem ser seguras para usar seus recursos de criptografia.

» Para criar um volume provisionado por recursos, todas as unidades devem ser unidades NVMe com a
opgéao Desalocadas ou néao escritas Logical Block Error (DULBE).

Sobre esta tarefa

Crie volumes a partir de pools ou grupos de volumes. A caixa de dialogo Adicionar/Editar volumes mostra
todos os pools qualificados e grupos de volumes na matriz de armazenamento. Para cada pool qualificado e
grupo de volumes, o numero de unidades disponiveis e a capacidade total gratuita s&o exibidos.

Para alguns workloads especificos da aplicagao, cada pool ou grupo de volumes qualificado mostra a
capacidade proposta com base na configuragéo de volume sugerida e mostra a capacidade livre restante no
GiB. Para outros workloads, a capacidade proposta aparece quando vocé adiciona volumes a um pool ou
grupo de volumes e especifica a capacidade relatada.

Passos

1. Escolha uma dessas agdes com base se vocé selecionou outra ou uma carga de trabalho especifica do
aplicativo:

o Other —clique em Add new volume em cada pool ou grupo de volumes que vocé deseja usar para
criar um ou mais volumes.
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Detalhes do campo

Campo

Nome do volume

Capacidade
comunicada

Tamanho do bloco de
volume (somente
EF300 e EF600)

Descrigao

Um volume recebe um nome padrao pelo System Manager durante a
sequéncia de criagdo de volume. Vocé pode aceitar o nome padrao ou
fornecer um nome mais descritivo indicando o tipo de dados
armazenados no volume.

Defina a capacidade do novo volume e as unidades de capacidade a
utilizar (MIB, GiB ou TIB). Para volumes espessos, a capacidade
minima € de 1 MIB e a capacidade maxima é determinada pelo numero
e capacidade das unidades no pool ou grupo de volumes.

Tenha em mente que a capacidade de storage também € necessaria
para servigos de copia (imagens snapshot, volumes snapshot, copias
de volume e espelhos remotos). Portanto, ndo aloca toda a capacidade
a volumes padrao.

A capacidade em um pool é alocada em incrementos de 4 GiB ou 8
GiB, dependendo do tipo de unidade. Qualquer capacidade que nao
seja um multiplo de 4 ou 8 GiB ¢é alocada, mas nao utilizavel. Para
garantir que toda a capacidade possa ser utilizavel, especifique a
capacidade em incrementos de 4 GiB ou 8 GiB. Se existir capacidade
inutilizavel, a unica forma de a recuperar € aumentar a capacidade do
volume.

Mostra os tamanhos de bloco que podem ser criados para o volume:

* 512—512 bytes
* 4K—4.096 bytes
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Campo

Tamanho do segmento

Com capacidade
segura

Descrigao

Mostra a definicdo para o dimensionamento de segmentos, que
aparece apenas para volumes num grupo de volumes. Vocé pode
alterar o tamanho do segmento para otimizar o desempenho.

 Transigbes permitidas de tamanho de segmento* — o System
Manager determina as transigdes de tamanho de segmento
permitidas. Os tamanhos de segmento que séo transigoes
inadequadas do tamanho de segmento atual ndo estao disponiveis
na lista suspensa. As transi¢des permitidas geralmente séo o dobro
ou metade do tamanho atual do segmento. Por exemplo, se o
tamanho atual do segmento de volume for 32 KiB, um novo
tamanho de segmento de volume de 16 KiB ou 64 KiB sera
permitido.

Volumes habilitados para cache SSD — vocé pode especificar um
tamanho de segmento de 4 KiB para volumes habilitados para cache
SSD. Certifique-se de selecionar o tamanho de segmento de 4 KiB
apenas para volumes habilitados para cache SSD que lidam com
operacgoes de e/S de bloco pequeno (por exemplo, tamanhos de bloco
de e/S KiB 16 ou menores). O desempenho pode ser afetado se vocé
selecionar 4 KiB como o tamanho do segmento para volumes
habilitados para cache SSD que lidam com operacdes sequenciais de
blocos grandes.

Quantidade de tempo para alterar o tamanho do segmento —a
quantidade de tempo para alterar o tamanho do segmento de um
volume depende dessas variaveis:

* A carga de e/S do host

A prioridade de modificagdo do volume

* O numero de unidades no grupo de volumes

* O numero de canais da unidade

» O poder de processamento dos controladores do storage array
Quando vocé altera o tamanho do segmento de um volume, o

desempenho de e/S é afetado, mas seus dados permanecem
disponiveis.

Yes aparece ao lado de "Secure-Capable" somente se as unidades no
pool ou grupo de volumes forem seguras.

O Drive Security impede o acesso nao autorizado aos dados em uma
unidade que é fisicamente removida do storage array. Esta opgéo so
esta disponivel quando o recurso Seguranga da unidade estiver ativado
e uma chave de seguranca estiver configurada para o storage de
armazenamento.

Um pool ou grupo de volumes pode conter unidades com capacidade
de seguranga e nao seguras, mas todas as unidades devem ser
seguras para usar seus recursos de criptografia.



Campo Descrigao

DA Yes aparece ao lado de "DA" somente se as unidades no pool ou grupo
de volume suportarem Data Assurance (DA).

DA aumenta a integridade dos dados em todo o sistema de storage. O
DA permite que o storage array verifique se ha erros que possam
ocorrer a medida que os dados sao transferidos através dos
controladores para as unidades. O uso DA para o novo volume garante
que quaisquer erros sejam detetados.

Recurso provisionado Sim aparece ao lado de "recurso provisionado" somente se as

(somente EF300 e unidades suportarem essa opgao. O provisionamento de recursos € um

EF600) recurso disponivel nas matrizes de armazenamento EF300 e EF600,
que permite que os volumes sejam colocados em uso imediatamente
sem processo de inicializagdo em segundo plano.

o Carga de trabalho especifica do aplicativo — cligue em Next para aceitar os volumes e as
carateristicas recomendados pelo sistema para a carga de trabalho selecionada ou clique em Edit
volumes para alterar, adicionar ou excluir os volumes e as carateristicas recomendados pelo sistema
para a carga de trabalho selecionada.
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Detalhes do campo

Campo

Nome do volume

Capacidade comunicada

Tipo de volume

Tamanho do bloco de volume (somente EF300
e EF600)

Descrigao

Um volume recebe um nome padrao pelo
System Manager durante a sequéncia de
criacao de volume. Vocé pode aceitar o nome
padrao ou fornecer um nome mais descritivo
indicando o tipo de dados armazenados no
volume.

Defina a capacidade do novo volume e as
unidades de capacidade a utilizar (MIB, GiB ou
TIB). Para volumes espessos, a capacidade
minima é de 1 MIB e a capacidade maxima é
determinada pelo numero e capacidade das
unidades no pool ou grupo de volumes.

Tenha em mente que a capacidade de storage
também é necessaria para servigos de copia
(imagens snapshot, volumes snapshot, cépias
de volume e espelhos remotos). Portanto, nao
aloca toda a capacidade a volumes padrao.

A capacidade em um pool é alocada em
incrementos de 4 GiB ou 8 GiB, dependendo
do tipo de unidade. Qualquer capacidade que
nao seja um multiplo de 4 ou 8 GiB ¢ alocada,
mas nao utilizavel. Para garantir que toda a
capacidade possa ser utilizavel, especifique a
capacidade em incrementos de 4 GiB ou 8 GiB.
Se existir capacidade inutilizavel, a unica forma
de a recuperar é aumentar a capacidade do
volume.

Tipo de volume indica o tipo de volume que foi
criado para uma carga de trabalho especifica
do aplicativo.

Mostra os tamanhos de bloco que podem ser
criados para o volume:

* 512—512 bytes
* 4K—4.096 bytes



Campo

Tamanho do segmento

Descrigdo

Mostra a definicdo para o dimensionamento de
segmentos, que aparece apenas para volumes
num grupo de volumes. Vocé pode alterar o
tamanho do segmento para otimizar o
desempenho.

» Transicoes permitidas de tamanho de
segmento* — o System Manager determina
as transi¢cdes de tamanho de segmento
permitidas. Os tamanhos de segmento que
sao transicoes inadequadas do tamanho de
segmento atual ndo estdo disponiveis na
lista suspensa. As transi¢des permitidas
geralmente sdo o dobro ou metade do
tamanho atual do segmento. Por exemplo,
se o tamanho atual do segmento de
volume for 32 KiB, um novo tamanho de
segmento de volume de 16 KiB ou 64 KiB
sera permitido.

Volumes habilitados para cache SSD — vocé
pode especificar um tamanho de segmento de
4 KiB para volumes habilitados para cache
SSD. Certifique-se de selecionar o tamanho de
segmento de 4 KiB apenas para volumes
habilitados para cache SSD que lidam com
operagdes de e/S de bloco pequeno (por
exemplo, tamanhos de bloco de e/S KiB 16 ou
menores). O desempenho pode ser afetado se
vocé selecionar 4 KiB como o tamanho do
segmento para volumes habilitados para cache
SSD que lidam com operacgdes sequenciais de
blocos grandes.

Quantidade de tempo para alterar o
tamanho do segmento — a quantidade de
tempo para alterar o tamanho do segmento de
um volume depende dessas variaveis:

» A carga de e/S do host

* A prioridade de modificagao do volume

* O numero de unidades no grupo de
volumes

* O numero de canais da unidade

» A capacidade de processamento das
controladoras de storage array quando
vocé altera o tamanho de segmento de um
volume, a performance de e/S ¢é afetada,
mas seus dados permanecem disponiveis.
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Campo Descrigcao

Com capacidade segura Yes aparece ao lado de "Secure-Capable"
somente se as unidades no pool ou grupo de
volumes forem seguras.

A seguranga da unidade impede o acesso nao
autorizado aos dados em uma unidade que é
fisicamente removida do storage array. Esta
opc¢ao so6 esta disponivel quando o recurso de
segurancga da unidade tiver sido ativado e uma
chave de seguranga estiver configurada para o
storage de armazenamento.

Um pool ou grupo de volumes pode conter
unidades com capacidade de seguranga e nédo
seguras, mas todas as unidades devem ser
seguras para usar seus recursos de
criptografia.

DA Yes aparece ao lado de "DA" somente se as
unidades no pool ou grupo de volume
suportarem Data Assurance (DA).

DA aumenta a integridade dos dados em todo
o sistema de storage. O DA permite que o
storage array verifique se ha erros que possam
ocorrer a medida que os dados sao
transferidos através dos controladores para as
unidades. O uso DA para o novo volume
garante que quaisquer erros sejam detetados.

Recurso provisionado (somente EF300 e Sim aparece ao lado de "recurso provisionado"

EF600) somente se as unidades suportarem essa
opgéao. O provisionamento de recursos € um
recurso disponivel nas matrizes de
armazenamento EF300 e EF600, que permite
que os volumes sejam colocados em uso
imediatamente sem processo de inicializagao
em segundo plano.

2. Para continuar a sequéncia de criagdo de volume para a aplicagéo selecionada, clique em seguinte e
aceda a Etapa 4: Revise a configuracéo do volume.

Etapa 4: Revise a configuragado do volume
Reveja um resumo dos volumes que pretende criar e faga as alteragbes necessarias.

Passos
1. Reveja os volumes que pretende criar. Clique em voltar para fazer quaisquer alteragdes.

2. Quando estiver satisfeito com a configuragdo do volume, clique em Finish.
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Resultados

O System Manager cria 0os novos volumes nos pools e grupos de volumes selecionados e exibe os novos
volumes na tabela todos os volumes.

Depois de terminar

» Execute todas as modificacdes do sistema operacional necessarias no host do aplicativo para que os
aplicativos possam usar o volume.

* Execute o utilitario baseado no host hot add ou um utilitario especifico do sistema operacional
(disponivel de um fornecedor terceirizado) e execute SMdevices o utilitario para correlacionar nomes de
volume com nomes de storage do host.

O hot_add utilitario e o SMdevices utilitario sdo incluidos como parte do SMutils pacote. O SMutils
pacote € uma colegao de utilitarios para verificar o que o host vé a partir do storage array. Ele esta incluido
como parte da instalagdo do software SANTricity.

Adicionar volumes ao workload

Vocé pode adicionar um ou mais volumes a um workload novo ou existente para
volumes que nao estdo associados atualmente a um workload.

Sobre esta tarefa

Os volumes ndo sao associados a uma carga de trabalho se tiverem sido criados usando a interface de linha
de comando (CLI) ou se tiverem sido migrados (importados/exportados) de um storage array diferente.

Passos

1. Selecione armazenamento > volumes.

2. Selecione a guia aplicativos e cargas de trabalho.
A exibigao aplicagdes e cargas de trabalho é exibida.
3. Selecione Adicionar a carga de trabalho.
A caixa de dialogo Selecionar carga de trabalho € exibida.

4. Execute uma das seguintes agdes:
o Adicionar volumes a uma carga de trabalho existente — Selecione esta opgao para adicionar
volumes a uma carga de trabalho existente.

Use a lista suspensa para selecionar uma carga de trabalho. O tipo de aplicativo associado da carga
de trabalho ¢é atribuido aos volumes que vocé adiciona a essa carga de trabalho.

o Adicionar volumes a uma nova carga de trabalho — Selecione essa opgao para definir uma nova
carga de trabalho para um tipo de aplicativo e adicionar volumes a nova carga de trabalho.

5. Selecione Next para continuar com a sequéncia de adigéo a carga de trabalho.
A caixa de dialogo Selecionar volumes ¢é exibida.

6. Selecione os volumes que vocé deseja adicionar a carga de trabalho.
7. Revise os volumes que vocé deseja adicionar a carga de trabalho selecionada.

8. Quando estiver satisfeito com a configuragdo da carga de trabalho, clique em Finish.
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Gerenciar volumes

Aumentar a capacidade de um volume

Vocé pode aumentar a capacidade reportada (a capacidade relatada aos hosts) de um
volume usando a capacidade livre disponivel no pool ou no grupo de volumes.

Antes de comecgar
» A capacidade livre suficiente esta disponivel no pool ou grupo de volumes associados ao volume.

* O volume é 6timo e ndo em nenhum estado de modificagao.
* A capacidade maxima reportada de 256 TIB n&o foi atingida para volumes finos.

* Nao ha unidades hot spare em uso no volume. (Aplica-se apenas a volumes em grupos de volumes.)

Sobre esta tarefa

Lembre-se de quaisquer requisitos de capacidade futuros que vocé possa ter para outros volumes nesse pool
ou grupo de volumes. Certifique-se de que permite uma capacidade livre suficiente para criar imagens
instantaneas, volumes instantaneos ou espelhos remotos.

O aumento da capacidade de um volume é suportado apenas em determinados sistemas

@ operacionais. Se vocé aumentar a capacidade de volume em um sistema operacional host que
nao é suportado, a capacidade expandida sera inutilizavel e vocé ndo podera restaurar a
capacidade de volume original.

Passos
1. Selecione armazenamento > volumes.

2. Selecione o volume para o qual deseja aumentar a capacidade e, em seguida, selecione aumentar a
capacidade.

A caixa de dialogo confirmar aumento de capacidade ¢ exibida.
3. Selecione Sim para continuar.
E apresentada a caixa de didlogo aumentar capacidade comunicada.

Esta caixa de didlogo exibe a capacidade atual reportada do volume e a capacidade livre disponivel no
pool ou grupo de volumes associados do volume.

4. Use a caixa aumente a capacidade reportada adicionando... para adicionar capacidade a capacidade
reportada disponivel atual. Vocé pode alterar o valor de capacidade para exibir em mebibytes (MIB),
gibibytes (GiB) ou tebibytes (TIB).

5. Clique em aumentar.
Resultados
+ O System Manager aumenta a capacidade do volume com base na sua selegéao.

* Selecione Home » View Operations in Progress (Ver operagdes em curso) para ver o progresso da
operacao de aumento de capacidade que esta atualmente em execucao para o volume selecionado. Esta
operacgao pode ser demorada e pode afetar o desempenho do sistema.

Depois de terminar
Depois de expandir a capacidade de volume, vocé deve aumentar manualmente o tamanho do sistema de
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arquivos para corresponder. A forma como vocé faz isso depende do sistema de arquivos que vocé esta
usando. Consulte a documentacao do sistema operacional do host para obter detalhes.

Inicializar volumes

Um volume ¢ inicializado automaticamente quando é criado pela primeira vez. No
entanto, o Recovery Guru pode aconselhar que vocé inicialize manualmente um volume
para recuperar de certas condigdes de falha. Utilize esta op¢ao apenas sob a orientacao
do suporte técnico. Pode selecionar um ou mais volumes para inicializar.

Antes de comecar
» Todas as operacoes de e/S foram interrompidas.

» Todos os dispositivos ou sistemas de arquivos nos volumes que vocé deseja inicializar devem ser
desmontados.

* O volume esta no estado ideal e ndo estdo em curso operacdes de modificacdo no volume.

N&o é possivel cancelar a operagao depois de iniciada. Todos os dados de volume sao
@ apagados. Nao tente esta operagéo, a menos que o Recovery Guru o aconselhe a fazé-lo.
Contacte o suporte técnico antes de iniciar este procedimento.

Sobre esta tarefa

Ao inicializar um volume, o volume mantém suas configuragoes WWN, atribuigbes de host, capacidade
alocada e capacidade reservada. Ele também mantém as mesmas configuragdes de garantia de dados (DA) e
configuragdes de segurancga.

Os seguintes tipos de volumes ndo podem ser inicializados:

* Volume base de um volume instantadneo

* Volume primario em uma relagao espelhada

* Volume secundario em uma relagédo de espelho
* Volume de origem em uma copia de volume

* Volume de destino em uma copia de volume

» Volume que ja tem uma inicializag&o em curso
Este topico aplica-se apenas a volumes padréo criados a partir de pools ou grupos de volumes.

Passos

1. Selecione armazenamento > volumes.

2. Selecione qualquer volume e, em seguida, selecione mais > Inicializar volumes.

A caixa de dialogo Inicializar volumes ¢é exibida. Todos os volumes na matriz de armazenamento
aparecem nesta caixa de dialogo.

3. Selecione um ou mais volumes que deseja inicializar e confirme que deseja executar a operagao.

Resultados
O System Manager executa as seguintes agoes:
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* Apaga todos os dados dos volumes que foram inicializados.

* Limpa os indices de bloco, o que faz com que os blocos nédo escritos sejam lidos como se fossem
preenchidos com zero (o volume parece estar completamente vazio).

Selecione Home > View Operations in Progress (Ver operagdes em curso) para ver o progresso da operagao
de inicializacado que esta atualmente em execucéao para o volume selecionado. Esta operagao pode ser
demorada e pode afetar o desempenho do sistema.

Redistribuir volumes

Vocé redistribui volumes para mover volumes de volta para os proprietarios de
controladores preferenciais. Normalmente, os drivers multipath movem volumes do
proprietario da controladora preferida quando ocorre um problema ao longo do caminho
de dados entre o host e o storage array.

Antes de comecgar
» Os volumes que vocé deseja redistribuir ndo estdo em uso, ou erros de e/S ocorrerao.

* Um driver multipath é instalado em todos os hosts usando os volumes que vocé deseja redistribuir, ou
erros de e/S ocorreréo.

Se vocé quiser redistribuir volumes sem um driver multipath nos hosts, todas as atividades de e/S nos
volumes enquanto a operagéo de redistribuicdo estiver em andamento devem ser interrompidas para
evitar erros de aplicativo.

Sobre esta tarefa

A maioria dos drivers multipath de host tenta acessar cada volume em um caminho para o proprietario do
controlador preferido. No entanto, se esse caminho preferido ficar indisponivel, o driver multipath no host fara
failover para um caminho alternativo. Esse failover pode fazer com que a propriedade do volume mude para o
controlador alternativo. Depois de resolver a condigao que causou o failover, alguns hosts podem mover
automaticamente a propriedade do volume de volta para o proprietario do controlador preferido, mas, em
alguns casos, talvez seja necessario redistribuir manualmente os volumes.

Passos

1. Selecione armazenamento > volumes.

2. Selecione mais > redistribuir volumes.

A caixa de dialogo redistribuir volumes € exibida. Todos os volumes na matriz de armazenamento cujo
proprietario de controlador preferido ndo corresponde ao proprietario atual aparecem nesta caixa de
dialogo.

3. Selecione um ou mais volumes que deseja redistribuir e confirme que deseja executar a operagao.

Resultados

O System Manager move os volumes selecionados para seus proprietarios de controladores preferidos ou
vocé pode ver uma caixa de dialogo redistribuir volumes desnecessarios.

Alterar a propriedade do controlador de um volume

Vocé pode alterar a propriedade de um volume do controlador preferido, de modo que a
e/S para aplicativos de host seja direcionada pelo novo caminho.
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Antes de comecar

Se vocé nao usar um driver multipath, quaisquer aplicativos de host que estejam usando o volume no
momento devem ser desligados. Essa agédo impede erros de aplicativo quando o caminho de e/S muda.

Sobre esta tarefa

Vocé pode alterar a propriedade do controlador para um ou mais volumes em um pool ou grupo de volumes.

Passos

1. Selecione armazenamento > volumes.
2. Selecione qualquer volume e, em seguida, selecione mais > alterar propriedade.

A caixa de dialogo alterar propriedade do volume é exibida. Todos os volumes na matriz de
armazenamento aparecem nesta caixa de dialogo.

3. Use a lista suspensa Preferred Owner para alterar o controlador preferido para cada volume que vocé
deseja alterar e confirme se deseja executar a operagéao.

Resultados

* O System Manager altera a propriedade do controlador do volume. E/S para o volume agora é direcionado
através deste caminho de e/S.

* O volume pode nédo usar o novo caminho de e/S até que o driver multipath reconfigure para reconhecer o
novo caminho. Essa agéo geralmente leva menos de cinco minutos.

Eliminar volume

Normalmente, vocé exclui volumes se os volumes tiverem sido criados com os
parametros ou a capacidade errados, ndo atenderem mais as necessidades de
configuragao de storage ou forem imagens snapshot que ndo sdo mais necessarias para
backup ou teste de aplicativos.

A exclusdo de um volume aumenta a capacidade livre no pool ou grupo de volumes. Pode selecionar um ou
mais volumes para eliminar.

Antes de comecar

Nos volumes que pretende eliminar, certifique-se do seguinte:

« E feito backup de todos os dados.
* Todas as entradas/saidas (e/S) estao paradas.

» Todos os dispositivos e sistemas de arquivos sdo desmontados.

Sobre esta tarefa
N&ao é possivel eliminar um volume que tenha uma destas condigbes:

* O volume esta a ser inicializado.
* O volume esta reconstruindo.

» O volume faz parte de um grupo de volumes que contém uma unidade que esta passando por uma
operacgao de cdpia.

* O volume esta passando por uma operagao de modificagao, como uma alteragdo do tamanho do
segmento, a menos que o volume esteja agora no status Failed (Falha).
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* O volume esta mantendo qualquer tipo de reserva persistente.

* O volume é um volume de origem ou um volume de destino em um volume de copia que tem um status de
pendente, em andamento ou Falha.

@ A exclusao de um volume causa a perda de todos os dados nesses volumes.
@ Quando um volume excede um determinado tamanho (atualmente 128 TB), a exclusao esta
sendo executada em segundo plano e o espaco livre pode n&do estar imediatamente disponivel.

Passos

1. Selecione armazenamento > volumes.

2. Clique em Excluir.
A caixa de dialogo Excluir volumes é exibida.

3. Selecione um ou mais volumes que pretende eliminar e confirme que pretende executar a operagao.

4. Clique em Excluir.

Resultados

O System Manager executa as seguintes agoes:

« Elimina quaisquer imagens instantaneas, agendas e volumes instantadneos associados.
* Remove quaisquer relacdes de espelhamento.

* Aumenta a capacidade livre no pool ou grupo de volume.

Alterar o limite de capacidade alocado para um volume fino

Para volumes finos capazes de alocar espag¢o sob demanda, vocé pode alterar o limite
que restringe a capacidade alocada a qual um volume fino pode se expandir
automaticamente.

Vocé também pode alterar o ponto percentual no qual um alerta (limite de aviso excedido) é enviado para a
area notificagdes na pagina inicial quando um volume fino estiver proximo do limite de capacidade alocado.
Pode optar por ativar ou desativar esta notificagdo de alerta.

@ Este recurso ndo esta disponivel no sistema de armazenamento EF600 ou EF300.

O sistema expande automaticamente a capacidade alocada com base no limite de capacidade alocado. O
limite de capacidade alocado permite limitar o crescimento automatico do volume fino abaixo da capacidade
reportada. Quando a quantidade de dados gravados se aproxima da capacidade alocada, vocé pode alterar o
limite de capacidade alocada.

Ao alterar o limite de capacidade alocada e o limite de aviso de um volume fino, vocé deve levar em conta o
espago a ser consumido pelos dados do usuario do volume e pelos dados dos servigos de copia.

Passos

1. Selecione armazenamento > volumes.

2. Selecione a guia Thin volume Monitoring.
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E apresentada a vista Thin volume Monitoring (monitorizagéo de volume fino).

3. Selecione o volume fino que deseja alterar e, em seguida, selecione alterar limite.

A caixa de dialogo alterar limite é exibida. A definicado limite de capacidade alocada e limite de aviso para

o volume fino selecionado sdo apresentadas nesta caixa de dialogo.
4. Altere o limite de capacidade alocado e o limite de aviso conforme necessario.

Detalhes do campo

Definigao Descricao

Alterar limite O limite no qual as gravagdes falham, impedindo que o volume fino
capacidade alocada consuma recursos adicionais. Esse limite € uma porcentagem do tamanho
para... da capacidade informada do volume.

Alerta-me quando... Marque a caixa de selec&o se desejar que o sistema gere um alerta
(limiar de aviso) quando um volume fino estiver proximo do limite de capacidade alocado.

O alerta é enviado para a area notificagbes na pagina inicial. Esse limite é
uma porcentagem do tamanho da capacidade informada do volume.

Desmarque a caixa de verificagdo para desativar a notificagao de alerta de
limite de aviso.

5. Clique em Salvar.

Gerir definicoes
Altere as definicoes de um volume

Vocé pode alterar as configuragées de um volume, como nome, atribuicdo de host,
tamanho do segmento, prioridade de modificagao, cache e assim por diante.

Antes de comecar
O volume que pretende alterar esta no estado ideal.

Passos

1. Selecione armazenamento > volumes.

2. Selecione o volume que pretende alterar e, em seguida, selecione Ver/Editar defini¢goes.

A caixa de dialogo Configuragdes de volume é exibida. As definigdes de configuragéo do volume
selecionado sao apresentadas nesta caixa de dialogo.

3. Selecione a guia Basic para alterar o nome do volume e a atribuicdo do host.
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Detalhes do campo

Definigao Descricao

Nome Exibe o nome do volume. Altere 0 nome de um volume quando o nome
atual nao for mais significativo ou aplicavel.

Capacidades Apresenta a capacidade comunicada e alocada para o volume
selecionado.

A capacidade reportada e a capacidade alocada sao as mesmas para
volumes espessos, mas sao diferentes para volumes finos. Para um
volume grosso, o espaco fisicamente alocado € igual ao espago relatado
ao host. Para um volume fino, a capacidade relatada é a capacidade
relatada aos hosts, enquanto a capacidade alocada é a quantidade de
espaco de unidade atualmente alocada para a gravagéo de dados.

Grupo de pool / volume Exibe o nome e o nivel RAID do pool ou grupo de volumes. Indica se o
pool ou grupo de volume é seguro e seguro.

Host Exibe a atribuicdo de volume. Vocé atribui um volume a um host ou cluster
de host para que ele possa ser acessado para operacgdes de €/S. Essa
atribuicdo concede a um host ou cluster de host acesso a um volume
especifico ou a um nimero de volumes em um storage array.

» Assigned to — identifica o cluster de host ou host que tem acesso ao
volume selecionado.

* LUN — Um numero de unidade logica (LUN) € o niumero atribuido ao
espaco de endereco que um host usa para acessar um volume. O
volume é apresentado ao host como capacidade na forma de um LUN.
Cada host tem seu proéprio espago de endereco LUN. Portanto, o
mesmo LUN pode ser usado por diferentes hosts para acessar
diferentes volumes.

Para interfaces NVMe, essa coluna exibe o ID do
namespace. Um namespace € o armazenamento NVM
formatado para acesso a bloco. E analogo a uma

@ unidade l6gica em SCSI, que se relaciona a um volume
no storage array. O ID do namespace ¢é o identificador
exclusivo da controladora NVMe para o namespace e
pode ser definido como um valor entre 1 e 255. E
analogo a um numero de unidade logica (LUN) no SCSI.
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Definigao Descricéao
Identificadores Exibe os identificadores para o volume selecionado.
 * Identificador mundial (WWID)* — Um identificador hexadecimal
exclusivo para o volume.

+ * |dentificador exclusivo estendido (EUI)* — um identificador EUI-64
para o volume.

* Identificador do subsistema (SSID) — o identificador do subsistema
da matriz de armazenamento de um volume.

4. Selecione a guia Avangado para alterar configura¢des adicionais de um volume em um pool ou em um
grupo de volumes.
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Detalhes do campo

Definigao

Informacgdes sobre
aplicagdes e workloads

Definicdes de qualidade
do servico

Propriedade do
controlador

Descricao

Durante a criagao de volume, vocé pode criar workloads especificos da
aplicagao ou outros workloads. Se aplicavel, o nome da carga de trabalho,
o tipo de aplicativo e o tipo de volume seréo exibidos para o volume
selecionado.

Vocé pode alterar o nome da carga de trabalho, se desejado.

Disable permanentemente data Assurance — esta configuragao
aparece somente se o volume estiver habilitado para Data Assurance
(DA). O DA verifica e corrige erros que podem ocorrer a medida que os
dados sao transferidos através dos controladores para as unidades. Utilize
esta opc¢do para desativar permanentemente DA no volume selecionado.
Quando desativado, ndo é possivel reativar DA neste volume.

Ativar verificagdo de redundancia de pré-leitura— esta definigdo
aparece apenas se o0 volume for um volume espesso. As verificagdes de
redundancia de pré-leitura determinam se os dados em um volume séo
consistentes sempre que uma leitura é executada. Um volume que tenha
esse recurso ativado retorna erros de leitura se os dados forem
determinados como inconsistentes pelo firmware do controlador.

Define o controlador que € designado para ser o controlador proprietario,
ou principal, do volume.

A propriedade do controlador € muito importante e deve ser planejada
cuidadosamente. Os controladores devem ser balanceados o mais
proximo possivel para e/S totais.



Definigao Descricéao

Dimensionamento do Mostra a definicdo para o dimensionamento de segmentos, que aparece
segmento apenas para volumes num grupo de volumes. Vocé pode alterar o
tamanho do segmento para otimizar o desempenho.

 Transigbes permitidas de tamanho de segmento* — o System Manager
determina as transigdes de tamanho de segmento permitidas. Os
tamanhos de segmento que sdo transi¢cdes inadequadas do tamanho
de segmento atual n&do estao disponiveis na lista suspensa. As
transi¢des permitidas geralmente sdo o dobro ou metade do tamanho
atual do segmento. Por exemplo, se o tamanho atual do segmento de
volume for 32 KiB, um novo tamanho de segmento de volume de 16
KiB ou 64 KiB sera permitido.

Volumes habilitados para cache SSD — vocé pode especificar um
tamanho de segmento de 4 KiB para volumes habilitados para cache SSD.
Certifique-se de selecionar o tamanho de segmento de 4 KiB apenas para
volumes habilitados para cache SSD que lidam com operacdes de e/S de
bloco pequeno (por exemplo, tamanhos de bloco de e/S KiB 16 ou
menores). O desempenho pode ser afetado se vocé selecionar 4 KiB
como o tamanho do segmento para volumes habilitados para cache SSD
que lidam com operagbes sequenciais de blocos grandes.

Quantidade de tempo para alterar o tamanho do segmento —a
quantidade de tempo para alterar o tamanho do segmento de um volume
depende dessas variaveis:

» A carga de e/S do host

* A prioridade de modificagdo do volume

* O numero de unidades no grupo de volumes

* O numero de canais da unidade

» A capacidade de processamento das controladoras de storage array
quando vocé altera o tamanho de segmento de um volume, a
performance de e/S é afetada, mas seus dados permanecem

disponiveis.
Prioridade de Mostra a definicdo de prioridade de modificacéo, que s6 aparece para
modificagéo volumes num grupo de volumes.

A prioridade de modificagdo define quanto tempo de processamento &
alocado para operagdes de modificagdo de volume em relagéo ao
desempenho do sistema. Vocé pode aumentar a prioridade de modificacéo
de volume, embora isso possa afetar o desempenho do sistema.

Mova as barras deslizantes para selecionar um nivel de prioridade.
Taxas de prioridade de modificagao — a taxa de prioridade mais baixa
beneficia o desempenho do sistema, mas a operacéo de modificacéo

demora mais tempo. A taxa de prioridade mais alta beneficia a operagao
de modificagdo, mas o desempenho do sistema pode estar comprometido.
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Definigao
Armazenamento em
cache

Cache SSD

5. Clique em Salvar.

Depois de terminar

Descrigédo

Mostra a configuragdo de armazenamento em cache, que pode ser
alterada para afetar o desempenho geral de /S de um volume.

@ Este recurso nao esta disponivel no sistema de
armazenamento EF600 ou EF300.

Mostra a configuragdo cache SSD, que pode ser ativada em volumes
compativeis como forma de melhorar o desempenho somente leitura. Os
volumes sdo compativeis se compartilharem os mesmos recursos de
seguranca de unidade e garantia de dados.

O recurso cache SSD usa um unico ou varios discos de estado soélido
(SSDs) para implementar um cache de leitura. O desempenho da
aplicacao é aprimorado devido aos tempos de leitura mais rapidos para
SSDs. Como o cache de leitura esta no storage array, o armazenamento
em cache é compartilhado em todos os aplicativos que usam o storage
array. Basta selecionar o volume que vocé deseja armazenar em cache e,
em seguida, o armazenamento em cache é automatico e dinamico.

O System Manager altera as definicbes do volume com base nas suas selegoes.

Selecione Home > View Operations in Progress (Ver operagdes em curso) para ver o progresso das
operagdes de alteracédo atualmente em execugao para o volume selecionado.

Altere as configuragdes da carga de trabalho

Vocé pode alterar o nome de uma carga de trabalho e exibir seu tipo de aplicativo
associado. Altere o nome de uma carga de trabalho quando o nome atual ndo for mais

significativo ou aplicavel.

Passos

1.
2.

5. Clique em Salvar.

134

Selecione armazenamento > volumes.

Selecione a guia aplicativos e cargas de trabalho.

A exibigédo aplicagdes e cargas de trabalho é exibida.

. Selecione a carga de trabalho que vocé deseja alterar e selecione Exibir/Editar configuragoes.
A caixa de dialogo Configuracdes de aplicativos e cargas de trabalho é exibida.

. Opcional: altere o nome fornecido pelo usuario da carga de trabalho.



Altere as configuracoes de cache para um volume

Vocé pode alterar as configuracdes de cache de leitura e cache de gravacao para afetar
o desempenho geral de e/S de um volume.

Sobre esta tarefa
Mantenha estas diretrizes em mente quando vocé alterar as configuragées de cache para um volume:

* Depois de abrir a caixa de dialogo alterar configuragbes de cache, vocé pode ver um icone exibido ao lado
das propriedades de cache selecionadas. Este icone indica que o controlador suspendeu
temporariamente as operacdes de armazenamento em cache.

Esta acdo pode ocorrer quando uma nova bateria esta sendo carregada, quando um controlador foi
removido ou se uma incompatibilidade nos tamanhos de cache tiver sido detetada pelo controlador.
Depois que a condigao for desmarcada, as propriedades de cache selecionadas na caixa de dialogo ficam
ativas. Se as propriedades de cache selecionadas nao estiverem ativas, entre em Contato com o suporte
técnico.

* Vocé pode alterar as configuragdes de cache para um Unico volume ou para varios volumes em uma
matriz de armazenamento. Vocé pode alterar as configuragdes de cache para todos os volumes padrédo ou
todos os volumes finos ao mesmo tempo.

Passos

1. Selecione armazenamento > volumes.

2. Selecione qualquer volume e, em seguida, selecione mais > alterar definigbes de cache.

A caixa de dialogo alterar configuragcdes de cache é exibida. Todos os volumes na matriz de
armazenamento aparecem nesta caixa de dialogo.

3. Selecione a guia Basic para alterar as configuragbes de armazenamento em cache de leitura e
armazenamento em cache de gravacgao.

Detalhes do campo

Definigao de cache Descricéao

Leia o Cache O cache de leitura € um buffer que armazena dados que foram lidos das
unidades. Os dados para uma operagao de leitura podem ja estar no
cache de uma operagédo anterior, o que elimina a necessidade de acessar
as unidades. Os dados permanecem no cache de leitura até que sejam
lavados.

Gravar cache O cache de gravagao é um buffer que armazena dados do host que ainda
nao foram gravados nas unidades. Os dados permanecem no cache de
gravagao até que sejam gravados nas unidades. O armazenamento em
cache de gravagao pode aumentar a performance de e/S.

@ O cache é automaticamente lavado apos o Write caching
estar desativado para um volume.
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4. Selecione a guia Avangado para alterar as configuragées avangadas para volumes espessos. As
configuragbes avangadas de cache estao disponiveis apenas para volumes espessos.
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Detalhes do campo

Definigdo de cache

Pré-gravacao de Cache
de leitura dindmica

Escreva a cache sem
baterias

Escrever cache com
espelhamento

Descricao

A pré-busca de leitura de cache dindmico permite que o controlador copie
blocos de dados sequenciais adicionais para o cache enquanto ele esta
lendo blocos de dados de uma unidade para o cache. Esse
armazenamento em cache aumenta a chance de que futuras solicitagdes
de dados possam ser preenchidas a partir do cache. A pré-busca de
leitura de cache dinamico € importante para aplicativos Multimidia que
usam e/S sequenciais A taxa e a quantidade de dados pré-obtidos no
cache sao auto-ajustaveis com base na taxa e no tamanho da solicitagao
das leituras do host. O acesso aleatério ndo faz com que os dados sejam
pré-obtidos no cache. Este recurso ndo se aplica quando o
armazenamento em cache de leitura esta desativado.

Para um volume fino, a pré-busca de leitura de cache dindmico é sempre
desativada e ndo pode ser alterada.

A configuragcéo de armazenamento de gravagdo sem baterias permite que
0 armazenamento em cache continue, mesmo quando as baterias
estiverem em falta, falharem, descarregadas completamente ou néo
estiverem totalmente carregadas. Normalmente, a escolha do
armazenamento em cache sem baterias n&o € recomendada, pois os
dados podem ser perdidos se perder energia. Normalmente, o
armazenamento em cache de gravagao é desligado temporariamente pelo
controlador até que as baterias sejam carregadas ou uma bateria com
falha seja substituida.

* Possivel perda de dados * - se vocé selecionar esta opcao
e nao tiver uma fonte de alimentacao universal para

@ protecéo, vocé pode perder dados. Além disso, vocé pode
perder dados se néo tiver baterias do controlador e ativar a
opg¢ao armazenamento em cache sem baterias.

Esta configuragao estara disponivel somente se vocé tiver habilitado o
armazenamento em cache de gravagao. Esta definicdo nao esta
disponivel para volumes finos.

O cache de gravagao com espelhamento ocorre quando os dados
gravados na memoria de cache de um controlador também séo gravados
na memoria de cache do outro controlador. Portanto, se um controlador
falhar, o outro pode concluir todas as operag¢des de gravagao pendentes.
O espelhamento do cache de gravagao estara disponivel somente se o
armazenamento em cache de gravacgao estiver habilitado e duas
controladoras estiverem presentes. O armazenamento em cache de
gravacao com espelhamento é a configuragdo padrao na criagédo de
volume.

Esta configuragao estara disponivel somente se vocé tiver habilitado o
armazenamento em cache de gravagao. Esta definicdo ndo esta
disponivel para volumes finos.
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5. Clique em Salvar para alterar as configura¢des de cache.

Alterar as definigoes de digitalizagao de multimédia para um volume

Uma verificacdo de Midia € uma operacdo em segundo plano que verifica todos os
dados e informacgdes de redundancia no volume. Utilize esta opcéo para ativar ou
desativar as definicdes de digitalizacdo de multimédia para um ou mais volumes ou para
alterar a duracao da digitalizacao.

Antes de comegar
Entenda o seguinte:

 As digitalizagées multimédia sdo executadas continuamente a uma taxa constante, com base na
capacidade a digitalizar e na duragéo da digitalizag&o. As digitalizagées em segundo plano podem ser
temporariamente suspensas por uma tarefa de fundo de prioridade mais elevada (por exemplo,
reconstru¢do), mas serao retomadas com a mesma taxa constante.

* Um volume s6 ¢ lido quando a opgéo de digitalizacdo de material esta ativada para a matriz de
armazenamento e para esse volume. Se a verificagdo de redundancia também estiver ativada para esse
volume, as informagdes de redundancia no volume seréo verificadas quanto a consisténcia com os dados,
desde que o volume tenha redundancia. A verificagado de Midia com verificagao de redundéancia é ativada
por padrdo para cada volume quando é criado.

» Se for encontrado um erro de meio irrecuperavel durante a verificagao, os dados serao reparados usando
informagdes de redundancia, se disponiveis.

Por exemplo, as informagdes de redundancia estdo disponiveis em volumes RAID 5 ideais ou em volumes
RAID 6 ideais ou que s6 tém uma unidade com falha. Se o erro irrecuperavel nao puder ser reparado
usando informagdes de redundancia, o bloco de dados sera adicionado ao log de setor ilegivel. Os erros
de meio corrigiveis e incorrigiveis sao reportados ao log de eventos.

Se a verificagdo de redundancia encontrar uma inconsisténcia entre os dados e as informacdes de
redundancia, ela sera reportada ao log de eventos.

Sobre esta tarefa

As digitalizagdes de Midia detetam e reparam erros de Midia em blocos de disco que sao raramente lidos por
aplicativos. Isso pode impedir a perda de dados em caso de falha de unidade, uma vez que os dados para
unidades com falha sao reconstruidos usando informag¢des de redundancia e dados de outras unidades no
grupo de volumes ou pool.

Vocé pode executar as seguintes agdes:

« Ative ou desative digitalizagées de Midia em segundo plano para toda a matriz de armazenamento
 Altere a duracao da digitalizacéo para toda a matriz de armazenamento
+ Ative ou desative a digitalizagdo de multimédia para um ou mais volumes

« Ative ou desative a verificagdo de redundancia para um ou mais volumes

Passos

1. Selecione armazenamento > volumes.

2. Selecione qualquer volume e, em seguida, selecione mais > alterar definigcdes de digitalizagio de
multimédia.
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E apresentada a caixa de dialogo alterar as definicdes de digitalizacdo de multimédia da unidade. Todos
os volumes na matriz de armazenamento aparecem nesta caixa de dialogo.

3. Para ativar a digitalizagdo de material, selecione a caixa de verificagao Digitalizar material ao longo de...

A caixa de verificagdo desativar a digitalizagdo de multimédia suspende todas as definicdes de
digitalizagao de multimédia.
4. Especifique o numero de dias durante os quais pretende que a digitalizagdo de material seja executada.
5. Selecione a caixa de verificacdo Media Scan para cada volume em que pretende efetuar uma
digitalizacdo de multimédia.

O System Manager ativa a opgao Verificagdo de redundancia para cada volume no qual vocé escolhe
executar uma digitalizagao de Midia. Se houver volumes individuais para os quais vocé nao deseja
executar uma verificagdo de redundancia, desmarque a caixa de selegéo Verificagado de redundancia.

6. Clique em Salvar.

O Gestor do sistema aplica alteragoes as verificagdes de multimédia em segundo plano com base na sua
selegao.

Use servigos de copia

Visao geral do volume de coépia

A funcao volume de cépia permite criar uma cépia pontual de um volume criando dois
volumes separados, o volume de origem e o0 volume de destino, na mesma matriz de
armazenamento.

Esta funcéo executa uma copia byte por byte do volume de origem para o volume de destino, tornando os
dados no volume de destino idénticos aos dados no volume de origem.

Copia de dados para maior acesso

A medida que os requisitos de storage para uma alteragéo de volume, vocé pode usar a fungédo Copiar volume
para copiar dados de pools ou grupos de volumes que usam unidades de capacidade menor para pools ou
grupos de volumes que usam unidades de capacidade maior. Por exemplo, vocé pode usar a fungao volume
de copia para fazer o seguinte:

* Mover dados para unidades maiores.

* Mude para unidades com uma taxa de transferéncia de dados mais alta.

* Mudanga para unidades que usam novas tecnologias para obter maior desempenho.

* Altere um volume fino para um volume grosso.

Altere um volume fino para um volume grosso

Se vocé quiser alterar um volume fino para um volume espesso, use a operagao volume de copia para criar
uma copia do volume fino. O destino de uma operagao de volume de cépia € sempre um volume grosso.
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@ O System Manager nao oferece uma opgao para criar thin volumes. Se vocé quiser criar
volumes finos, use a interface de linha de comando (CLI).

Dados de backup

A funcao volume de copia permite fazer backup de um volume copiando dados de um volume para outro
volume na mesma matriz de armazenamento. Vocé pode usar o volume de destino como um backup para o
volume de origem, para teste do sistema ou para fazer backup em outro dispositivo, como uma unidade de
fita.

Restaure os dados do volume do Snapshot para o volume base

Se precisar restaurar dados para o volume base do volume instantaneo associado, use a fungéo Copiar
volume para copiar dados do volume instantadneo para o volume base. Vocé pode criar uma copia de volume
dos dados no volume instantaneo e, em seguida, copiar os dados para o volume base.

Volumes de origem e destino

A tabela a seguir especifica os tipos de volumes que podem ser usados para volumes de origem e destino
com a fungao volume de cépia.

Tipo de volume Volume off-line de cépia Volume de origem de Volume alvo online e
de volume de origem copia de volume on-line offline

Volume grossoemuma  Sim Sim Sim

piscina

Volume grosso em um Sim Sim Sim

grupo de volume

Volume fino Sim Sim Nao
Volume do Snapshot Sim, 1 Nao Nao
Volume de base do Sim Nao Nao
Snapshot

Volume primario do Sim, 2 Nao Sim

espelho remoto

1 ndo é possivel usar a copia do volume instantédneo até que a operagao de cépia online seja concluida.

2 se o volume de origem for um volume primario, a capacidade do volume de destino deve ser igual ou
superior a capacidade utilizavel do volume de origem.

Tipos de operagoes de volume de copia

Vocé pode executar uma operacéao offline Copy volume ou uma operacao online Copy
volume. Uma operagao off-line I1&é os dados de um volume de origem e 0s copia para um
volume de destino. Uma operagao on-line usa um volume snapshot como origem e copia
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seus dados em um volume de destino.

Para garantir a integridade dos dados, toda a atividade de e/S para o volume de destino é suspensa durante
qualquer tipo de operagao de volume de copia. Esta suspensao ocorre porque o estado dos dados no volume
alvo é inconsistente até que o procedimento esteja concluido.

As operacdes de volume de copia offline e online sao descritas abaixo.

Operacao de volume de cépia offline

A relacao volume de copia offline esta entre um volume de origem e um volume de destino. Uma copia off-line
Ié€ os dados do volume de origem e os copia para um volume de destino, enquanto suspende todas as
atualizagbes para o volume de origem com a cépia em andamento. Todas as atualizagdes do volume de
origem sao suspensas para evitar que inconsisténcias cronoldgicas sejam criadas no volume de destino.

O que vocé precisa saber sobre operagoes de coépia offline

Solicitagdes de leitura e » Os volumes de origem que estao participando de uma copia offline estao
gravagao disponiveis para atividade de e/S somente leitura enquanto uma operagao
volume de copia tem um status de em andamento ou pendente.

As solicitagdes de gravagao séo permitidas apos a concluséo da coépia offline.

Para evitar mensagens de erro protegidas por gravagéo, nao acesse um
volume de origem que esteja participando de uma operacéo de volume de
copia com um status de em andamento.

Sistema de arquivos * Se o volume de origem tiver sido formatado com um sistema de arquivos

journaling journaling, qualquer tentativa de emitir uma solicitagéo de leitura para o
volume de origem pode ser rejeitada pelos controladores do storage array e
uma mensagem de erro pode aparecer.

O driver do sistema de arquivos journaling emite uma solicitagdo de gravagao
antes de tentar emitir a solicitagao de leitura. O controlador rejeita a
solicitagdo de gravagéo e a solicitagao de leitura pode nao ser emitida devido
a solicitacao de gravacao rejeitada. Essa condigdo pode resultar na exibigéo
de uma mensagem de erro, que indica que o volume de origem esta
protegido contra gravagao.

Para evitar que esse problema ocorra, ndo tente acessar um volume de
origem que esteja participando de uma cépia off-line enquanto a operagao
volume de cépia tiver um status de em andamento.

Operacao de volume de cépia online

A relacao de volume de cépia on-line é entre um volume instantaneo e um volume de destino. Vocé pode
iniciar uma operacgéo volume de copia enquanto o volume de origem estiver on-line e disponivel para
gravacgoOes de dados. Esta funcao é obtida criando um instantaneo do volume e usando o instantdneo como o
volume de origem real para a copia.

Quando vocé inicia uma operagéo volume de copia para um volume de origem, o System Manager cria uma
imagem instantdnea do volume base e uma relagao de copia entre a imagem instantanea do volume base e
um volume de destino. Usar a imagem instantdnea como o volume de origem permite que a matriz de
armazenamento continue a gravar no volume de origem enquanto a copia esta em andamento.

Durante uma operacgéao de cépia online, ocorre um impactos no desempenho devido ao procedimento copy-
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on-write. Apos a conclusao da cépia on-line, o desempenho do volume base é restaurado.

O que vocé precisa saber sobre operagoes de coépia online

Que tipo de volumes
podem ser usados?

Performance de volume
base

Tipos de volumes criados

Volume de capacidade
reservada

Volume de cépia

* O volume para o qual a imagem pontual é criada é conhecido como volume
base e deve ser um volume padrdao ou um volume fino na matriz de
armazenamento.

* Um volume de destino pode ser um volume padrdo em um grupo de volumes
ou um volume padrao em um pool. Um volume de destino ndao pode ser um
volume fino ou um volume base num grupo de instantaneos.

* Vocé pode usar a fungao volume de copia on-line para copiar dados de um
volume fino para um volume padrdo em um pool que reside no mesmo
storage array. Mas vocé nao pode usar a fungdo volume de cépia para copiar
dados de um volume padrao para um volume fino.

» Se o volume instantaneo usado como fonte de cépia estiver ativo, o
desempenho do volume base sera degradado devido a operagdes de cdpia
na gravagao. Quando a copia estiver concluida, o instantaneo é desativado e
o desempenho do volume base é restaurado. Embora o snapshot esteja
desativado, o volume de capacidade reservada e a relagdo de copia
permanecem intactos.

* Um volume snapshot e um volume de capacidade reservada sao criados
durante a operacao de cdpia on-line.

* O volume instantaneo ndo é um volume real que contém dados; em vez
disso, € uma referéncia aos dados contidos em um volume em um momento
especifico.

» Para cada snapshot que é capturado, um volume de capacidade reservada é
criado para armazenar os dados do snapshot. O volume de capacidade
reservada é utilizado apenas para gerir a imagem instantanea.

* Antes que um bloco de dados no volume de origem seja modificado, o
conteudo do bloco a ser modificado é copiado para o volume de capacidade
reservada para a conservacgao.

« Como o volume de capacidade reservada armazena copias dos dados
originais nesses blocos de dados, outras alteragdes nesses blocos de dados
gravam apenas no volume de origem.

» A operacao de copia on-line usa menos espaco em disco do que uma copia
fisica completa porque os Unicos blocos de dados armazenados no volume
de capacidade reservada sdo aqueles que foram alterados desde o momento
do snapshot.

Vocé pode copiar dados de um volume para outro volume no mesmo storage array e
criar uma duplicata (clone) fisica de um volume de origem.

Antes de comecgar

» Todas as atividades de e/S para o volume de origem e o volume de destino devem ser interrompidas.
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» Todos os sistemas de arquivos no volume de origem e no volume de destino devem ser desmontados.
» Se vocé ja usou o volume de destino em uma operagao de volume de copia antes, ndo precisara mais
desses dados ou que fez backup dos dados.

Sobre esta tarefa

O volume de origem é o volume que aceita e/S de host e armazena dados de aplicativos. Quando um volume
de cdpia € iniciado, os dados do volume de origem sdo copiados na sua totalidade para o volume de destino.

O volume de destino € um volume padrao que mantém uma cépia dos dados do volume de origem. O volume
de destino é idéntico ao volume de origem apds a conclusao da operagéo volume de copia. O volume de
destino deve ter a mesma capacidade ou maior que o volume de origem; no entanto, ele pode ter um nivel
RAID diferente.

Mais sobre cépias online e offline

Cépia online

Uma cépia on-line cria uma cépia pontual de qualquer volume dentro de um storage array, enquanto
ainda é possivel gravar no volume com a cépia em andamento. Esta fungao € obtida criando um
instantadneo do volume e usando o instantdneo como o volume de origem real para a cépia. O volume
para o qual a imagem pontual é criada é conhecido como volume base e pode ser um volume padrédo ou
um volume fino na matriz de armazenamento.

» Copia off-line*
Uma copia off-line I&é os dados do volume de origem e os copia para um volume de destino, enquanto
suspende todas as atualizagbes para o volume de origem com a copia em andamento. Todas as
atualizagbes do volume de origem sao suspensas para evitar que inconsisténcias cronoldgicas sejam

criadas no volume de destino. A relagdo de cépia de volume off-line esta entre um volume de origem e
um volume de destino.

@ Uma operacéao de volume de copia substitui os dados no volume de destino e falha em todos os
volumes de snapshot associados ao volume de destino, se houver algum.

Passos
1. Selecione armazenamento > volumes.

2. Selecione o volume que pretende utilizar como origem para a operagao volume de cépia e, em seguida,
selecione Servigos de copia > volume de copia.

A caixa de dialogo Copiar volume-Selecionar destino é exibida.
3. Selecione o volume de destino para o qual deseja copiar os dados.
A tabela mostrada nesta caixa de didlogo lista todos os volumes de destino elegiveis.
4. Use a barra deslizante para definir a prioridade de copia para a operagéo volume de copia.

A prioridade de copia determina quanto dos recursos do sistema sdo usados para concluir a operagao
volume de copia em comparagao com as solicitagbes de e/S de servigo.
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Mais sobre as taxas de prioridade de cépia

Existem cinco taxas de prioridade de copia:

> Mais baixo

o Baixo

o Média

o Alta

> Mais alto
Se a prioridade de copia estiver definida para a taxa mais baixa, a atividade de e/S sera priorizada e
a operacao volume de copia demorara mais tempo. Se a prioridade de cépia estiver definida para a

taxa mais alta, a operagao volume de copia sera priorizada, mas a atividade de e/S para o storage
array pode ser afetada.

5. Selecione se pretende criar uma copia online ou uma copia offline. Para criar uma copia on-line, marque a
caixa de selegdo manter o volume de origem on-line durante a operagao de cépia.

6. Execute um dos seguintes procedimentos:

o Para executar uma operagao de copia online, clique em Next para continuar para a caixa de dialogo
Reserve Capacity.

o Para executar uma operacao de copia offline, clique em Finish para iniciar a copia offline.
7. Se vocé optar por criar uma copia on-line, defina a capacidade reservada necessaria para armazenar
dados e outras informacgdes para a copia on-line e clique em concluir para iniciar a cépia on-line.

A tabela de candidatos ao volume exibe apenas os candidatos que suportam a capacidade reservada
especificada. A capacidade reservada é a capacidade alocada fisica usada para qualquer operacao de
servigo de copia e objeto de storage. Nao é diretamente legivel pelo host.

Alocar a capacidade reservada usando as seguintes diretrizes:

> A configuragéo padrao para capacidade reservada é de 40% da capacidade do volume base e,
geralmente, essa capacidade é suficiente.

> A capacidade reservada, no entanto, varia dependendo do numero de alteragdes nos dados originais.
Quanto mais tempo um objeto de storage estiver ativo, maior a capacidade reservada.

Resultados

O System Manager copia todos os dados do volume de origem para o volume de destino. Apés a conclusao
da operagao volume de cépia, o volume de destino torna-se automaticamente somente leitura para os hosts.

Depois de terminar

Selecione Home > View Operations in Progress (Ver operagdes em curso) para ver o progresso da operagao
Copy volume (volume de copia). Esta operagao pode ser demorada e pode afetar o desempenho do sistema.

Tome medidas numa operagao de volume de cépia

E possivel exibir uma operacéo de volume de copia em andamento e parar, alterar
prioridade, recopiar ou limpar uma operacao de volume de copia.

Passos
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1. Selecione Home > View Operations in Progress (Ver operagdes em curso).

A caixa de dialogo operagbes em andamento é exibida.

2. Localize a operacgao volume de copia na qual vocé deseja executar a acéo e clique no link na coluna
agoes para executar uma das seguintes acgdes.

Leia todo o texto cautelar fornecido nos dialogos, particularmente ao parar uma operagao.

Acgao

Parar

Alterar prioridade

Volte a copiar

Limpar

FAQs

O que é um volume?

Descrigédo

Vocé pode parar uma operacéo de volume de copia enquanto a operagao tiver
um status de em andamento, pendente ou Falha.

Quando o volume de copia € interrompido, todos os hosts mapeados tém
acesso de gravagao ao volume de origem. Se os dados forem gravados no
volume de origem, os dados no volume de destino ndo correspondem mais
aos dados no volume de origem.

Vocé pode alterar a prioridade de uma operagao volume de cépia enquanto a
operagao tiver um status de em andamento para selecionar a taxa na qual
uma operagao volume de copia € concluida.

Pode voltar a copiar um volume quando tiver parado uma operagao de volume
de copia e pretender inicia-lo novamente ou quando uma operacao de volume
de copia tiver falhado ou interrompido. A operagao volume de copia comeca a
partir do inicio.

A acao de recopia substitui os dados existentes no volume de destino e falha
em todos os volumes snapshot associados ao volume de destino, se houver
algum.

Vocé pode remover a operacao volume de copia enquanto a operagao tiver
um status de em andamento, pendente ou Falha.

@ Certifique-se de que pretende efetuar esta operacao antes de
selecionar Clear. Nao ha didlogo de confirmacgao.

Um volume é um contéiner no qual aplicativos, bancos de dados e sistemas de arquivos
armazenam dados. E o componente logico criado para que o host acesse o storage no

storage array.

Um volume é criado a partir da capacidade disponivel em um pool ou em um grupo de volumes. Um volume
tem uma capacidade definida. Embora um volume possa consistir em mais de uma unidade, um volume
aparece como um componente légico para o host.
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Por que estou vendo um erro de superalocagao de capacidade quando tenho capacidade livre
suficiente em um grupo de volumes para criar volumes?

O grupo de volume selecionado pode ter uma ou mais areas de capacidade livre. Uma
area de capacidade livre € a capacidade livre que pode resultar da exclusdo de um
volume ou da nao utilizagao de toda a capacidade livre disponivel durante a criagao do
volume.

Quando vocé cria um volume em um grupo de volumes que tenha uma ou mais areas de capacidade livre, a
capacidade do volume € limitada a maior area de capacidade livre nesse grupo de volumes. Por exemplo, se
um grupo de volume tiver um total de 15 GiB de capacidade livre, e a maior area de capacidade livre for de 10
GiB, o maior volume que vocé pode criar é de 10 GiB.

Se um grupo de volume tiver areas de capacidade livre, o grafico de grupo de volume contém um link
indicando o numero de areas de capacidade livre existentes. Selecione o link para exibir um pop-over que
indica a capacidade de cada area.

Ao consolidar a capacidade gratuita, vocé pode criar volumes adicionais a partir da quantidade maxima de
capacidade livre em um grupo de volumes. Vocé pode consolidar a capacidade livre existente em um grupo de
volumes selecionado usando um dos seguintes métodos:

* Quando é detetada pelo menos uma area de capacidade livre para um grupo de volumes, a
recomendagéao "consolidar capacidade livre" aparece na pagina inicial na area de notificacdo. Clique no
link consolidar capacidade livre para iniciar a caixa de dialogo.

* Vocé também pode selecionar pools e grupos de volume » tarefas incomuns > consolidar capacidade
livre do grupo de volume para iniciar a caixa de dialogo.

Se vocé quiser usar uma area de capacidade livre especifica em vez da maior area de capacidade livre, use a
interface de linha de comando (CLI).

Como minha carga de trabalho selecionada afeta a criacdo de volume?

Durante a criacéo de volume, vocé sera solicitado a fornecer informagdes sobre o uso de
uma carga de trabalho. O sistema usa essas informagdes para criar uma configuracéo
de volume ideal para vocé, que pode ser editada conforme necessario. Opcionalmente,
vocé pode pular esta etapa na sequéncia de criagdo de volume.

Um workload € um objeto de storage compativel com uma aplicagdo. Vocé pode definir uma ou mais cargas
de trabalho ou instancias por aplicagdo. Para alguns aplicativos, o sistema configura a carga de trabalho para
conter volumes com carateristicas de volume subjacentes semelhantes. Essas caracteristicas de volume s&o
otimizadas com base no tipo de aplicagdo compativel com o workload. Por exemplo, se vocé criar uma carga
de trabalho que suporte um aplicativo Microsoft SQL Server e, posteriormente, criar volumes para essa carga
de trabalho, as carateristicas de volume subjacentes serao otimizadas para oferecer suporte ao Microsoft SQL
Server.

» Especifico do aplicativo — quando vocé esta criando volumes usando uma carga de trabalho especifica
do aplicativo, o sistema pode recomendar uma configuragdo de volume otimizada para minimizar a
contengéo entre e/S da carga de trabalho do aplicativo e outro trafego da instancia do aplicativo. As
caracteristicas de volume, como tipo de e/S, tamanho do segmento, propriedade da controladora e cache
de leitura e gravacgéao, sdo automaticamente recomendadas e otimizadas para cargas de trabalho criadas
para os seguintes tipos de aplicativos.

o Microsoft SQL Server
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> Microsoft Exchange Server
o Aplicacbes de videovigilancia

o VMware ESXi (para volumes a serem usados com o Virtual Machine File System)

Vocé pode revisar a configuragdo de volume recomendada e editar, adicionar ou excluir os volumes e
carateristicas recomendados pelo sistema usando a caixa de dialogo Adicionar/Editar volumes.

« Outros (ou aplicativos sem suporte especifico para criagdo de volume) — outras cargas de trabalho usam
uma configuragéo de volume que vocé deve especificar manualmente quando deseja criar uma carga de
trabalho que nao esteja associada a um aplicativo especifico ou se nao houver otimizagao integrada para
o aplicativo que vocé pretende usar no storage array. Vocé deve especificar manualmente a configuragao
do volume usando a caixa de dialogo Adicionar/Editar volumes.

Por que esses volumes nédo estdo associados a uma carga de trabalho?

Os volumes n&o sio associados a uma carga de trabalho se tiverem sido criados usando
a interface de linha de comando (CLI) ou se tiverem sido migrados
(importados/exportados) de um storage array diferente.

Por que nao consigo excluir a carga de trabalho selecionada?

Essa carga de trabalho consiste em um grupo de volumes que foram criados usando a
interface de linha de comando (CLI) ou migrados (importados/exportados) de um storage
array diferente. Como resultado, os volumes dessa carga de trabalho ndo sao
associados a uma carga de trabalho especifica da aplicagao, portanto, a carga de
trabalho ndo pode ser excluida.

Como os workloads especificos da aplicagao me ajudam a gerenciar meu storage array?

As caracteristicas de volume do workload especifico do aplicativo determinam como a
carga de trabalho interage com os componentes do storage array e ajudam a determinar
a performance do ambiente em uma determinada configuragao.

Um aplicativo € um software como o SQL Server ou o Exchange. Vocé define um ou mais workloads para dar
suporte a cada aplicagédo. Para alguns aplicativos, o sistema recomenda automaticamente uma configuragao
de volume que otimiza o armazenamento. Carateristicas como tipo de e/S, tamanho do segmento,
propriedade do controlador e cache de leitura e gravagao estéo incluidas na configuragdo do volume.

Como o fornecimento dessas informagodes ajuda a criar armazenamento?

As informacdes da carga de trabalho sdo usadas para otimizar as carateristicas do
volume, como tipo de e/S, tamanho do segmento e cache de leitura/gravacéo para a
carga de trabalho selecionada. Essas caracteristicas otimizadas determinam como sua
carga de trabalho interage com os componentes do storage array.

Com base nas informacgdes de carga de trabalho fornecidas, o System Manager cria os volumes apropriados e
os coloca nos pools ou grupos de volumes disponiveis atualmente no sistema. O sistema cria os volumes e
otimiza suas caracteristicas com base nas praticas recomendadas atuais para o workload selecionado.

Antes de concluir a criagao de volumes para uma determinada carga de trabalho, vocé pode revisar a
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configuragéo de volume recomendada e editar, adicionar ou excluir os volumes e as carateristicas
recomendadas pelo sistema usando a caixa de dialogo Adicionar/Editar volumes.

Consulte a documentacao especifica da aplicagdo para obter informacdes sobre as melhores praticas.

O que eu preciso fazer para reconhecer a capacidade expandida?

Se vocé aumentar a capacidade de um volume, o host pode nao reconhecer
imediatamente o aumento da capacidade do volume.

A maioria dos sistemas operacionais reconhece a capacidade de volume expandida e se expande
automaticamente apds a expansao de volume ser iniciada. No entanto, alguns podem ndo. Se o sistema
operacional ndo reconhecer automaticamente a capacidade de volume expandido, talvez seja necessario
realizar uma nova digitalizagao ou reinicializagéo do disco.

Depois de expandir a capacidade do volume, vocé deve aumentar manualmente o tamanho do sistema de
arquivos para corresponder. A forma como vocé faz isso depende do sistema de arquivos que vocé esta
usando.

Consulte a documentacao do sistema operacional do host para obter detalhes adicionais.

Por que nao vejo todos os meus pools e/ou grupos de volume?

Qualquer pool ou grupo de volume para o qual vocé nao pode mover o volume néo é
exibido na lista.

Pools ou grupos de volumes nao sao elegiveis por nenhum dos seguintes motivos:

* Os recursos de garantia de dados (DA) de um pool ou grupo de volumes nao correspondem.
* Um pool ou grupo de volume esta em um estado nao ideal.

» A capacidade de um pool ou grupo de volume é muito pequena.

O que é o tamanho do segmento?

Um segmento € a quantidade de dados em kilobytes (KiB) que é armazenada em uma

unidade antes que a matriz de armazenamento se mova para a proxima unidade na faixa

(grupo RAID). O tamanho do segmento aplica-se apenas a grupos de volume, ndo a
pools.

O tamanho do segmento é definido pelo nimero de blocos de dados que contém. Ao determinar o tamanho
do segmento, vocé deve saber que tipo de dados vocé armazenara em um volume. Se um aplicativo
normalmente usa pequenas leituras e gravagoes aleatérias (IOPS), um tamanho de segmento menor

normalmente funciona melhor. Como alternativa, se o aplicativo tiver leituras e gravagdes sequenciais grandes

(throughput), um tamanho de segmento grande geralmente é melhor.

Se um aplicativo usa pequenas leituras e gravagodes aleatdrias ou grandes leituras e gravagdes sequenciais, 0
storage array tem melhor desempenho se o tamanho do segmento for maior do que o tamanho tipico de bloco

de dados. Isso normalmente torna mais facil e rapido para as unidades acessarem os dados, o que é
importante para um melhor desempenho do storage array.
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Ambientes em que a performance do IOPS é importante

Em um ambiente de operagdes de e/S por segundo (IOPS), o storage array tem melhor desempenho se vocé
usar um tamanho de segmento maior do que o tamanho tipico do bloco de dados (" chunk™) que é lido/escrito
em uma unidade. Isso garante que cada bloco seja escrito em uma Unica unidade.

Ambientes onde a taxa de transferéncia é importante

Em um ambiente de taxa de transferéncia, o tamanho do segmento deve ser uma fragao uniforme do total de
unidades de dados e o tamanho tipico de bloco de dados (tamanho de e/S). Isso espalha os dados como um
unico stripe entre as unidades do grupo de volumes, levando a leituras e gravagdes mais rapidas.

O que é a propriedade preferida do controlador?

A propriedade preferencial do controlador define o controlador designado para ser o
controlador proprietario ou principal do volume.

A propriedade do controlador € muito importante e deve ser planejada cuidadosamente. Os controladores
devem ser balanceados o mais préximo possivel para e/S totais.

Por exemplo, se um controlador |1&€ principalmente blocos de dados grandes e sequenciais e o outro
controlador tiver blocos de dados pequenos com leituras e gravagdes frequentes, as cargas sao muito
diferentes. Saber quais volumes contém que tipo de dados permite equilibrar as transferéncias de e/S
igualmente em ambas as controladoras.

Quando eu gostaria de usar a sele¢ao atribuir host mais tarde?

Se vocé quiser acelerar o processo de criacao de volumes, vocé pode pular a etapa de
atribuicdo do host para que os volumes recém-criados sejam inicializados offline.

Os volumes recém-criados devem ser inicializados. O sistema pode inicia-los usando um de dois modos — um
processo de inicializagdao em segundo plano formato disponivel imediato (IAF) ou um processo offline.

Quando vocé mapeia um volume para um host, ele forga qualquer volume inicializando nesse grupo a
transicao para a inicializagdo em segundo plano. Esse processo de inicializagdo em segundo plano permite
e/S de host concorrente, que as vezes pode ser demorado.

Quando nenhum dos volumes de um grupo de volumes é mapeado, a inicializagao offline é realizada. O
processo off-line € muito mais rapido do que o processo em segundo plano.

O que eu preciso saber sobre os requisitos de tamanho de bloco de host?

Para sistemas EF300 e EF600, um volume pode ser definido para suportar um tamanho
de bloco de 512 bytes ou 4KiB (também chamado de "tamanho do setor"). Vocé deve
definir o valor correto durante a criagdo do volume. Se possivel, o sistema sugere o valor
padrao apropriado.

Antes de definir o tamanho do bloco de volume, leia as seguintes limitagbes e diretrizes.
+ Alguns sistemas operacionais € maquinas virtuais (especialmente VMware, neste momento) exigem um
tamanho de bloco de 512 bytes e ndo suportam 4KiB, portanto, certifique-se de conhecer os requisitos do

host antes de criar um volume. Normalmente, vocé pode obter o0 melhor desempenho definindo um
volume para apresentar um tamanho de bloco de 4KiB KB; no entanto, certifique-se de que seu host
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permita blocos de 4KiB KB (ou 4Kn KB).

* O tipo de unidades que vocé selecionar para o seu pool ou grupo de volumes também determina quais
tamanhos de bloco de volume s&o suportados, da seguinte forma:

> Se vocé criar um grupo de volumes usando unidades que gravam em blocos de 512 bytes, entdo vocé
s6 podera criar volumes com blocos de 512 bytes.

> Se vocé criar um grupo de volumes usando unidades que gravam em blocos 4KiB, podera criar
volumes com blocos 512 ou 4KiB.

« Se o array tiver uma placa de interface de host iISCSI, todos os volumes estardo limitados a blocos de 512
bytes (independentemente do tamanho do bloco do grupo de volumes). Isso se deve a uma
implementagéo de hardware especifica.

* Nao é possivel alterar um tamanho de bloco depois de definido. Se vocé precisar alterar um tamanho de
bloco, exclua o volume e recria-lo.

Hosts e clusters de host

Visao geral dos clusters de hosts e host

Vocé pode configurar hosts e clusters de host, que definem as conexdes entre o storage
array e os servidores de dados.

O que sao hosts e clusters de host?

Um host € um servidor que envia e/S para um volume em um storage array. Um cluster host € um grupo de
hosts, que vocé pode criar para atribuir os mesmos volumes a varios hosts.

Saiba mais:

* "Terminologia do host"
* "Volumes de acesso"

* "NUumero maximo de LUNs"

Como configuro hosts e clusters de host?

Para definir conexdes de host, vocé pode permitir que um agente de contexto de host (HCA) detete

automaticamente os hosts ou pode ir para o armazenamento » hosts para configurar manualmente o host. Se
quiser que dois ou mais hosts compartilhem o acesso ao mesmo conjunto de volumes, vocé podera definir um
cluster e atribuir os volumes a esse cluster.

Saiba mais:

 "Criacao automatica versus manual do host"

» "Como os volumes séo atribuidos a hosts e clusters de host"

* "Fluxo de trabalho para criacédo de host e atribuicdo de volume"
* "Criar host automaticamente"

+ "Criar host manualmente"

* "Criar cluster de host"

« "Atribuir volumes aos hosts"
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Informacgoes relacionadas

Saiba mais sobre as tarefas relacionadas aos hosts:

+ "Definir o balanceamento de carga automatico"
+ "Definir relatdrios de conetividade de host"

 "Altere o tipo de host padrao"

Conceitos

Terminologia do host

Saiba como os termos do host se aplicam ao storage array.

Componente Definigao

Host Um host € um servidor que envia e/S para um volume em um storage array.
Nome do host O nome do host deve ser igual ao nome do sistema do host.

Cluster de host Um cluster de host € um grupo de hosts. Vocé cria um cluster de host para

facilitar a atribuicdo dos mesmos volumes a varios hosts.

Protocolo de interface de  Um protocolo de interface de host é a conexao (como Fibre Channel, iSCSI, etc.)
host entre os controladores e os hosts.

HBA ou placa de interface  Um adaptador de barramento de host (HBA) € uma placa que reside em um host
de rede (NIC) e contém uma ou mais portas de host.

Porta de host Uma porta de host € uma porta em um adaptador de barramento de host (HBA)
que fornece a conexao fisica a um controlador e é usada para operagdes de e/S.

Identificador da porta do  Um identificador de porta de host € um nome Unico em todo o mundo associado
host a cada porta de host em um adaptador de barramento de host (HBA).

* Os identificadores de porta de host iISCSI (Internet Small Computer System
Interface) devem ter entre 1 e 233 carateres. Os identificadores de porta de
host iISCSI sao exibidos no formato IQN padrao (por exemplo,
ign.xxx.com.xxx:8b3ad).

* Os identificadores de porta de host ndo iSCSI, como Fibre Channel e Serial
Attached SCSI (SAS), sédo exibidos como delimitados por dois pontos apos
cada dois carateres (por exemplo, xx:yy:zz ). Os identificadores de porta
de host Fibre Channel devem ter 16 carateres.

Tipo de sistema O tipo de sistema operacional do host € uma configuragdo que define como os

operacional de host controladores no storage array reagem a e/S dependendo do sistema
operacional (ou variante) do host. Isso também é chamado as vezes host type
para breve.
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Componente

Porta de host do
controlador

LUN

Definigao

Uma porta de host do controlador é uma porta no controlador que fornece a
conexao fisica a um host e € usada para operagdes de e/S.

Um numero de unidade légica (LUN) é o numero atribuido ao espaco de
endereco que um host usa para acessar um volume. O volume é apresentado ao
host como capacidade na forma de um LUN.

Cada host tem seu préprio espago de endereco LUN. Portanto, o mesmo LUN
pode ser usado por diferentes hosts para acessar diferentes volumes.

Fluxo de trabalho para criagao de host e atribuicdo de volume

A figura a seguir ilustra como configurar o acesso ao host.
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Create host

Mo

Create host

auinmaw

Yes

Ensure Host Context Agent (HCA)
is installed on each host

L]

Host is created autornatically Manually create host

L]

Host created .

Is shared
volume access
required?

Yes
Create host cluster

Craale
volumes

L]

Assign
volumes

v

Register volumes
with the host OS5

Y

Finish

Add created hosts to cluster ——

Criacdo automatica versus manual do host

A criagao de um host € uma das etapas necessarias para que o storage array saiba
quais hosts estdo conetados a ele e para permitir o acesso de e/S aos volumes. Vocé
pode criar um host automaticamente ou manualmente.

Criagcdo automatica

A criagao automatica de host para hosts baseados em SCSI (hdo NVMe-of) ¢ iniciada pelo HCA (Host Context
Agent). O HCA é um utilitario que vocé pode instalar em cada host conetado ao storage array. Cada host que
tem o HCA instalado envia suas informagdes de configuragéo para as controladoras de storage array por meio
do caminho de e/S. Com base nas informacdes do host, os controladores criam automaticamente o host e as
portas de host associadas e definem o tipo de host. Se necessario, vocé pode fazer quaisquer alteragdes
adicionais na configuragéo do host usando o System Manager.
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Depois que o HCA executa sua detegdo automatica, o host aparece automaticamente na pagina hosts com os
seguintes atributos:

* O nome do host derivado do nome do sistema do host.

» As portas de identificador de host que estdo associadas ao host.

O tipo de sistema operacional do host.

Os hosts sao criados como hosts independentes. O HCA néo cria nem adiciona automaticamente aos clusters
de host.

Criagdo manual

Vocé pode querer criar manualmente um host por um dos seguintes motivos:

1. Vocé escolheu ndo instalar o utilitario HCA em seus hosts.

2. Vocé deseja garantir que os identificadores de porta do host detetados pelos controladores de storage
estejam associados corretamente aos hosts.

Durante a criacdo manual do host, vocé associa identificadores de porta do host selecionando-os em uma lista
ou inserindo-os manualmente. Depois de criar um host, vocé podera atribuir volumes a ele ou adiciona-lo a
um cluster de host se desejar compartilhar o acesso a volumes.

Como os volumes sao atribuidos a hosts e clusters de host

Para que um host ou cluster de host envie e/S para um volume, vocé deve atribuir o
volume ao host ou cluster de host.

Vocé pode selecionar um host ou cluster de host ao criar um volume ou atribuir um volume a um host ou
cluster de host posteriormente. Um cluster de host € um grupo de hosts. Vocé cria um cluster de host para
facilitar a atribuicdo dos mesmos volumes a varios hosts.

Atribuir volumes a hosts é flexivel, permitindo que vocé atenda as suas necessidades de armazenamento
especificas.

* * Host autbnomo, néo parte de um cluster de host* — vocé pode atribuir um volume a um host individual.
O volume s6 pode ser acessado por um host.

* Host cluster — vocé pode atribuir um volume a um cluster de host. O volume pode ser acessado por
todos os hosts no cluster de host.

* Host dentro de um cluster de host — vocé pode atribuir um volume a um host individual que faz parte de
um cluster de host. Mesmo que o host faga parte de um cluster de host, o volume pode ser acessado
apenas pelo host individual e ndo por nenhum outro host no cluster de host.

Quando os volumes sao criados, os numeros de unidade logica (LUNs) s&o atribuidos automaticamente. O
LUN serve como o "enderego" entre o host e o controlador durante as operagdes de e/S. Vocé pode alterar
LUNSs depois que o volume é criado.

Volumes de acesso

Um volume de acesso é um volume configurado de fabrica no storage array que € usado
para comunicagao com o storage array e o host por meio da conexao de e/S do host. O
volume de acesso requer um LUN (Logical Unit Number).
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O volume de acesso € usado em duas instancias:

* * Criagao automatica de host* — o volume de acesso € usado pelo utilitario HCA (Host Context Agent)
para enviar informagdes de host (nome, portas, tipo de host) para o System Manager para criagao
automatica de host.

* Gerenciamento na banda — o volume de acesso é usado para uma conexao na banda para gerenciar o
storage array. Isso s6 pode ser feito se vocé estiver gerenciando o storage array com a interface de linha
de comando (CLI).

@ O gerenciamento na banda nao esta disponivel para sistemas de storage EF600 ou EF300.

Um volume de acesso é criado automaticamente na primeira vez que vocé atribui um volume a um host. Por
exemplo, se vocé atribuir volume_1 e volume_2 a um host, ao visualizar os resultados dessa atribuicao, vera
trés volumes (volume_1, volume_2 e Access).

Se vocé nao estiver criando automaticamente hosts ou gerenciando um storage array na banda com a CLI,
nao precisara do volume de acesso e podera liberar o LUN excluindo o volume de acesso. Essa agdo remove
a atribuigdo de volume para LUN, bem como quaisquer conexdes de gerenciamento na banda para o host.

Numero maximo de LUNs

O storage array tem um numero maximo de LUNs que podem ser usados para cada
host.

O numero maximo depende do sistema operacional do host. A matriz de armazenamento rastreia o niumero
de LUNSs usados. Se vocé tentar atribuir um volume a um host que exceda o nimero maximo de LUNSs, o host
nao podera acessar o volume.

Tipo de sistema operacional de host padrao

O tipo de host padréo é usado pelo storage array quando os hosts sdo conetados
inicialmente. Ele define como os controladores no storage array funcionam com o
sistema operacional do host quando os volumes sao acessados.

Vocé pode alterar o tipo de host se houver a necessidade de alterar o modo como o storage array opera, em
relagao aos hosts que estdo conetados a ele. Geralmente, vocé alterara o tipo de host padrao antes de
conetar os hosts ao storage array ou quando conetar hosts adicionais.

Tenha em mente estas diretrizes:

» Se todos os hosts que vocé planeja se conetar ao storage de armazenamento tiverem o mesmo sistema
operacional (ambiente de host homogéneo), altere o tipo de host para corresponder ao sistema
operacional.

« Se houver hosts com sistemas operacionais diferentes que vocé planeja se conetar ao storage array
(ambiente de host heterogéneo), altere o tipo de host para corresponder a maioria dos sistemas
operacionais dos hosts.

Por exemplo, se vocé estiver conetando oito hosts diferentes ao storage array e seis desses hosts
estiverem executando um sistema operacional Windows, vocé devera selecionar o Windows como o tipo
de sistema operacional de host padrao.

» Se a maioria dos hosts conetados tiver uma combinacao de diferentes sistemas operacionais, altere o tipo
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de host para padréao de fabrica.

Por exemplo, se vocé estiver conetando oito hosts diferentes ao storage array e dois desses hosts
estiverem executando um sistema operacional Windows, trés estiverem executando um sistema
operacional VMware e outros trés estiverem executando um sistema operacional Linux, vocé devera
selecionar padrao de fabrica como o tipo de sistema operacional padrao de host.

Configurar o acesso ao host

Criar host automaticamente

Vocé pode permitir que o agente de contexto do host (HCA) detete automaticamente os
hosts e verifique se as informacdes estao corretas. A criagcdo de um host € uma das
etapas necessarias para que o storage array saiba quais hosts estdo conetados a ele e
para permitir o acesso de €/S aos volumes.

Antes de comecgar

Certifiqgue-se de que o Host Context Agent (HCA) esteja instalado e em execugé&o em todos os hosts
conetados ao storage array. Os hosts com o HCA instalado e conetado ao storage array séo criados
automaticamente. Para instalar o HCA, instale o SANtricity Storage Manager no host e selecione a opgao
Host. O HCA nao esta disponivel em todos os sistemas operacionais suportados. Se nao estiver disponivel,
vocé devera criar o host manualmente.

Passos

1. Selecione armazenamento > hosts.
A tabela lista os hosts criados automaticamente.

2. Verifique se as informagdes fornecidas pelo HCA estao corretas (nome, tipo de host, identificadores de
porta de host).

Se vocé precisar alterar qualquer uma das informagdes, selecione o host e clique em Exibir/Editar
configuragoes.

3. Opcional: se vocé quiser que o host criado automaticamente esteja em um cluster, crie um cluster de host
e adicione o host ou hosts.

Resultados

Depois que um host é criado automaticamente, o sistema exibe os seguintes itens na tabela de blocos hosts:

* O nome do host derivado do nome do sistema do host.
» As portas de identificador de host que estdo associadas ao host.

* O tipo de sistema operacional do host.

Criar host manualmente

Para hosts que ndo podem ser descobertos automaticamente, vocé pode criar
manualmente um host. A criacdo de um host € uma das etapas necessarias para que o
storage array saiba quais hosts estdo conetados a ele e para permitir o acesso de e/S
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aos volumes.

Sobre esta tarefa
Mantenha estas diretrizes em mente quando vocé cria um host:

» Vocé deve definir as portas de identificador de host que estdo associadas ao host.

* Certifique-se de fornecer o mesmo nome que o nome do sistema atribuido pelo host.

» Esta operagao ndo é bem-sucedida se o nome que vocé escolher ja estiver em uso.

* O comprimento do nome nao pode exceder 30 carateres.

Passos

1. Selecione armazenamento > hosts.

2. Clique em criar > Host.
A caixa de dialogo criar host é exibida.

3. Selecione as configuragdes para o host, conforme apropriado.
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Detalhes do campo

Definigao

Nome

Tipo de sistema
operacional de host

Tipo de interface de
host

Portas de host

Descricao

Digite um nome para o novo host.

Selecione o sistema operacional que esta sendo executado no novo host
na lista suspensa.

(Opcional) se vocé tiver mais de um tipo de interface de host compativel
com seu storage array, selecione o tipo de interface de host que deseja
usar.

Execute um dos seguintes procedimentos:
» Selecione Interface l/o

Geralmente, as portas do host devem ter feito login e estar disponiveis
na lista suspensa. Vocé pode selecionar os identificadores de porta do
host na lista.

* Manual add

Se um identificador de porta do host nao for exibido na lista, isso
significa que a porta do host nao foi conetada. Um utilitario HBA ou o
utilitario iniciador iISCSI podem ser usados para localizar os
identificadores de porta do host e associa-los ao host.

Vocé pode inserir manualmente os identificadores de porta do host ou
copia-los/cola-los do utilitario (um de cada vez) no campo Host Ports.

Vocé deve selecionar um identificador de porta de host de cada vez
para associa-lo ao host, mas pode continuar a selecionar quantos
identificadores estao associados ao host. Cada identificador é exibido
no campo Host Ports. Se necessario, vocé também pode remover um
identificador selecionando X ao lado dele.



Definigao Descricéao

Iniciador CHAP (Opcional) se vocé selecionou ou inseriu manualmente uma porta de host
com um IQN iSCSI e se quiser exigir que um host que tente acessar a
matriz de armazenamento para se autenticar usando o Challenge
Handshake Authentication Protocol (CHAP), marque a caixa de selegao
iniciador CHAP. Para cada porta de host iSCSI selecionada ou inserida
manualmente, faga o seguinte:

* Insira 0 mesmo segredo CHAP que foi definido em cada iniciador de
host iISCSI para autenticagcado CHAP. Se vocé estiver usando
autenticagcado CHAP mutua (autenticagéo bidirecional que permite que
um host se valide para o storage array e para que um storage array se
valide para o host), vocé também deve definir o segredo CHAP para o
storage array na configuragao inicial ou alterando as configuragées.

» Deixe o campo em branco se vocé nao precisar de autenticagao de
host.

Atualmente, o Unico método de autenticagéo iISCSI usado pelo System
Manager é CHAP.

4. Clique em criar.

Resultados

Depois que o host é criado com éxito, o sistema cria um nome padrao para cada porta de host configurada
para o host (rétulo do usuario).

O alias predefinido éHostname Port Number >. Por exemplo, o alias padréo para a primeira porta criada
para host IPT is IPT 1.

Criar cluster de host

Vocé cria um cluster de host quando dois ou mais hosts exigem acesso de e/S aos
mesmos volumes.

Sobre esta tarefa
Tenha essas diretrizes em mente ao criar um cluster de host:

« Esta operacao ndo é iniciada a menos que haja dois ou mais hosts disponiveis para criar o cluster.
* Os hosts em clusters de host podem ter sistemas operacionais diferentes (heterogéneos).

* Os hosts NVMe nos clusters de host ndo podem ser misturados a hosts nao NVMe.

 Para criar um volume habilitado para Data Assurance (DA), a conexao de host que vocé esta planejando

usar deve suportar DA.

Se qualquer uma das conexdes de host nos controladores do storage array nao suportar DA, os hosts
associados ndo poderao acessar dados em volumes habilitados PARA DA.

» Esta operagao nao é bem-sucedida se o nome que vocé escolher ja estiver em uso.

* O comprimento do nome nao pode exceder 30 carateres.
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Passos

1. Selecione armazenamento > hosts.

2. Selecione criar » Host Cluster.
A caixa de dialogo criar cluster de host é exibida.
3. Selecione as configuragdes do cluster de host, conforme apropriado.

Detalhes do campo

Definigao Descrigcao

Nome Digite o nome do novo cluster de host.

Selecione hosts para Selecione dois ou mais hosts na lista suspensa. Apenas os hosts que
compartilhar o acesso  ainda ndo fazem parte de um cluster de host aparecem na lista.
ao volume

4. Clique em criar.

Se os hosts selecionados estiverem conetados a tipos de interface que tenham diferentes recursos de
Data Assurance (DA), uma caixa de dialogo sera exibida com a mensagem de que DA estara indisponivel
no cluster de host. Essa indisponibilidade impede que volumes habilitados PARA DA sejam adicionados
ao cluster de host. Selecione Sim para continuar ou nao para cancelar.

DA aumenta a integridade dos dados em todo o sistema de storage. O DA permite que o storage array
verifique se ha erros que possam ocorrer quando os dados sao movidos entre os hosts e as unidades. O
uso DA para o novo volume garante que quaisquer erros sejam detetados.

Resultados
O novo cluster de host aparece na tabela com os hosts atribuidos nas linhas abaixo.

Atribuir volumes aos hosts

E necessario atribuir um volume a um host ou a um cluster de host para que ele possa
ser usado para operacgoes de e/S. Essa atribuicdo concede a um host ou cluster de host
acesso a um ou mais volumes em um storage array.

Sobre esta tarefa
Tenha estas diretrizes em mente quando atribuir volumes a hosts:

* Vocé pode atribuir um volume a apenas um host ou cluster de host de cada vez.
* Os volumes atribuidos sdo compartilhados entre controladores no storage array.

* O mesmo numero de unidade légica (LUN) ndo pode ser usado duas vezes por um host ou um cluster de
host para acessar um volume. Vocé deve usar um LUN exclusivo.

* Para novos grupos de volumes, se vocé esperar até que todos os volumes sejam criados e inicializados
antes de atribui-los a um host, o tempo de inicializagdo do volume sera reduzido. Tenha em mente que
uma vez que um volume associado ao grupo de volumes é mapeado, all volumes revertera para a
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inicializagdo mais lenta. Vocé pode verificar o progresso da inicializagéo a partir do Home > operagées em
andamento.

A atribuigdo de um volume falha nestas condicdes:

» Todos os volumes sao atribuidos.

* O volume ja esta atribuido a outro host ou cluster de host.
A capacidade de atribuir um volume nao esta disponivel nestas condigdes:

* N&o existem hosts ou clusters de host validos.
* Nenhum identificador de porta de host foi definido para o host.
» Todas as atribui¢des de volume foram definidas.

Todos os volumes nao atribuidos sao exibidos durante esta tarefa, mas as fungdes para hosts com ou sem
Garantia de dados (DA) se aplicam da seguinte forma:

* Para um host compativel com DA, vocé pode selecionar volumes habilitados PARA DA ou n&o habilitados
PARA DA.

* Para um host que n&o é capaz de DA, se vocé selecionar um volume que é habilitado PARA DA, um aviso
indica que o sistema deve DESLIGAR automaticamente DA no volume antes de atribuir o volume ao host.

Passos
1. Selecione armazenamento > hosts.
2. Selecione o host ou cluster de host ao qual vocé deseja atribuir volumes e clique em atribuir volumes.
E apresentada uma caixa de didlogo que lista todos os volumes que podem ser atribuidos. Vocé pode

classificar qualquer uma das colunas ou digitar algo na caixa filtro para facilitar a localizagdo de volumes
especificos.

3. Marque a caixa de selegéo ao lado de cada volume que vocé deseja atribuir ou marque a caixa de selegéo
no cabecalho da tabela para selecionar todos os volumes.

4. Clique em Assign para concluir a operagao.

Resultados

Depois de atribuir com éxito um volume ou volumes a um host ou a um cluster de host, o sistema executa as
seguintes agoes:

* O volume atribuido recebe o préximo numero de LUN disponivel. O host usa o numero LUN para acessar
0 volume.

* O nome do volume fornecido pelo usuario aparece nas listagens de volume associadas ao host. Se
aplicavel, o volume de acesso configurado de fabrica também aparece nas listagens de volume
associadas ao host.

Gerenciar hosts e clusters

Altere o tipo de host padrao

Use a configuracéao alterar sistema operacional padrao do host para alterar o tipo de host
padrao no nivel do storage de armazenamento. Geralmente, vocé alterara o tipo de host
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padrao antes de conetar os hosts ao storage array ou quando conetar hosts adicionais.

Sobre esta tarefa
Tenha em mente estas diretrizes:

» Se todos os hosts que vocé planeja se conetar ao storage de armazenamento tiverem o0 mesmo sistema
operacional (ambiente de host homogéneo), altere o tipo de host para corresponder ao sistema
operacional.

» Se houver hosts com sistemas operacionais diferentes que vocé planeja se conetar ao storage array
(ambiente de host heterogéneo), altere o tipo de host para corresponder a maioria dos sistemas
operacionais dos hosts.

Por exemplo, se vocé estiver conetando oito hosts diferentes ao storage array e seis desses hosts
estiverem executando um sistema operacional Windows, vocé devera selecionar o Windows como o tipo
de sistema operacional de host padrao.

» Se a maioria dos hosts conetados tiver uma combinagao de diferentes sistemas operacionais, altere o tipo
de host para padréao de fabrica.

Por exemplo, se vocé estiver conetando oito hosts diferentes ao storage array e dois desses hosts
estiverem executando um sistema operacional Windows, trés estiverem executando um sistema
operacional VMware e outros trés estiverem executando um sistema operacional Linux, vocé devera
selecionar padrao de fabrica como o tipo de sistema operacional padrao de host.

Passos

1. Selecione Definigbes > sistema.

2. Role para baixo até Configuragoes adicionais e clique em alterar o tipo de sistema operacional
padrao do host.

3. Selecione o tipo de sistema operacional do host que vocé deseja usar como padrao.

4. Clique em alterar.

Anular atribuigao de volumes

Desmarque a atribuicdo de volumes de hosts ou clusters de host se vocé nao precisar
mais de acesso de e/S a esse volume a partir do cluster de host ou host.

Sobre esta tarefa

Mantenha estas diretrizes em mente quando vocé anular a atribuicdo de um volume:

» Se vocé estiver removendo o ultimo volume atribuido de um cluster de host e o cluster de host também
tiver hosts com volumes atribuidos especificos, certifique-se de remover ou mover essas atribuicées antes
de remover a ultima atribuigdo para o cluster de host.

* Se um cluster de host, um host ou uma porta de host for atribuido a um volume registrado no sistema
operacional, vocé devera limpar esse Registro antes de remover esses noés.

Passos

1. Selecione armazenamento > hosts.

2. Selecione o host ou cluster de host que vocé deseja editar e clique em UnAssign volumes.

E apresentada uma caixa de dialogo que mostra todos os volumes que estdo atualmente atribuidos.
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3. Marque a caixa de selecéo ao lado de cada volume que vocé deseja cancelar a atribuicdo ou marque a
caixa de selecédo no cabecalho da tabela para selecionar todos os volumes.

4. Clique em UnAssign.

Resultados
* Os volumes que nao foram atribuidos estao disponiveis para uma nova atribuicao.

+ Até que as alteragdes sejam configuradas no host, o volume ainda é reconhecido pelo sistema
operacional do host.

Excluir host ou cluster de host
Vocé pode excluir um host ou cluster de host.

Sobre esta tarefa
Tenha estas diretrizes em mente quando vocé excluir um host ou um cluster de host:

» Quaisquer atribuigdes especificas de volume séo excluidas e os volumes associados estédo disponiveis
para uma nova atribuicao.

» Se o host fizer parte de um cluster de host que tenha suas préprias atribui¢cdes especificas, o cluster de
host nao sera afetado. No entanto, se o host fizer parte de um cluster de host que nao tenha outras
atribuigbes, o cluster de host e quaisquer outros hosts ou identificadores de porta de host associados
herdardo quaisquer atribui¢des padrao.

* Quaisquer identificadores de porta de host que foram associados ao host tornam-se indefinidos.

Passos
1. Selecione armazenamento > hosts.

2. Selecione o host ou cluster de host que vocé deseja excluir e clique em Excluir.
E apresentada a caixa de dialogo de confirmacéo.
3. Confirme se deseja executar a operagao e clique em Excluir.

Resultados
Se vocé excluir um host, o sistema executara as seguintes agdes:

» Exclui o host e, se aplicavel, o remove do cluster de host.
* Remove 0 acesso a quaisquer volumes atribuidos.
* Retorna os volumes associados a um estado nao atribuido.

* Retorna qualquer identificador de porta de host associado ao host para um estado nao associado.
Se vocé excluir um cluster de host, o sistema executara as seguintes agoes:

 Exclui o cluster de host e seus hosts associados (se houver).
* Remove 0 acesso a quaisquer volumes atribuidos.
* Retorna os volumes associados a um estado ndo atribuido.

* Retorna todos os identificadores de porta de host associados aos hosts para um estado n&o associado.
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Definir relatérios de conetividade de host

Vocé pode ativar os relatérios de conetividade do host para que o storage array monitore
continuamente a conexao entre os controladores e os hosts configurados e, em seguida,
alerte se a conexao for interrompida. Esta funcionalidade esta ativada por predefinigao.

Sobre esta tarefa

Se vocé desativar os relatorios de conetividade do host, o sistema nao monitora mais os problemas de
conetividade ou driver multipath com um host conetado ao storage array.

@ A desativacéo do relatério de conetividade do host também desativa o balanceamento
automatico de carga, que monitora e equilibra a utilizagéo de recursos do controlador.

Passos
1. Selecione Definigdes » sistema.

2. Role para baixo até Configuracdes adicionais e clique em Ativar/Desativar relatérios de conetividade
do host.

O texto abaixo dessa opcéo indica se ela esta atualmente ativada ou desativada.
Abre-se uma caixa de diadlogo de confirmagao.
3. Clique em Yes para continuar.

Ao selecionar esta opgéo, pode alternar a funcionalidade entre activado/desativado.

Gerir definigoes
Altere as configuragdes de um host

E possivel alterar o nome, o tipo de sistema operacional de host e os clusters de host
associados a um host.

Passos
1. Selecione armazenamento > hosts.

2. Selecione o host que vocé deseja editar e clique em Exibir/Editar configuragoes.
E apresentada uma caixa de didlogo que mostra as defini¢des atuais do anfitrido.

3. Se ainda néo estiver selecionado, clique na guia Propriedades.

4. Altere as definicdes conforme adequado.
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Detalhes do campo

Definigao

Nome

Cluster de host
associado

Tipo de sistema
operacional de host

5. Clique em Salvar.

Descricao

Voceé pode alterar o nome fornecido pelo usuario do host. E necessario
especificar um nome para o host.

Vocé pode escolher uma das seguintes opgoes:

* None — o host permanece um host autbnomo. Se o host foi associado
a um cluster de host, o sistema removera o host do cluster.

» <Host Cluster> — o sistema associa o host ao cluster selecionado.

Vocé pode alterar o tipo de sistema operacional em execugao no host que
vocé definiu.

Altere as configuragdes de um cluster de host

Vocé pode alterar o nome do cluster de host ou adicionar ou remover hosts em um

cluster de host.

Passos

1. Selecione armazenamento > hosts.

2. Selecione o cluster de host que deseja editar e clique em Exibir/Editar configuragoes.

E apresentada uma caixa de didlogo que mostra as definicdes atuais do cluster de anfitrizo.

3. Altere as configuragdes do cluster de host conforme apropriado.

Detalhes do campo

Definigao

Nome

Hosts associados

4. Clique em Salvar.

Descrigédo

Vocé pode especificar o nome fornecido pelo usuario do cluster de host. E
necessario especificar um nome para um cluster.

Para adicionar um host, clique na caixa hosts associados e selecione um
nome de host na lista suspensa. Nao é possivel inserir manualmente um
nome de host.

Para excluir um host, clique no X ao lado do nome do host.
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Alterar identificadores de porta do host para um host

Altere os identificadores de porta do host quando vocé quiser alterar o rétulo de usuario
em um identificador de porta do host, adicionar um novo identificador de porta do host ao
host ou excluir um identificador de porta do host do host.

Sobre esta tarefa
Ao alterar identificadores de porta do host, tenha em mente as seguintes diretrizes:

* Add — quando vocé adiciona uma porta de host, vocé esta associando o identificador de porta de host ao
host que vocé criou para se conetar ao seu storage array. Vocé pode inserir manualmente as informagbes
da porta usando um utilitario HBA (adaptador de barramento do host).

« * Editar* — vocé pode editar as portas do host para mover (associar) uma porta de host para um host
diferente. Vocé pode ter movido o adaptador de barramento do host ou o iniciador iSCSI para um host
diferente, entdo vocé deve mover (associar) a porta do host para o novo host.

» Delete — vocé pode excluir portas de host para remover (n&o associar) portas de host de um host.

Passos

1. Selecione armazenamento > hosts.

2. Selecione o host ao qual as portas serdo associadas e clique em Exibir/Editar configuragoes.

Se quiser adicionar portas a um host em um cluster de host, expanda o cluster de host e selecione o host
desejado. Nao é possivel adicionar portas no nivel do cluster de host.

E apresentada uma caixa de didlogo que mostra as defini¢des atuais do anfitrizo.
3. Clique na guia Host Ports.
A caixa de dialogo mostra os identificadores de porta do host atual.

4. Altere as configuragdes do identificador da porta do host conforme apropriado.
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Definigao Descricéao

Porta do host Vocé pode escolher uma das seguintes opgoes:

» Add — Use Add para associar um novo identificador de porta de host ao
host. O comprimento do nome do identificador da porta do host é
determinado pela tecnologia da interface do host. Os nomes dos
identificadores de porta de host Fibre Channel e Infiniband devem ter 16
carateres. Os nomes dos identificadores de porta de host iISCSI tém um
maximo de 223 carateres. A porta deve ser unica. N&o € permitido um
numero de porta que ja tenha sido configurado.

* Delete — Use Delete para remover (ndo associar) um identificador de
porta de host. A opcéo Excluir ndo remove fisicamente a porta do host.
Essa opgao remove a associacao entre a porta do host € o host. A menos
que vocé remova o adaptador de barramento do host ou o iniciador iISCSI,
a porta do host ainda é reconhecida pelo controlador.

Se vocé excluir um identificador de porta do host, ele nao

@ estara mais associado a esse host. Além disso, o host
perde o acesso a qualquer um de seus volumes atribuidos
por meio desse identificador de porta do host.

Etiqueta Para alterar o nome da etiqueta da porta, clique no icone Editar (lapis). O
nome da etiqueta da porta deve ser exclusivo. Nao é permitido um nome de
rétulo que ja tenha sido configurado.

Segredo de CHAP Aparece apenas para hosts iSCSI. Vocé pode definir ou alterar o segredo
CHAP para os iniciadores (hosts iSCSI).

O System Manager usa o método CHAP (Challenge Handshake
Authentication Protocol), que valida a identidade de alvos e iniciadores
durante o link inicial. A autenticacdo é baseada em uma chave de segurancga
compartilhada chamada CHAP secret.

5. Clique em Salvar.

FAQs

O que sao hosts e clusters de host?

Um host € um servidor que envia e/S para um volume em um storage array. Um cluster
de host é um grupo de hosts. Vocé cria um cluster de host para facilitar a atribuicdo dos
mesmos volumes a varios hosts.

Vocé define um host separadamente. Pode ser uma entidade independente ou ser adicionada a um cluster de
host. Vocé pode atribuir volumes a um host individual ou um host pode fazer parte de um cluster de host que
compartilha o acesso a um ou mais volumes com outros hosts no cluster de host.

O cluster de host € uma entidade I6gica que vocé cria no Gerenciador de sistema do SANTtricity. Vocé deve
adicionar hosts ao cluster de host antes de poder atribuir volumes.
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Por que eu precisaria criar um cluster de host?

Vocé precisa criar um cluster de host se quiser que dois ou mais hosts compartilhem o
acesso ao mesmo conjunto de volumes. Normalmente, os hosts individuais tém software
de cluster instalado neles para coordenar o acesso ao volume.

Como sei qual tipo de sistema operacional do host esta correto?

O campo Host Operating System Type (tipo de sistema operativo anfitrido) contém o
sistema operativo do anfitrido. Vocé pode selecionar o tipo de host recomendado na lista
suspensa ou permitir que o Host Context Agent (HCA) configure o host e o tipo de
sistema operacional apropriado do host.

Os tipos de host que aparecem na lista suspensa dependem do modelo do storage array e da versao do
firmware. As versbes mais recentes exibem as opgdes mais comuns primeiro, que sao as mais provaveis de
serem apropriadas. A aparéncia nesta lista ndo implica que a opgao seja totalmente suportada.

@ Para obter mais informagdes sobre o suporte ao host, consulte o "Ferramenta de Matriz de
interoperabilidade do NetApp".

Alguns dos seguintes tipos de host podem aparecer na lista:

Tipo de sistema operacional do
host

Linux DM-MP (Kernel 3,10 ou
posterior)

VMware ESXi

Windows (em cluster ou ndo em
cluster)

ATTO Cluster (todos os sistemas
operacionais)
Linux (Veritas DMP)

Linux (ATTO)

Mac os (ATTO)
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Sistema operacional (SO) e driver multipath

Suporta sistemas operacionais Linux usando uma solucéo de failover
multipath Device Mapper com um Kernel 3,10 ou posterior.

Oferece suporte aos sistemas operacionais VMware ESXi que
executam a arquitetura NMP (NMP) nativa usando o médulo
SATP_ALUA interno de politica de tipo de matriz de armazenamento
da VMware.

Oferece suporte a configuragées em cluster ou ndo em cluster do
Windows que nao estejam executando o driver de multipathing ATTO.

Suporta todas as configuragbes de cluster usando o driver ATTO
Technology, Inc., multipathing.

Suporta sistemas operacionais Linux usando uma solugao de
multipathing Veritas DMP.

Suporta sistemas operacionais Linux usando um ATTO Technology,
Inc., driver multipathing.

Suporta versées do Mac os usando um ATTO Technology, Inc., driver
multipathing.


https://imt.netapp.com/matrix/#welcome
https://imt.netapp.com/matrix/#welcome

Tipo de sistema operacional do Sistema operacional (SO) e driver multipath
host

Windows (ATTO) Suporta sistemas operacionais Windows usando um ATTO
Technology, Inc., driver multipathing.

FlexArray (ALUA) Suporta um sistema NetApp FlexArray usando ALUA para
multipathing.

SVC DA IBM Suporta uma configuragéo do IBM SAN volume Controller.

Predefinicao de fabrica Reservado para a inicializagao inicial do storage array. Se o tipo de

sistema operacional do host estiver definido como padrao de fabrica,
altere-o para corresponder ao sistema operacional do host e ao driver
multipath executados no host conetado.

Linux DM-MP (Kernel 3,9 ou anterior) Suporta sistemas operacionais Linux usando uma solugéo de failover
multipath Device Mapper com um Kernel 3,9 ou anterior.

Janela agrupada (obsoleta) Se o tipo de sistema operacional do host estiver definido para esse
valor, use a configuragdo Windows (em cluster ou ndo em cluster).

Depois que o HCA ¢ instalado e o storage € conetado ao host, o HCA envia a topologia do host para os
controladores de storage pelo caminho de e/S. Com base na topologia do host, os controladores de storage
definem automaticamente o host e as portas de host associadas e, em seguida, definem o tipo de host.

@ Se 0 HCA nao selecionar o tipo de host recomendado, vocé deve definir manualmente o tipo de
host.

O que sao HBAs e portas adaptadoras?

Um adaptador de barramento de host (HBA) é uma placa que reside em um host e
contém uma ou mais portas de host. Uma porta de host € uma porta em um adaptador
de barramento de host (HBA) que fornece a conexao fisica a um controlador e é usada
para operacoes de €e/S.

As portas do adaptador no HBA sdao chamadas de portas de host. A maioria dos HBAs tem uma ou duas
portas de host. O HBA tem um identificador mundial unico (WWID), e cada porta de host HBA tem um WWID
exclusivo. Os identificadores de porta do host sdo usados para associar o HBA apropriado ao host fisico
qguando vocé estiver criando manualmente o host por meio do Gerenciador de sistema do SANTtricity ou
criando automaticamente o host usando o agente de contexto do host.

Como fago para corresponder as portas do host a um host?

Se vocé estiver criando manualmente um host, primeiro devera usar o utilitario HBA
(adaptador de barramento de host) apropriado disponivel no host para determinar os
identificadores de porta de host associados a cada HBA instalado no host.

Quando tiver essas informagdes, selecione os identificadores de porta do host que fizeram login no storage
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array na lista fornecida na caixa de dialogo criar host.

Certifique-se de selecionar os identificadores de porta de host apropriados para o host que vocé
esta criando. Se vocé associar os identificadores de porta do host errados, podera causar
acesso nao intencional de outro host a esses dados.

Se vocé estiver criando automaticamente hosts usando o agente de contexto de host (HCA) instalado em
cada host, o HCA devera associar automaticamente os identificadores de porta de host a cada host e
configura-los adequadamente.

Como fago para criar segredos CHAP?

Se vocé configurar a autenticagcdo CHAP (Challenge Handshake Authentication Protocol)
em qualquer host iISCSI conetado a matriz de armazenamento, sera necessario inserir
novamente esse segredo CHAP iniciador para cada host iSCSI.

Para fazer isso, vocé pode usar o System Manager como parte da operacao criar host ou através da opgéao
Exibir/Editar configuragoes.

Se vocé estiver usando a autenticagao mutua CHAP, vocé também deve definir um segredo CHAP de destino
para o storage array na pagina Configuragdes e digitar novamente esse segredo CHAP de destino em cada
host iISCSI.

Qual é o cluster padrao?

O cluster padrao € uma entidade definida pelo sistema que permite que qualquer
identificador de porta de host ndo associado que tenha feito logon no storage array tenha
acesso aos volumes atribuidos ao cluster padrao. Um identificador de porta de host nao
associado é uma porta de host que n&o esta logicamente associada a um host
especifico, mas é fisicamente instalada em um host e conetada ao storage array.

Se vocé quiser que os hosts tenham acesso especifico a determinados volumes no storage
array, nhdo use o cluster padrdo. Em vez disso, vocé deve associar os identificadores de porta

@ do host aos respetivos hosts. Essa tarefa pode ser feita manualmente durante a operagéo criar
host ou automaticamente usando o agente de contexto do host (HCA) instalado em cada host.
Em seguida, vocé atribui volumes a um host individual ou a um cluster de host.

Vocé deve somente usar o cluster padrao em situagdes especiais em que seu ambiente de armazenamento
externo é propicio para permitir que todos os hosts e todos os identificadores de porta de host conetados a
matriz de armazenamento tenham acesso a todos os volumes (modo de acesso total) sem fazer
especificamente os hosts conhecidos pela matriz de armazenamento ou pela interface de usuario.

Inicialmente, vocé pode atribuir volumes apenas ao cluster padrao por meio da interface de linha de comando

(CLI). No entanto, depois de atribuir pelo menos um volume ao cluster padréo, essa entidade (chamada
cluster padrao) é exibida na interface do usuario, onde vocé pode gerenciar essa entidade.

O que é o relatério de conetividade do host?

Quando o relatorio de conetividade do host é ativado, o storage array monitora
continuamente a conexao entre os controladores e os hosts configurados e, em seguida,
alerta vocé se a conexao for interrompida.
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Interrupgdes na conexao podem ocorrer se houver um cabo solto, danificado ou ausente, ou outro problema
com o host. Nessas situagdes, o sistema pode abrir uma mensagem Recovery Guru:

* Redundancia de host perdida — abre se qualquer controlador ndo puder se comunicar com o host.

* Host Type Incorrect — abre se o tipo de host for especificado incorretamente na matriz de

armazenamento, o que pode resultar em problemas de failover.

Vocé pode querer desativar o relatorio de conetividade do host em situacdes em que a reinicializacao de um
controlador pode levar mais tempo do que o tempo limite da conex&o. Desativar esse recurso suprime as
mensagens Gurus de recuperagao.

A desativacao do relatdrio de conetividade do host também desativa o balanceamento

@ automatico de carga, que monitora e equilibra o uso de recursos do controlador. No entanto, se
vocé reativar os relatérios de conetividade do host, o recurso de balanceamento de carga
automatico nao sera reativado automaticamente.

Instantaneos

Visao geral dos instantaneos

O recurso Snapshot permite que vocé crie imagens pontuais de volumes de storage
array a serem usados para backup ou teste.

O que sdo imagens instantaneas?

Uma imagem snapshot € uma copia logica dos dados de volume, capturados em um determinado ponto no
tempo. Como um ponto de restauragdo, as imagens instantaneas permitem que vocé role de volta para um
conjunto de dados em boas condigdes. Embora o host possa acessar a imagem instantanea, ele nado pode ler
ou gravar diretamente nela.

Saiba mais:

+ "Como funciona o armazenamento de instantdneos"

* "Terminologia Snapshot"

* "Volumes base, capacidade reservada e grupos de snapshot"
* "Agendamentos de snapshot e grupos de consisténcia"

* "Volumes Snapshot"

Como fago para criar snapshots?

Vocé pode criar manualmente uma imagem de snapshot a partir de um volume base ou grupo de consisténcia
de snapshot. Este procedimento esta disponivel no armazenamento > instantaneos.

Saiba mais:

* "Requisitos e diretrizes para snapshots"
* "Fluxo de trabalho para criar imagens instantédneas e volumes"
+ "Crie uma imagem instantanea"

» "Agendar imagens instantaneas"
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* "Crie um grupo de consisténcia de snapshot"

e "Criar um volume instantaneo"

Como fago para reverter dados de um snapshot?

Um rollback é o processo de retornar dados em um volume base para um ponto anterior no tempo. Vocé pode
reverter os dados instantineos a partir do armazenamento > instantaneos.

Saiba mais:

* "Reversao do Snapshot"
* "Inicie uma reversao de imagem instantdnea para um volume base"

* "Inicie uma reversao de imagem instantanea para um membro do grupo de consisténcia"

Informacgoes relacionadas

Saiba mais sobre tarefas relacionadas a instantaneos:

 "Alterar a capacidade reservada para um volume de snapshot"

 "Alterar a capacidade reservada para um grupo de snapshot"

Conceitos

Como funciona o armazenamento de instantaneos

O recurso Snapshots usa tecnologia copy-on-write para armazenar imagens
instantaneas e usar a capacidade reservada alocada.

Como as imagens instantaneas sao usadas

Uma imagem instantanea € uma copia légica e somente leitura do conteudo do volume, capturada em um
determinado momento. Vocé pode usar snapshots para se proteger contra a perda de dados.

As imagens instantaneas também sao Uteis para ambientes de teste. Ao criar uma copia virtual de dados,
vocé pode testar os dados usando o snapshot sem alterar o préoprio volume. Além disso, os hosts ndo tém
acesso de gravagao a imagens instantaneas, portanto, seus snapshots sao sempre um recurso de backup
seguro.

Criagao de snapshot

A medida que os instantaneos séo criados, o recurso Snapshots armazena os dados da imagem da seguinte
forma:

* Quando uma imagem instantanea é criada, ela corresponde exatamente ao volume base. O recurso
Snapshots usa tecnologia copy-on-write. Depois que o snapshot é capturado, a primeira gravagdo em
qualquer bloco ou conjunto de blocos no volume base faz com que os dados originais sejam copiados
para a capacidade reservada antes de gravar os novos dados no volume base.

* Os instantaneos subsequentes incluem apenas blocos de dados alterados. Antes que os dados sejam
sobrescritos no volume base, o recurso Snapshots usa sua tecnologia copy-on-write para salvar as
imagens necessarias dos setores afetados na capacidade reservada do snapshot.
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1. Volume base (capacidade de disco fisico); 2 Snapshots (capacidade de disco l6gico); 3. Capacidade
reservada (capacidade de disco fisico)

» A capacidade reservada armazena blocos de dados originais para partes do volume base que foram
alteradas apds a captura instantanea e inclui um indice para rastrear alteragdes. Geralmente, o tamanho
da capacidade reservada é de 40% do volume base. (Se vocé precisar de mais capacidade reservada,
podera aumentar a capacidade reservada.)

* As imagens instantaneas sdo armazenadas numa ordem especifica, com base no seu carimbo de
data/hora. Apenas a imagem instantanea mais antiga de um volume base esta disponivel para eliminagao
manual.

Restauragao de instantaneos

Para restaurar dados para um volume base, vocé pode usar um volume instantdneo ou uma imagem
instantanea:

* Volume instantaneo — se vocé precisar recuperar arquivos excluidos, crie um volume instantaneo a partir
de uma imagem de snapshot em boas condi¢gbes e, em seguida, atribua-o ao host.

* Imagem instantidnea — se vocé precisar restaurar um volume base para um determinado ponto no
tempo, use uma imagem snapshot anterior para reverter os dados para o volume base.

Terminologia Snapshot

Saiba como os termos do snapshot se aplicam ao storage array.

Prazo Descrigcao

Recurso de instantdneos O recurso Snapshots € usado para criar e gerenciar imagens de volumes.

Imagem instantanea Uma imagem instantanea € uma copia légica dos dados de volume, capturados
em um determinado ponto no tempo. Como um ponto de restauracao, as
imagens instantaneas permitem que vocé role de volta para um conjunto de
dados em boas condigdes. Embora o host possa acessar a imagem instantanea,
ele ndo pode ler ou gravar diretamente nela.

Volume base Um volume base é a origem a partir da qual uma imagem instantanea € criada.
Pode ser um volume grosso ou fino e € normalmente atribuido a um host. O
volume base pode residir em um grupo de volumes ou em um pool de discos.
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Prazo

Volume do Snapshot

Grupo de instantaneos

Volume de capacidade
reservada

Agendamento do
Snapshot

Grupo de consisténcia do
Snapshot

Volume do membro do
grupo de consisténcia de
snapshot

Reverter

Capacidade reservada

Descrigdo

Um volume instantédneo permite que o host acesse dados na imagem
instantanea. O volume instantaneo contém a sua propria capacidade reservada,
que guarda quaisquer modificagdes no volume base sem afetar a imagem
instantanea original.

Um grupo de instantaneos € uma colegdo de imagens instantaneas a partir de
um unico volume base.

Um volume de capacidade reservada rastreia quais blocos de dados do volume
base séo sobrescritos e o contelido preservado desses blocos.

Um agendamento de instantdneos é um calendario para criar imagens
instantaneas automatizadas. Através da programacgao, vocé pode controlar a
frequéncia das criagbes de imagens.

Um grupo de consisténcia de snapshot é uma cole¢do de volumes que séo
tratados como uma Unica entidade quando uma imagem instantanea é criada.
Cada um desses volumes tem sua propria imagem instantanea, mas todas as
imagens sao criadas no mesmo momento.

Cada volume que pertence a um grupo de consisténcia de instantaneos é
referido como um volume de membro. Quando vocé adiciona um volume a um
grupo de consisténcia de snapshot, o System Manager cria automaticamente um
novo grupo de snapshot que corresponde a esse volume de membro.

Uma reversao é o processo de retornar dados em um volume base para um
ponto anterior no tempo.

A capacidade reservada é a capacidade alocada fisica usada para qualquer
operagao de servigo de copia e objeto de storage. Nao é diretamente legivel pelo
host.

Fluxo de trabalho para criar imagens instantaneas e volumes instantaneos

No System Manager, pode criar imagens instantaneas e volumes instantdneos seguindo

estes passos.

Fluxo de trabalho para criar imagens instantaneas
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Create snapshot image

Create
snapshot on multiple
volumes?

e
Create consistency group

A4

Add member volumes to
consistency group

MNa

h ¥

Select base volume Select consistency group

Create instant snapshot
image or snapshot schedule

b4

Finish

Fluxo de trabalho para criar volumes instantaneos
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Create snapshot volume to
access data an a snapshot image
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Use image of base volume or
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write?
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read-write volume read-anly volume
Snapshot volume created
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.

Finish

Requisitos e diretrizes para snapshots

Ao criar e usar snapshots, revise os requisitos e diretrizes a sequir.

Imagens instantaneas e grupos de instantineos

» Cada imagem instantanea esta associada a exatamente um grupo de instantaneos.

* Um grupo de instantédneos € criado na primeira vez que vocé cria uma imagem de instantaneo agendada
ou instantanea para um objeto associado. Isso cria capacidade reservada.

Pode visualizar grupos de instantaneos a partir da pagina pools e grupos de volume.

* As imagens instantaneas programadas n&o ocorrem quando a matriz de armazenamento esta offline ou
desligada.

» Se eliminar um grupo de instantaneos que tenha uma agenda de instantaneos, a agenda de instantaneos
também é eliminada.

+ Se vocé tiver um volume instantdneo que nao precisa mais, podera reutiliza-lo, juntamente com qualquer
capacidade reservada associada, em vez de exclui-lo. Isso cria um volume instantaneo diferente do
mesmo volume base. Pode associar novamente o volume instantédneo ou o volume instantaneo do grupo
de consisténcia de instantdneos a mesma imagem instantédnea ou a uma imagem de instantaneo
diferente, desde que a imagem de instantaneo esteja no mesmo volume base.
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Grupo de consisténcia do Snapshot

* Um grupo de consisténcia de snapshot contém um grupo de snapshot para cada volume que é membro
do grupo de consisténcia de snapshot.

» Vocé pode associar um grupo de consisténcia de snapshot a apenas uma programagao.

» Se vocé excluir um grupo de consisténcia de snapshot que tenha uma programacéo de snapshot, a
programacao de snapshot também sera excluida.

* N&o € possivel gerenciar individualmente um grupo de snapshot associado a um grupo de consisténcia de
snapshot. Em vez disso, vocé deve executar as operagdes de gerenciamento (criar imagem instantanea,
excluir imagem instantanea ou grupo instantaneo e reverter imagem instantanea) no nivel do grupo de
consisténcia de snapshot.

Volume base

* Um volume instanténeo deve ter as mesmas configuragdes de seguranga e garantia de dados que o
volume base associado.

* Nao é possivel criar um volume instantaneo de um volume base com falha.

* Se o volume base residir em um grupo de volumes, os volumes membros de qualquer grupo de
consisténcia de snapshot associado poderao residir em um pool ou grupo de volumes.

» Se um volume base residir em um pool, todos os volumes de membros de qualquer grupo de consisténcia
de snapshot associado deverao residir no mesmo pool que o volume base.

Capacidade reservada

» A capacidade reservada esta associada a apenas um volume base.

+ A utilizagcdo de um agendamento pode resultar num grande nimero de imagens instantaneas. Certifique-
se de ter capacidade reservada suficiente para snapshots programados.

» O volume de capacidade reservada para um grupo de consisténcia de instantaneos deve ter as mesmas
configuragbes de seguranga e garantia de dados que seu volume base associado para o volume membro
do grupo de consisténcia de snapshot.

Imagens instantaneas pendentes

A criagdo de imagens instantdneas pode permanecer em um estado pendente nas seguintes condic¢des:

» O volume base que contém esta imagem instantanea € membro de um grupo de espelhos assincrono.

* O volume base esta atualmente em uma operacgao de sincronizagéo. A criagdo da imagem instantanea é
concluida assim que a operacéao de sincronizacao for concluida.

Numero maximo de imagens instantaneas

» Se um volume for membro de um grupo de consisténcia de snapshot, o System Manager criara um grupo
de snapshot para esse volume de membro. Este grupo de instantdneos conta para o numero maximo
permitido de grupos de instantaneos por volume base.

« Se tentar criar uma imagem instantdnea num grupo de instantaneos ou num grupo de consisténcia de
instantadneos, mas o grupo associado tiver atingido o numero maximo de imagens instantaneas, tem duas
opgoes:

o Ative a exclusédo automatica para o grupo de snapshot ou grupo de consisténcia de snapshot.

o Elimine manualmente uma ou mais imagens de instantaneos do grupo de instantaneos ou do grupo de
consisténcia de instantaneos e repita a operacgao.

177



Eliminagao automatica

Se o grupo de instantaneos ou o grupo de consisténcia de instantaneos estiver ativado para eliminagéao
automatica, o System Manager eliminara a imagem de instantdneo mais antiga quando o sistema criar uma
nova para o grupo.

Operacgao de reversao

* Vocé nao pode executar as seguintes agdes quando uma operagao de reversao estiver em andamento:
o Exclua a imagem instantanea que esta sendo usada para a reversao.

o Crie uma nova imagem instantanea para um volume base que esteja participando de uma operagao
de reversao.

> Altere a Politica de Repositorio completo do grupo de instantaneos associado.

* Nao é possivel iniciar uma operacao de reversdo quando qualquer uma dessas operagdes estiver em
andamento:

o Expansao de capacidade (adigdo de capacidade a um pool ou grupo de volumes)
o Expansao de volume (aumentando a capacidade de um volume)

> Alteragao de nivel RAID para um grupo de volumes

> Alteragdo do tamanho do segmento para um volume

* Nao é possivel iniciar uma operacao de reversao se o volume base estiver participando de uma copia de
volume.

* Nao é possivel iniciar uma operagao de reversao se o volume base for um volume secundario em um
espelho remoto.

* Uma operacgao de reversao falhara se alguma da capacidade usada no volume do repositorio instantaneo
associado tiver setores ilegiveis.

Volumes base, capacidade reservada e grupos de snhapshot

O recurso Snapshots faz uso de volumes base, capacidade reservada e grupos de
shapshot.

Volumes base

Um volume base € o volume usado como a origem de uma imagem instantanea. Um volume base pode ser
um volume grosso ou um volume fino e pode residir em um pool ou grupo de volumes.

Para tirar instantdneos do volume base, vocé pode criar uma imagem instantanea a qualquer momento ou
automatizar o processo definindo uma programacao regular para instantaneos.

A figura a seguir mostra a relagdo entre os objetos snapshot e o volume base.
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1. Volume base; 2 objetos instantdneos no grupo (imagens e capacidade reservada); 3 capacidade
reservada para o grupo instantaneo.

Capacidade reservada e grupos de snapshot

O System Manager organiza imagens instantadneas em grupos de instantaneos. Quando o System Manager
estabelece o grupo de instantaneos, cria automaticamente a capacidade reservada associada _para manter
as imagens instantaneas para o grupo e para acompanhar as alteragdes subsequentes a instantaneos
adicionais.

Se o volume base residir em um grupo de volumes, a capacidade reservada podera ser localizada em um pool
ou grupo de volumes. Se o volume base residir em um pool, a capacidade reservada devera estar localizada
no mesmo pool que o volume base.

Os grupos de snapshot ndo exigem nenhuma ag¢ao do usuario, mas vocé pode ajustar a capacidade

reservada em um grupo de snapshot a qualquer momento. Além disso, vocé pode ser solicitado a criar
capacidade reservada quando as seguintes condigbes forem atendidas:

179



« Sempre que vocé tirar um snapshot de um volume base que ainda ndo tenha um grupo de snapshot, o
System Manager cria automaticamente um grupo de snapshot. Esta acdo também cria capacidade
reservada para o volume base que é utilizado para armazenar imagens instantadneas subsequentes.

» Sempre que vocé criar uma programagao de snapshot para um volume base, o System Manager cria
automaticamente um grupo de snapshot.

Eliminagao automatica

Ao trabalhar com instantaneos, use a opgéo padréo para ativar a exclusdo automatica. A eliminacéo
automatica elimina automaticamente a imagem instantanea mais antiga quando o grupo de instantaneos
atinge o limite de 32 imagens do grupo de instantaneos. Se vocé desativar a exclusdo automatica, os limites
do grupo instantaneo serao eventualmente excedidos e vocé devera tomar agdes manuais para configurar as
configuragdes do grupo instantdneo e gerenciar a capacidade reservada.

Agendamentos de snapshot e grupos de consisténcia de snapshot

Use programacgdes para coleta de imagens instantaneas e use grupos de consisténcia
de snapshot para gerenciar varios volumes base.

Para gerenciar facilmente operagbes de snapshot de volumes base, vocé pode usar os seguintes recursos:

* Agendamento de instantaneos — Automatize instantaneos para um unico volume base.

* Snapshot consistency group — Gerencie varios volumes base como uma entidade.

Agendamento do Snapshot

Se vocé quiser tirar snapshots automaticamente para um volume base, vocé pode criar um agendamento. Por
exemplo, vocé pode definir uma programagao que tira imagens instantaneas todos os sabados a meia-noite,
no primeiro de cada més ou em quaisquer datas e horas que vocé decidir. Depois que 0 maximo de 32
instantaneos for alcangado para um unico agendamento, vocé podera suspender snapshots programados,
criar mais capacidade reservada ou excluir snapshots. Os instantaneos podem ser excluidos manualmente ou
automatizando o processo de exclusdo. Depois de eliminar uma imagem instantanea, a capacidade reservada
adicional esta disponivel para reutilizagdo.

Grupo de consisténcia do Snapshot

Vocé cria um grupo de consisténcia de instantaneos quando deseja garantir que as imagens instantaneas
sejam tiradas em varios volumes ao mesmo tempo. As ac¢des de imagem instantanea sdo executadas no
grupo de consisténcia de instantdneos como um todo. Por exemplo, vocé pode agendar snapshots
sincronizados de todos os volumes com o mesmo carimbo de data/hora. Os grupos de consisténcia de
snapshot sao ideais para aplicativos que abrangem varios volumes, como aplicativos de banco de dados que
armazenam Registros em um volume e os arquivos de banco de dados em outro volume.

Os volumes incluidos em um grupo de consisténcia de snapshot sdo chamados de volumes de membros.
Quando vocé adiciona um volume a um grupo de consisténcia, o System Manager cria automaticamente uma
nova capacidade reservada que corresponde a esse volume de membro. Pode definir uma agenda para criar
automaticamente uma imagem instantanea de cada volume de membro.
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1 capacidade reservada; 2 volume de Membros; 3 imagens de instantaneos de grupo de consisténcia

Volumes Snapshot

Vocé pode criar um volume de snapshot e atribui-lo a um host se quiser ler ou gravar
dados de snapshot. O volume do Snapshot compartilha as mesmas caracteristicas que o
volume base (nivel RAID, caracteristicas de €e/S etc.).

Ao criar um volume instantaneo, vocé pode designa-lo como read-only ou read-write accessible.
Quando vocé cria volumes snapshot somente leitura, ndo € necessario adicionar capacidade reservada. Ao

criar volumes snapshot de leitura e gravagéao, vocé deve adicionar capacidade reservada para fornecer
acesso de gravagao.
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w.

1 volume base; 2 Host; 3 volume de instantaneos so6 de leitura; 4 volume de instantaneos de leitura-escrita; 5
capacidade reservada

Reversao do Snapshot

Uma operagéao de reversao retorna um volume base para um estado anterior,
determinado pelo snapshot selecionado.

Para a reversao, vocé pode selecionar uma imagem instantanea de uma das seguintes fontes:

» Snapshot image rollback, para uma restauragao completa de um volume base.

» Snapshot consistency group rollback, que pode ser usado para reverter um ou mais volumes.

Durante a reversao, o recurso Snapshots preserva todas as imagens instantaneas no grupo. Ele também
permite que o host acesse o volume base durante esse processo, se necessario para operacgoes de €/S.

Quando uma reversao € iniciada, um processo em segundo plano varre os enderegos de bloco logico (LBAs)
para o volume base e, em seguida, encontra dados de copia na gravagédo na imagem de snapshot de
reversao a ser restaurada. Como o volume base € acessivel ao host para leituras e gravagoes e todos os
dados gravados anteriormente estao disponiveis imediatamente, o volume de capacidade reservada deve ser
grande o suficiente para conter todas as alteragdes enquanto a reversao esta sendo processada. A
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transferéncia de dados continua como uma operagéo em segundo plano até que a reversao seja concluida.

1. Volume base; 2 objetos instantaneos em grupo; 3 capacidade reservada para o grupo

Criar snapshots e objetos snapshot

Criar imagem instantanea

Vocé pode criar manualmente uma imagem de snapshot a partir de um volume base ou
grupo de consisténcia de snapshot. Isso também é chamado de instantaneo instantaneo
ou imagem instantanea.

Antes de comecgar
* O volume de base deve ser ideal.

¢ A unidade deve ser ideal.
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* O grupo instantaneo néo pode ser designado como "reservido".

» O volume de capacidade reservada deve ter as mesmas definicdes de Data Assurance (DA) que o volume
base associado para o grupo de instantaneos.

Passos
1. Execute uma das seguintes agdes para criar uma imagem instantanea:
° Selecione armazenamento > volumes. Selecione o objeto (volume base ou grupo de consisténcia de

instantaneos) e, em seguida, selecione Servigos de copia > criar instantaneo instantaneo
instantaneo.

° Selecione armazenamento > instantaneos. Selecione o separador Snapshot Images (imagens
instantaneas) e, em seguida, selecione Create > Instant snapshot (criar instantaneo instantaneo).

A caixa de dialogo criar imagem Instantanea é exibida. Selecione o objeto (volume base ou grupo de
consisténcia de instantaneos) e clique em Next. Se uma imagem snapshot anterior foi criada para o
grupo de consisténcia de volume ou snapshot, o sistema cria o instantaneo imediatamente. Caso
contrario, se for a primeira vez que uma imagem instantanea for criada para o grupo de consisténcia
de volume ou instantaneo, a caixa de dialogo confirmar criar imagem instantanea sera exibida.

2. Cliqgue em Create para aceitar a notificagdo de que a capacidade reservada € necessaria e para avangar
para a etapa de reserva de capacidade.

A caixa de dialogo capacidade de reserva é exibida.

3. Use a caixa giratério para ajustar a porcentagem de capacidade e clique em Next para aceitar o volume
do candidato destacado na tabela.

A caixa de dialogo Editar configuragdes € exibida.

4. Selecione as definicdes da imagem instantanea conforme adequado e confirme que pretende executar a
operacao.
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Detalhes do campo

Definigao Descricao

Configuragoes de Limite de imagem instanténea
imagem instantanea

Mantenha a caixa de » Configuragbes de capacidade reservada®
verificacdo selecionada
se pretender que as
imagens instantaneas
sejam eliminadas
automaticamente apos
o limite especificado;
utilize a caixa de
selegao para alterar o
limite. Se desmarcar
esta caixa de
verificacao, a criacao
de imagens
instanténeas para apos
32 imagens.

Alerta-me quando... Use a caixa giratério para ajustar o ponto percentual no qual o sistema
envia uma notificacdo de alerta quando a capacidade reservada para um
grupo de instantaneos estiver quase cheia.

Quando a capacidade reservada para o grupo de instantaneos exceder o
limite especificado, use o aviso prévio para aumentar a capacidade
reservada ou excluir objetos desnecessarios antes que o espago restante
se esgote.

Politica de capacidade Escolha uma das seguintes politicas:

reservada completa
* Limpar imagem de snapshot mais antiga— o sistema limpa

automaticamente a imagem de snapshot mais antiga no grupo de
instantaneos, que libera a capacidade reservada da imagem de
snapshot para reutilizagdo dentro do grupo.

* Rejeitar gravagdes no volume base — quando a capacidade
reservada atinge sua porcentagem maxima definida, o sistema rejeita
qualquer solicitagao de gravagao de e/S para o volume base que
acionou o acesso a capacidade reservada.

Resultados

+ O System Manager (Gestor do sistema) apresenta a nova imagem instantanea na tabela Snapshot
Images (imagens instantaneas). A tabela lista a nova imagem por carimbo de data/hora e o volume base
associado ou grupo de consisténcia de instantaneos.

* Acriacao de instantaneos pode permanecer em um estado pendente devido as seguintes condigcoes:

> O volume base que contém esta imagem instantdnea € membro de um grupo de espelhos assincrono.
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> O volume base esta atualmente em uma operagéo de sincronizagéo. A criagdo da imagem instantanea
€ concluida assim que a operacao de sincronizagao for concluida.

Agendar imagens instantaneas

Vocé cria uma programagao de snapshot para habilitar a recuperagcao em caso de
problema com o volume base e executar backups programados. Snapshots de volumes
base ou grupos de consisténcia de snapshot podem ser criados em uma programacgao
diaria, semanal ou mensal, a qualquer hora do dia.

Antes de comecgar
O volume de base deve ser ideal.

Sobre esta tarefa

Esta tarefa descreve como criar uma programacao de instantédneos para um grupo de consisténcia de
instantaneos existente ou volume base.

@ Vocé também pode criar um agendamento de snapshot ao mesmo tempo em que cria uma
imagem de snapshot de um volume base ou grupo de consisténcia de snapshot.

Passos
1. Execute uma das seguintes agdes para criar uma programagao de instantaneos:

° Selecione armazenamento > volumes.

Selecione o objeto (grupo de consisténcia de volume ou snapshot) para esta programacgao de
instantaneos e, em seguida, selecione Servigos de coépia > criar agendamento de instantaneos.

° Selecione armazenamento > instantaneos.
Selecione a guia horarios e clique em criar.

2. Selecione o objeto (grupo de consisténcia de volume ou snapshot) para essa programacao de snapshot e
cligue em Avangar.

A caixa de dialogo criar agendamento instantaneo € exibida.
3. Execute uma das seguintes acdes:
> Use um agendamento previamente definido de outro objeto snapshot.
Certifiqgue-se de que as opgdes avangadas sédo apresentadas. Clique em Mostrar mais opgoes.
Clique em Import Schedule, selecione o objeto com a programagéao que deseja importar e clique em
Import.

o Modificar as opgoes basicas ou avangadas.

No canto superior direito da caixa de dialogo, clique em Mostrar mais opgoes para exibir todas as
opgdes e, em seguida, consulte a tabela a seguir.
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Detalhes do campo

Campo

Definigdes basicas

Selecione dias
individuais da semana
para imagens
instantaneas.

Na lista suspensa,
selecione uma nova
hora de inicio para os
instantaneos diarios (as
selegdes sao
fornecidas em
incrementos de meia
hora). A hora de inicio &
predefinida para meia
hora a frente da hora
atual.

Na lista suspensa,
selecione o fuso horario
da matriz.

Dia / més

Hora de inicio

Fuso horario

Descricao

Selecione dias

Hora de inicio

Fuso horario

» Configuragbes avangadas®

Escolha uma das seguintes opg¢des:

 Daily / Weekly — Selecione dias individuais para instantaneos de

sincronizagao. Vocé também pode selecionar a caixa de selegéo
Selecionar todos os dias no canto superior direito, se desejar uma
programagao diaria.

Mensal / anual — Selecione meses individuais para instantaneos de
sincronizagdo. No campo no(s) dia(s), insira os dias do més para que
as sincronizagdes ocorram. As inscrigdes validas sdo 1 a 31 e Last.
Vocé pode separar varios dias com uma virgula ou ponto e virgula.
Use um hifen para datas inclusivas. Por exemplo: 1,3,4,10-15,ultimo.
Vocé também pode selecionar a caixa de selecao Selecionar todos
os meses no canto superior direito, se desejar um agendamento
mensal.

Na lista suspensa, selecione uma nova hora de inicio para os instantaneos
diarios (as selegdes séo fornecidas em incrementos de meia hora). A hora
de inicio é predefinida para meia hora a frente da hora atual.

Na lista suspensa, selecione o fuso horario da matriz.
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Campo Descrigcao

Instantaneos por Selecione o numero de imagens instantaneas a criar por dia. Se
dia/hora entre selecionar mais de um, selecione também a hora entre as imagens
instantaneos instantaneas. Para varias imagens instantaneas, certifique-se de que tem

capacidade reservada adequada.

Criar imagem Selecione esta caixa de verificagdo para criar uma imagem instantanea,
instantanea agora? além das imagens automaticas que esta a programar.

Data de inicio/fim ou Introduza a data de inicio para que as sincroniza¢gdes comecem. Introduza
sem data de fim também uma data de fim ou selecione sem data de fim.

4. Execute uma das seguintes agdes:

> Se o objeto for um grupo de consisténcia de instantaneos, clique em criar para aceitar as
configuragdes e criar a programagao.

> Se o objeto for um volume, clique em Next (seguinte) para alocar a capacidade reservada para as
imagens instantaneas.

A tabela de candidatos ao volume exibe apenas os candidatos que suportam a capacidade reservada
especificada. A capacidade reservada é a capacidade alocada fisica usada para qualquer operagao de
servigo de copia e objeto de storage. Nao é diretamente legivel pelo host.

5. Utilize a caixa de rotagao para atribuir a capacidade reservada as imagens instantaneas. Execute uma das
seguintes agoes:

> Aceite as configuragdes padrao.

Utilize esta opcao recomendada para alocar a capacidade reservada para as imagens instantaneas
com as predefinigdes.

> Aloque suas proprias configuragoes de capacidade reservada para atender as suas
necessidades de armazenamento de dados.

Se vocé alterar a configuragédo de capacidade reservada padrao, clique em Atualizar candidatos para
atualizar a lista de candidatos para a capacidade reservada especificada.

Alocar a capacidade reservada usando as seguintes diretrizes:

= A configuragéo padrao para capacidade reservada é de 40% da capacidade do volume base.
Normalmente, essa capacidade é suficiente.

= A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagoes de e/S
nos volumes e da quantidade e duracéo da colegcao de imagens instantaneas.

6. Clique em seguinte.
A caixa de dialogo Editar configuragdes € exibida.

7. Edite as configuragbes para a programacao de instantaneos conforme necessario e clique em Finish.
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Detalhes do campo

Definigao Descricao

Limite de imagem Ativar eliminagcdo automatica de imagens instantédneas quando...
instantaneo

Mantenha a caixa de » Configuragbes de capacidade reservada®

verificacdo selecionada
se pretender que as
imagens instantaneas
sejam eliminadas
automaticamente apos
o limite especificado;
utilize a caixa de
selegao para alterar o
limite. Se desmarcar
esta caixa de
verificacao, a criacao
de imagens
instanténeas para apos
32 imagens.

Alerta-me quando... Use a caixa giratério para ajustar o ponto percentual no qual o sistema
envia uma notificacdo de alerta quando a capacidade reservada para um
agendamento estiver quase cheia.

Quando a capacidade reservada para o agendamento exceder o limite
especificado, use o aviso prévio para aumentar a capacidade reservada
ou excluir objetos desnecessarios antes que o espago restante se esgote.

Politica de capacidade Escolha uma das seguintes politicas:
reservada completa
* Limpar imagem instantanea mais antiga — o sistema limpa
automaticamente a imagem instantanea mais antiga, que libera a
capacidade reservada da imagem instantanea para reutilizagéo dentro
do grupo de instantaneos.

* Rejeitar gravagdes no volume base — quando a capacidade
reservada atinge sua porcentagem maxima definida, o sistema rejeita
qualquer solicitagdo de gravagao de e/S para o volume base que
acionou o acesso a capacidade reservada.

Criar grupo de consisténcia de snapshot

Para garantir que vocé tenha copias consistentes, vocé pode criar um conjunto de varios
volumes chamado snapshot consistency group.

Este grupo permite-lhe criar imagens instantaneas de todos os volumes ao mesmo tempo para obter

consisténcia. Cada volume que pertence a um grupo de consisténcia de snapshot é referido como um volume
de membro. Quando vocé adiciona um volume a um grupo de consisténcia de snapshot, o sistema cria
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automaticamente um novo grupo de snapshot que corresponde a esse volume de membro.

Sobre esta tarefa

A sequéncia de criagdo do grupo de consisténcia de instantaneos permite selecionar volumes de membros
para o grupo e alocar capacidade para os volumes de membros.

O processo para criar um grupo de consisténcia de instantaneos € um procedimento de varias etapas.

Etapa 1: Adicionar membros ao grupo de consisténcia de snapshot

Selecione membros para especificar uma colegao de volumes que compdem o grupo de consisténcia de
snapshot. Todas as agbes executadas no grupo de consisténcia de snapshot se estendem uniformemente
para os volumes de membros selecionados.

Antes de comecgar

Os volumes dos membros devem ser 6timos.

Passos
1. Selecione armazenamento > instantaneos.
2. Clique na guia Snapshot Consistency Groups (grupos de consisténcia de instantaneos).
3. Selecione criar > Snapshot consistency group.
A caixa de dialogo criar grupo de consisténcia de instantaneo ¢ exibida.
4. Selecione o(s) volume(s) a ser(em) adicionado(s) como volumes membros ao grupo de consisténcia de

instantaneos.

5. Clique em seguinte e va para Etapa 2: Reserva de capacidade para o grupo de consisténcia de snapshot.

Etapa 2: Reserva de capacidade para o grupo de consisténcia de snapshot

Associe a capacidade reservada ao grupo de consisténcia de snapshot. O System Manager sugere os
volumes e a capacidade com base nas propriedades do grupo de consisténcia de snapshot. Pode aceitar a
configuragéo de capacidade reservada recomendada ou personalizar o armazenamento alocado.

Sobre esta tarefa

Na caixa de didlogo capacidade de reserva, a tabela de candidatos ao volume exibe apenas os candidatos
gue suportam a capacidade reservada especificada. A capacidade reservada é a capacidade alocada fisica
usada para qualquer operacao de servigo de copia e objeto de storage. N&o é diretamente legivel pelo host.

Passos

1. Use a caixa giratério para alocar a capacidade reservada para o grupo de consisténcia de snapshot.
Execute uma das seguintes agdes:

> Aceite as configuragoes padrao.

Use esta opgao recomendada para alocar a capacidade reservada para cada volume de membro com
as configuragdes padrao.

> Aloque suas proéprias configuragoes de capacidade reservada para atender as suas
necessidades de armazenamento de dados.

Alocar a capacidade reservada usando as diretrizes a seguir.
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= A configuragéo padrao para capacidade reservada é de 40% da capacidade do volume base.
Normalmente, essa capacidade é suficiente.

= A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagoes de e/S
nos volumes e da quantidade e duragéo da colegéo de imagens instantaneas.

2. Opcional: se vocé alterar a configuragéo de capacidade reservada padrao, clique em Atualizar
candidatos para atualizar a lista de candidatos para a capacidade reservada especificada.

3. Clique em seguinte e va para Etapa 3: Edite as configuracdes para o grupo de consisténcia de snapshot.

Etapa 3: Edite as configuragdes para o grupo de consisténcia de snapshot

Aceite ou escolha configuragbes de exclusao automatica e limites de alerta de capacidade reservada para o
grupo de consisténcia de snapshot.

Sobre esta tarefa

A sequéncia de criagdo do grupo de consisténcia de instantaneos permite selecionar volumes de membros
para o grupo e alocar capacidade para os volumes de membros.

Passos
1. Aceite ou altere as configuragdes padréo para o grupo de consisténcia de snapshot, conforme apropriado.
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Detalhes do campo

Definigao Descricao

» Configuragbes do  Nome
grupo de
consisténcia do
instantaneo®

Especifique o nome Ativar eliminagao automatica de imagens instantédneas quando...
para o grupo de

consisténcia de

snapshot.

Mantenha a caixa de » Configuragbes de capacidade reservada®
verificagdo selecionada
se pretender que as
imagens instantaneas
sejam eliminadas
automaticamente apos
o limite especificado;
utilize a caixa de
selegao para alterar o
limite. Se desmarcar
esta caixa de
verificagdo, a criagcao
de imagens
instantaneas para apos
32 imagens.

Alerta-me quando... Use a caixa giratério para ajustar o ponto percentual no qual o sistema
envia uma notificacao de alerta quando a capacidade reservada para um
grupo de consisténcia de snapshot estiver quase cheia.

Quando a capacidade reservada para o grupo de consisténcia de
snapshot exceder o limite especificado, use o aviso prévio para aumentar
a capacidade reservada ou excluir objetos desnecessarios antes que o
espaco restante se esgote.

Politica de capacidade Escolha uma das seguintes politicas:
reservada completa
* Limpar imagem de snapshot mais antiga— o sistema limpa
automaticamente a imagem de snapshot mais antiga no grupo
consisténcia de snapshot, que libera a capacidade reservada da
imagem de snapshot para reutilizagao dentro do grupo.

* Rejeitar gravacdes no volume base — quando a capacidade
reservada atinge sua porcentagem maxima definida, o sistema rejeita
qualquer solicitagdo de gravacao de e/S para o volume base que
acionou o acesso a capacidade reservada.
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2. Depois de ficar satisfeito com a configuragdo do grupo de consisténcia de instantaneos, clique em Finish.

Criar volume instantaneo

Vocé cria um volume de snapshot para fornecer acesso do host a uma imagem de
snapshot de um volume ou grupo de consisténcia de snapshot. Vocé pode designar o
volume do snhapshot como somente leitura ou leitura-gravagao.

Sobre esta tarefa

A sequéncia de criagdo de volume instantaneo permite criar um volume instantaneo a partir de uma imagem
instantanea e fornece opgdes para alocar capacidade reservada se o volume for leitura/gravagdo. Um volume
instantaneo pode ser designado como um dos seguintes:

* Um volume instantdneo somente leitura fornece um aplicativo host com acesso de leitura a uma copia dos
dados contidos na imagem instantanea, mas sem a capacidade de modificar a imagem instantanea. Um
volume snapshot somente leitura ndo tem capacidade reservada associada.

» Um volume instanténeo de leitura e gravagao fornece ao aplicativo host acesso de gravagdo a uma copia
dos dados contidos na imagem instantanea. Ele tem sua prépria capacidade reservada que é usada para
salvar quaisquer modificagbes subsequentes feitas pelo aplicativo host no volume base sem afetar a
imagem de snapshot referenciada.

O processo para criar um volume instantaneo é um procedimento de varias etapas.

Etapa 1: Revise os membros para obter um volume instantaneo

Selecione uma imagem instantanea de um volume base ou um grupo de consisténcia de instantaneos. Se
vocé selecionar uma imagem instantanea do grupo de consisténcia de instantaneos, os volumes membros do
grupo de consisténcia de instantaneos serao exibidos para revisao.

Passos
1. Selecione armazenamento > instantaneos.
2. Selecione a guia volumes instantaneos.
3. Selecione criar.
A caixa de dialogo criar volume instantaneo € exibida.
4. Selecione a imagem instantanea (volume ou grupo de consisténcia de instantaneos) que deseja converter
em um volume instantaneo e clique em Avangar. Use uma entrada de texto no campo filtro para restringir

a lista.

Se a selegao foi para uma imagem instantanea de um grupo de consisténcia de instantaneos, a caixa de
dialogo Membros de revisao sera exibida.

Na caixa de dialogo Review Members (Rever membros), reveja a lista de volumes selecionados para
conversdo em volumes instantaneos e, em seguida, cligue em Next (seguinte).

5. Va para Etapa 2: Atribuir volume instantédneo ao host.

Etapa 2: Atribuir volume instantaneo ao host

Selecione um host ou cluster de host especifico para atribui-lo ao volume de snapshot. Esta atribuigao
concede a um host ou cluster de host acesso ao volume de snapshot. Vocé pode optar por atribuir um host
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mais tarde, se necessario.

Antes de comecar
« Existem hosts ou clusters de host validos na pagina hosts.
* Os identificadores de porta do host devem ter sido definidos para o host.

* Antes de criar um volume habilitado PARA DA, verifique se sua conexao de host planejada suporta o
recurso Data Assurance (DA). Se qualquer uma das conexdes de host nos controladores do storage array
nao suportar DA, os hosts associados nao poderao acessar dados em volumes habilitados PARA DA.

Sobre esta tarefa
Ao atribuir volumes, tenha em mente estas diretrizes:

» O sistema operacional de um host pode ter limites especificos sobre quantos volumes o host pode
acessar.

* Vocé pode definir uma atribuigdo de host para cada volume instantédneo no storage array.
* Os volumes atribuidos sdo compartilhados entre controladores no storage array.

* O mesmo numero de unidade légica (LUN) n&o pode ser usado duas vezes por um host ou um cluster de
host para acessar um volume de snapshot. Vocé deve usar um LUN exclusivo.

@ A atribuicdo de um volume a um host falhara se vocé tentar atribuir um volume a um cluster de
host que esteja em conflito com uma atribuigéo estabelecida para um host no cluster de host.

Passos
1. Na caixa de dialogo Assign to Host, selecione o host ou cluster de host que vocé deseja atribuir ao novo
volume. Se vocé quiser criar o volume sem atribuir um host, selecione Assign later na lista suspensa.
2. Selecione o modo de acesso. Escolha uma das seguintes opcoes:

o Leitura/gravagao — esta opgao fornece ao host acesso de leitura/gravagéo ao volume instantaneo e
requer capacidade reservada.

o Somente leitura— esta opcéo fornece ao host acesso somente leitura ao volume instantaneo e nao
requer capacidade reservada.

3. Cliqgue em seguinte e siga um destes procedimentos:

> Se o volume do instantaneo for leitura/gravagao, a caixa de dialogo capacidade de revisao sera
exibida. Va para Etapa 3: Reserva de capacidade para um volume instantaneo.

> Se o volume do instantaneo for somente leitura, a caixa de dialogo Editar prioridade sera exibida. Va
para Etapa 4: Edite as configuragées para um volume instantaneo.

Etapa 3: Reserva de capacidade para um volume instantaneo

Associar a capacidade reservada a um volume instantaneo de leitura/gravagédo. O System Manager sugere os
volumes e a capacidade com base nas propriedades do volume base ou do grupo de consisténcia de
snapshot. Pode aceitar a configuragéo de capacidade reservada recomendada ou personalizar o
armazenamento alocado.

Sobre esta tarefa

Vocé pode aumentar ou diminuir a capacidade reservada para o volume de snapshot conforme necessario. Se
vocé descobrir que a capacidade reservada do snapshot € maior do que o necessario, podera reduzir o
tamanho para liberar espago necessario para outros volumes logicos.
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Passos
1. Use a caixa giratério para alocar a capacidade reservada para o volume instantaneo.

A tabela volume Candidate exibe apenas os candidatos que suportam a capacidade reservada
especificada.

Execute uma das seguintes agdes:
> Aceite as configurag6es padrao.

Utilize esta opc¢do recomendada para alocar a capacidade reservada para o volume instantdneo com
as predefinigbes.

> Aloque suas proprias configuragoes de capacidade reservada para atender as suas
necessidades de armazenamento de dados.

Se vocé alterar a configuragéo de capacidade reservada padrao, clique em Atualizar candidatos para
atualizar a lista de candidatos para a capacidade reservada especificada.

Alocar a capacidade reservada usando as diretrizes a seguir.
= A configuragéo padrao para capacidade reservada é de 40% da capacidade do volume base e,

geralmente, essa capacidade é suficiente.

= A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagoes de e/S
nos volumes e da quantidade e duracéo da colegao de imagens instantaneas.

2. Opcional: se vocé estiver criando o volume instantdneo para um grupo de consisténcia de snapshot, a
opgao "alterar candidato" aparecera na tabela candidatos de capacidade reservada. Clique em Change
candidate para selecionar um candidato de capacidade reservada alternativa.

3. Clique em seguinte e va para Etapa 4: Edite as configuracdes para um volume instantaneo.

Etapa 4: Edite as configuragdes para um volume instantaneo

Altere as configuragdes de um volume instantaneo, como nome, armazenamento em cache, limites de alerta
de capacidade reservada, etc.

Sobre esta tarefa

Vocé pode adicionar o volume ao cache de disco de estado sélido (SSD) como uma maneira de melhorar o
desempenho somente leitura. O cache SSD consiste em um conjunto de unidades SSD que vocé agrupa
logicamente em sua matriz de armazenamento.

Passos

1. Aceite ou altere as definicdes do volume instantaneo, conforme adequado.
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Detalhes do campo

Definigao Descricao

» Configuracbes de  Nome
volume
instantaneo®

Especifique o nome do Ativar cache SSD
volume instantaneo.

Escolha essa opgéao » Configuragtes de capacidade reservada*®
para habilitar o

armazenamento em

cache somente leitura

em SSDs.

OBSERVACAO: Esse

recurso nao esta

disponivel no sistema

de armazenamento

EF600 ou EF300.

Alerta-me quando... Aparece apenas para um volume instantaneo de leitura/gravacgao.

Use a caixa giratério para ajustar o ponto percentual no qual o sistema
envia uma notificagao de alerta quando a capacidade reservada para um
grupo de instantaneos estiver quase cheia.

Quando a capacidade reservada para o grupo de instantdneos exceder o
limite especificado, use o aviso prévio para aumentar a capacidade
reservada ou excluir objetos desnecessarios antes que o espago restante
se esgote.

2. Reveja a configuracao do volume instantaneo. Clique em voltar para fazer quaisquer alteracoes.

3. Quando estiver satisfeito com a configuragéo do volume do instantaneo, clique em Finish.

Gerenciar programacgoes de snapshot

Altere as definigcbes de uma programacao de instantaneos

Para uma programacao de instantaneos, pode alterar os tempos de recolha automatica
ou a frequéncia da recolha.

Sobre esta tarefa

Vocé pode importar configuragdes de um agendamento instantaneo existente ou modificar as configuracoes
conforme necessario.

Como uma programagéao de instantaneos esta associada a um grupo de instantadneos ou a um grupo de
consisténcia de instantaneos, a capacidade reservada pode ser afetada por alteragdes nas configuragdes de
agendamento.
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Passos
1. Selecione armazenamento > instantaneos.
2. Clique na guia horarios.

3. Selecione a programacéo de instantaneos que pretende alterar e, em seguida, clique em Editar.
A caixa de dialogo Editar agendamento instantaneo é exibida.

4. Execute um dos seguintes procedimentos:

> Use um agendamento previamente definido de outro objeto snapshot — clique em Importar
Agendamento, selecione o objeto com 0 agendamento que deseja importar e clique em Importar.

o Editar as configuragdes de agendamento — consulte os detalhes do campo abaixo.
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Detalhes do campo

Definigao Descrigao

Dia / més Escolha uma das seguintes opcdes:

» Daily / Weekly — Selecione dias individuais para instantaneos de
sincronizacao. Vocé também pode selecionar a caixa de selegao
Selecionar todos os dias no canto superior direito, se desejar uma
programacao diaria.

* Mensal / anual — Selecione meses individuais para instantaneos
de sincronizagdo. No campo no(s) dia(s), insira os dias do més
para que as sincronizagdes ocorram. As inscrigdes validas séo 1 a
31 e Last. Vocé pode separar varios dias com uma virgula ou ponto
e virgula. Use um hifen para datas inclusivas. Por exemplo:
1,3,4,10-15,ultimo. Vocé também pode selecionar a caixa de
selecao Selecionar todos os meses no canto superior direito, se
desejar um agendamento mensal.

Hora de inicio Na lista suspensa, selecione uma nova hora de inicio para os
instantaneos diarios. As sele¢des séo fornecidas em incrementos de
meia hora. A hora de inicio é predefinida para meia hora a frente da
hora atual.

Fuso horario Na lista suspensa, selecione o fuso horario da matriz de
armazenamento.

Instantaneos por dia Selecione o numero de imagens instanténeas a criar por dia.
Tempo entre Se selecionar mais de um, selecione também o tempo entre os pontos

instantaneos de restauro. Para varios pontos de restauragao, verifique se vocé tem
capacidade reservada adequada.

Data de inicio Introduza a data de inicio para que as sincronizagdes comecem.
Introduza também uma data de fim ou selecione sem data de fim.
Data de fim

Sem data de fim

5. Clique em Salvar.

Ativar e suspender a programacao de instantaneos

Vocé pode suspender temporariamente a colegao programada de imagens instantaneas
quando precisar conservar espaco de armazenamento. Esse método € mais eficiente do
que excluir e recriar posteriormente o0 agendamento de instantaneos.

Sobre esta tarefa

O estado da programagéo de instantadneos permanece suspenso até que vocé use a opgao Activate para
retomar a atividade de snapshot agendada.
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Passos
1. Selecione armazenamento > instantaneos.

2. Se ainda nao for exibido, clique na guia horarios.
Os horarios estao listados na pagina.

3. Selecione uma agenda de instantaneos ativa que pretende suspender e, em seguida, clique em
Ativar/suspender.

O estado da coluna Estado muda para suspenso e o agendamento de instantaneos interrompe a coleta
de todas as imagens instantaneas.

4. Para retomar a recolha de imagens instantaneas, selecione a agenda de instantaneos suspensos que
pretende retomar e, em seguida, clique em Ativar/suspender.

O status da coluna Estado muda para Ativo.

Eliminar agendamento de instantaneos

Se ja nao pretender recolher imagens de instantaneos, pode eliminar uma agenda de
instantaneos existente.

Sobre esta tarefa
Quando elimina uma agenda de instantaneos, as imagens de instantaneos associadas ndo sao eliminadas
juntamente com esta. Se vocé acha que a colegao de imagens instantaneas pode ser retomada em algum
momento, vocé deve suspender o agendamento de instantdneos em vez de exclui-lo.
Passos

1. Selecione armazenamento > instantaneos.

2. Clique na guia horarios.

3. Selecione a programacéo de instantaneos que pretende eliminar e confirme a operagao.

Resultados

O sistema remove todos os atributos de agendamento do volume base ou do grupo de consisténcia de
snapshot.

Gerir imagens instantaneas

Ver definigdes de imagem instantanea

Vocé pode exibir as propriedades, o status, a capacidade reservada e os objetos
associados atribuidos a cada imagem instanténea.

Sobre esta tarefa

Os objetos associados a uma imagem instantanea incluem o volume base ou o grupo de consisténcia de
instantaneos para o qual esta imagem instantanea € um ponto de restauragéo, o grupo de instantaneos
associado e quaisquer volumes de instantaneos criados a partir da imagem instantanea. Utilize as definigbes
de instantaneos para determinar se pretende copiar ou converter a imagem instantanea.

Passos
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1. Selecione armazenamento > instantaneos.
2. Clique no separador Snapshot Images (imagens instantaneas).

3. Selecione a imagem instantanea que vocé deseja exibir e clique em Exibir configuragées.
E apresentada a caixa de dialogo Definicdes de imagem instantanea.

4. Ver as definicdes da imagem instantanea.

Iniciar reversdo de imagem instantanea para um volume base

Vocé pode executar uma operacao de reversao para alterar o conteudo de um volume
base para corresponder ao conteudo que € salvo em uma imagem instantanea.

A operacao de reversao nao altera o conteudo das imagens instantaneas associadas ao volume base.

Antes de comecgar
» A capacidade reservada suficiente esta disponivel para iniciar uma operacgao de reversao.

+ Aimagem instantanea selecionada ¢é ideal e o volume selecionado € ideal.

* O volume selecionado ndo tem uma operagao de reversao ja em andamento.

Sobre esta tarefa

A sequéncia de inicio de reversédo permite que vocé comece a reversdo em uma imagem instantanea de um
volume base, ao mesmo tempo em que fornece opgdes para adicionar capacidade de armazenamento. Nao é
possivel iniciar mais de uma operagao de reversao para um volume base de cada vez.

O host pode acessar imediatamente o novo volume base revertido, mas o volume base

@ existente ndo permite o acesso de leitura e gravacéo do host apds o inicio da reverséo. Vocé
pode criar um snapshot do volume base antes de iniciar o rollback para preservar o volume
base pré-rollback para recuperagao.

Passos

1. Selecione armazenamento > instantaneos.
2. Selecione o separador Snapshot Images (imagens instantaneas).
3. Selecione a imagem de instantaneo e, em seguida, selecione Reverter > Start.
A caixa de dialogo confirmar inicio de reversao ¢é exibida.
4. Opcional: Selecione a opcao para aumentar a capacidade, se necessario.
A caixa de dialogo aumentar capacidade reservada é exibida.
a. Utilize a caixa de rotacao para ajustar a percentagem de capacidade.
Se a capacidade livre n&o existir no pool ou grupo de volumes que contém o objeto de
armazenamento selecionado e o storage de armazenamento tiver capacidade n&o atribuida, vocé
podera adicionar capacidade. Vocé pode criar um novo pool ou grupo de volumes e tentar novamente

essa operacao usando a nova capacidade livre nesse pool ou grupo de volumes.

b. Clique em aumentar.

5. Confirme se deseja executar esta operacgéao e clique em Rollback.
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Resultados
O System Manager executa as seguintes agoes:

* Restaura o volume com o conteudo guardado na imagem instanténea selecionada.

» Torna os volumes revertidos imediatamente disponiveis para acesso ao host. Nao € necessario esperar
que a operagao de reversao seja concluida.

Depois de terminar

Selecione Home > View Operations in Progress (Ver operagdes em curso) para ver o progresso da operagao
de reversao.

Se a operacao de reversao nao for bem-sucedida, a operacao sera interrompida. Vocé pode retomar a
operagao em pausa e, se ainda néo tiver éxito, siga o procedimento Recovery Guru para corrigir o problema
ou entre em Contato com o suporte técnico.

Iniciar reversdao de imagem instantanea para volumes de membros do grupo de consisténcia de
instantaneos

Vocé pode executar uma operacgao de reversao para alterar o conteudo dos volumes de
membros do grupo de consisténcia de instantaneos para corresponder ao conteudo que
€ salvo em uma imagem instantanea.

A operacgao de reversdo nao altera o conteudo das imagens instantaneas associadas ao grupo de
consisténcia de instantaneos.

Antes de comecar
» A capacidade reservada suficiente esta disponivel para iniciar uma operacao de reversao.

« Aiimagem instantanea selecionada é ideal e o volume selecionado é ideal.

* O volume selecionado ndo tem uma operagao de reversao ja em andamento.

Sobre esta tarefa

A sequéncia de inicio de reversao permite que vocé comece a reversdo em uma imagem instantanea de um
grupo de consisténcia de snapshot, ao mesmo tempo em que fornece opgdes para adicionar capacidade de
armazenamento. Vocé ndo pode iniciar mais de uma operacao de reversédo para um grupo de consisténcia de
snapshot de cada vez.

O host tem acesso imediato aos novos volumes revertidos, mas os volumes de membros

@ existentes n&o permitem mais o acesso de leitura e gravacéo do host apds o inicio da reversao.
Vocé pode criar uma imagem instantadnea dos volumes membros antes de iniciar o rollback para
preservar os volumes base pré-rollback para fins de recuperagao.

O processo para iniciar a reversao de uma imagem instantadnea de um grupo de consisténcia de instantaneos
€ um procedimento de varias etapas.

Passo 1: Selecione membros

Vocé deve selecionar os volumes de membros a serem revertidos.

Passos

1. Selecione armazenamento > instantaneos.
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2. Selecione o separador Snapshot Images (imagens instantaneas).
3. Selecione a imagem instantanea do grupo de consisténcia de instantaneos e, em seguida, selecione
Repor ) Iniciar.

A caixa de dialogo Start Rollback (Iniciar reversao) é exibida.

4. Selecione o volume ou volumes do membro.
5. Clique em seguinte e siga um destes procedimentos:

> Se algum dos volumes de membros selecionados estiver associado a mais de um objeto de
capacidade reservada que armazena imagens instantaneas, a caixa de dialogo capacidade de revisdo
€ exibida. Va para Passo 2: Rever a capacidade.

> Se nenhum dos volumes de membros selecionados estiver associado a mais de um objeto de
capacidade reservada que armazena imagens instantédneas, a caixa de diadlogo Editar prioridade sera
exibida. Va para Passo 3: Editar prioridade.

Passo 2: Rever a capacidade

Se vocé selecionou volumes de membros associados a mais de um objeto de capacidade reservada, como
um grupo de snapshot e um volume de capacidade reservada, podera analisar e aumentar a capacidade
reservada para o(s) volume(s) revertido(s).

Passos

1. Ao lado de qualquer volume de membro com capacidade reservada muito baixa (ou zero), clique no link
aumentar capacidade na coluna Editar.

A caixa de didlogo aumentar capacidade reservada é exibida.
2. Use a caixa giratorio para ajustar a porcentagem de capacidade e clique em aumentar.

Se a capacidade livre n&o existir no pool ou grupo de volumes que contém o objeto de armazenamento
selecionado e o storage de armazenamento tiver capacidade nao atribuida, vocé podera adicionar
capacidade. Vocé pode criar um novo pool ou grupo de volumes e tentar novamente essa operagao
usando a nova capacidade livre nesse pool ou grupo de volumes.

3. Clique em seguinte e va para Passo 3: Editar prioridade.

A caixa de dialogo Editar prioridade € exibida.

Passo 3: Editar prioridade
Vocé pode editar a prioridade da operacao de reversao, se necessario.

Sobre esta tarefa

A prioridade de reversdo determina quantos recursos do sistema sdo dedicados a operagéo de reversao a
custa do desempenho do sistema.

Passos

1. Use o controle deslizante para ajustar a prioridade de reversdo conforme necessario.

2. Confirme se deseja executar esta operagao e clique em Finish.

Resultados
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O System Manager executa as seguintes agoes:
* Restaura os volumes dos membros do grupo de consisténcia de instantaneos com o contetido guardado
na imagem de instantaneo selecionada.
» Torna os volumes revertidos imediatamente disponiveis para acesso ao host. Ndo é necessario esperar
que a operacgao de reversao seja concluida.
Depois de terminar
Selecione Home > View Operations in Progress (Ver operagdes em curso) para ver o progresso da operagao

de reversao.

Se a operagao de reversao nao for bem-sucedida, a operagéo sera interrompida. Vocé pode retomar a
operagao em pausa e, se ainda néo tiver éxito, siga o procedimento Recovery Guru para corrigir o problema
ou entre em Contato com o suporte técnico.

Retomar a reversido da imagem instantanea

Se ocorrer um erro durante uma operacgao de reversao de imagem instantanea, a
operacao é pausada automaticamente. Vocé pode retomar uma operacéo de reversao
que esta em um estado de pausa.

Passos
1. Selecione armazenamento > instantaneos.
2. Clique no separador Snapshot Images (imagens instantaneas).

3. Realce a reversdo pausada e, em seguida, selecione Reverter > Resume.

A operagao é retomada.

Resultados
O System Manager executa as seguintes acoes:

» Se a operagéo de reversao for retomada com éxito, vocé podera visualizar o andamento da operagao de
reversdo na janela operagdes em andamento.

» Se a operacgao de reversado nao for bem-sucedida, a operacao sera interrompida novamente. Vocé pode
seguir o procedimento Recovery Guru para corrigir o problema ou entrar em Contato com o suporte
técnico.

Cancelar reversao de imagem instantanea

Vocé pode cancelar uma reversao ativa em andamento (copia ativa de dados), uma
reversao pendente (em uma fila pendente aguardando recursos para iniciar) ou uma
reversao que tenha sido pausada devido a um erro.

Sobre esta tarefa

Quando vocé cancela uma operagao de reversao em andamento, o volume base reverte para um estado
inutilizavel e aparece como falhou. Portanto, considere cancelar uma operagao de reversdo somente quando
existirem opcdes de recuperacao para restaurar o conteudo do volume base.
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Se o grupo de instantaneos no qual a imagem instantanea reside tiver uma ou mais imagens
instantaneas que foram eliminadas automaticamente, a imagem instantanea usada para a
operacgao de reversao pode nao estar disponivel para futuros rollbacks.

Passos

1. Selecione armazenamento > instantaneos.
2. Clique no separador Snapshot Images (imagens instantaneas).

3. Selecione a reversao ativa ou pausada e, em seguida, selecione Repor » Cancelar.
A caixa de dialogo confirmar Cancelar reversao ¢é exibida.
4. Clique em Yes para confirmar.

Resultados

O System Manager para a operacgao de reversao. O volume base é utilizavel, mas pode ter dados
inconsistentes ou n&o intactos.

Depois de terminar
Depois de cancelar uma operagao de reversao, vocé deve executar uma das seguintes agoes:

* Reinicializar o contetido do volume base.

» Execute uma nova operacgao de reversao para restaurar o volume base usando a mesma imagem de
snapshot usada na operagédo Cancelar reversao ou uma imagem de snapshot diferente para executar a
nova operagao de reversao.

Eliminar imagem instantanea

Elimina imagens de instantédneos para limpar a imagem de instantaneos mais antiga de
um grupo de instantaneos ou de um grupo de consisténcia de instantaneos.

Sobre esta tarefa

Vocé pode excluir uma unica imagem de snapshot ou excluir imagens de snapshot de grupos de consisténcia
de snapshot que tenham o mesmo carimbo de data/hora de criagdo. Também pode eliminar imagens
instantdneas de um grupo de instantaneos.

N&o é possivel excluir uma imagem instantanea se ela nao for a imagem de snapshot mais antiga para o
volume base associado ou grupo de consisténcia de snapshot.

Passos

1. Selecione armazenamento > instantaneos.
2. Clique no separador Snapshot Images (imagens instantaneas).

3. Selecione a imagem instantanea que pretende eliminar e confirme que pretende executar a operagao.

Se tiver selecionado uma imagem instantanea de um grupo de consisténcia de instantaneos, selecione
cada volume de membro que pretende eliminar e confirme que pretende executar a operacao.

4. Clique em Excluir.

Resultados
O System Manager executa as seguintes agoes:
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* Elimina a imagem instantadnea da matriz de armazenamento.

* Libera a capacidade reservada para reutilizagdo no grupo de snapshot ou no grupo de consisténcia de
snapshot.

» Desativa todos os volumes instantaneos associados que existem para a imagem de instantaneo
eliminada.

A partir de uma excluséo de grupo de consisténcia de snapshot, move qualquer volume de membro
associado a imagem de snapshot excluida para um estado parado.

Gerenciar grupos de consisténcia de snapshot

Adicionar volume de membro a um grupo de consisténcia de snapshot

Vocé pode adicionar um novo volume de membro a um grupo de consisténcia de
snapshot existente. Quando vocé adiciona um novo volume de membro, vocé também
deve reservar capacidade para o volume de membro.

Antes de comecar
* O volume do membro deve ser 6timo.

» O grupo de consisténcia de snapshot deve ter menos do que o nimero maximo de volumes permitidos
(conforme definido pela configuragao).

« Cada volume de capacidade reservada deve ter as mesmas configuragdes de garantia de dados (DA) e
seguranga que o volume associado.

Sobre esta tarefa

E possivel adicionar volumes padrdo ou volumes finos ao grupo de consisténcia de snapshot. O volume base
pode residir em um pool ou grupo de volumes.

Passos
1. Selecione armazenamento > instantaneos.

2. Selecione a guia grupos de consisténcia de instantaneos.
A tabela é exibida e exibe todos os grupos de consisténcia de snapshot associados ao storage array.

3. Selecione o grupo de consisténcia de instantaneos que deseja modificar e clique em Adicionar
membros.

A caixa de dialogo Adicionar membros é exibida.
4. Selecione o(s) volume(s) de membro que pretende adicionar e clique em seguinte.

E apresentado o passo de reserva da capacidade. A tabela volume Candidate exibe apenas os candidatos
que suportam a capacidade reservada especificada.

5. Use a caixa giratorio para alocar a capacidade reservada para o volume do membro. Execute uma das
seguintes agoes:

> Aceite as configuragdes padrao.

Use esta opgado recomendada para alocar a capacidade reservada para o volume do membro com as
configuragbes padrao.
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o Aloque suas proéprias configuragoes de capacidade reservada para atender as suas
necessidades de armazenamento de dados.

Se vocé alterar a configuragéo de capacidade reservada padrao, cligue em Atualizar candidatos para

atualizar a lista de candidatos para a capacidade reservada especificada.
Alocar a capacidade reservada usando as diretrizes a seguir.
= A configuragéo padrao para capacidade reservada é de 40% da capacidade do volume base e,

geralmente, essa capacidade € suficiente.

= A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagoes de e/S
nos volumes e da quantidade e duracdo da colegéo de imagens instantaneas.

6. Cligue em Finish para adicionar os volumes de membros.

Remover um volume de membro de um grupo de consisténcia de snapshot

Vocé pode remover um volume de membro de um grupo de consisténcia de snapshot
existente.

Sobre esta tarefa

Quando vocé remove um volume de membro de um grupo de consisténcia de snapshot, o System Manager
exclui automaticamente os objetos de snapshot associados a esse volume de membro.

Passos

1. Selecione armazenamento > instantaneos.

2. Clique na guia Snapshot Consistency Groups (grupos de consisténcia de instantaneos).

3. Expanda o grupo de consisténcia de snapshot que vocé deseja modificar selecionando o sinal de mais ao

lado dele.
4. Selecione o volume do membro que deseja remover e clique em Remover.

5. Confirme se deseja executar a operagao e cligue em Remover.

Resultados
O System Manager executa as seguintes agoes:

« Elimina todas as imagens instanténeas e volumes instantaneos associados ao volume membro.
* Exclui o grupo instantaneo associado ao volume do membro.

* O volume do membro ndo é alterado ou eliminado de outra forma.

Altere as configuragoes de um grupo de consisténcia de snapshot

Altere as definicdes de um grupo de consisténcia de instantadneos quando pretender
alterar o seu nome, as definicdes de eliminagao automatica ou o niumero maximo de
imagens instantaneas permitidas.

Passos

1. Selecione armazenamento > instantaneos.
2. Clique na guia Snapshot Consistency Groups (grupos de consisténcia de instantaneos).

3. Selecione o grupo de consisténcia de instantaneos que vocé deseja editar e clique em Exibir/Editar
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configuragoes.
A caixa de dialogo Definicdo do grupo de consisténcia de instantaneo é exibida.
4. Altere as configuragdes do grupo de consisténcia de instantédneos conforme apropriado.

Detalhes do campo

Definigao Descricao
» Configuragbes do  Nome
grupo de
consisténcia do
instantaneo*
Vocé pode alterar o Eliminagcdo automatica

nome do grupo de
consisténcia de
snapshot.

Mantenha a caixa de Limite de imagem instantanea
verificagao selecionada
se pretender que as
imagens instantaneas
sejam eliminadas
automaticamente apos
o limite especificado;
utilize a caixa de
selegao para alterar o
limite. Se desmarcar
esta caixa de
verificagdo, a criagao
de imagens
instantaneas para apos
32 imagens.

Pode alterar o numero  Agendamento do Snapshot
maximo de imagens

instantaneas permitidas

para um grupo de

instantaneos.

Este campo indica se  Objetos associados
uma programacao esta

associada ao grupo de

consisténcia de

instantaneos.

Volumes dos membros  E possivel exibir a quantidade de volumes de membros associados ao
grupo de consisténcia de snapshot.
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5. Clique em Salvar.

Eliminar grupo de consisténcia de instantaneos
Vocé pode excluir grupos de consisténcia de snapshot que nao sao mais necessarios.

Antes de comecar

Confirme se as imagens de todos os volumes de membros ndo sdo mais necessarias para fins de backup ou
teste.

Sobre esta tarefa

Esta operagao elimina todas as imagens instantaneas ou programacgdes associadas ao grupo de consisténcia
de instantaneos.

Passos
1. Selecione armazenamento > instantaneos.
2. Selecione a guia grupos de consisténcia de instantaneos.

3. Selecione o grupo de consisténcia de instantaneos que deseja excluir e, em seguida, selecione tarefas
incomuns > Excluir.

A caixa de dialogo Confirm Delete Snapshot consistency Group (confirmar Grupo de consisténcia de
instantaneos)

4. Confirme se deseja executar esta operacao e clique em Excluir.

Resultados
O System Manager executa as seguintes acoes:

 Elimina todas as imagens instantaneas e volumes instantaneos existentes do grupo de consisténcia de
instantaneos.

 Elimina todas as imagens de instantaneos associadas existentes para cada volume de membro no grupo
de consisténcia de instantaneos.

» Exclui todos os volumes de snapshot associados que existem para cada volume de membro no grupo de
consisténcia de snapshot.

 Exclui toda a capacidade reservada associada para cada volume de membro no grupo de consisténcia de
instantaneos (se selecionado).

Gerenciar volumes de snapshot

Converta o volume instantaneo para o modo de leitura-gravagao

Vocé pode converter um volume de snapshot somente leitura ou um volume de snapshot
de grupo de consisténcia de snapshot para o modo leitura-gravagao, se necessario.

Um volume de snapshot que é convertido para leitura-gravagao acessivel contém sua propria capacidade
reservada. Essa capacidade € usada para salvar quaisquer modificagées subsequentes feitas pelo aplicativo

host no volume base sem afetar a imagem de snapshot referenciada.

Passos

1. Selecione armazenamento > instantaneos.
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2. Selecione a guia volumes instantaneos.

A tabela volumes de Snapshot é exibida e exibe todos os volumes de snapshot associados ao storage
array.

3. Selecione o volume instantdneo somente leitura que deseja converter e clique em Converter para
ler/escrever.

A caixa de dialogo Converter para ler/escrever € exibida com a etapa reserva de capacidade ativada. A
tabela volume Candidate exibe apenas os candidatos que suportam a capacidade reservada especificada.

4. Para alocar a capacidade reservada para o volume de snapshot de leitura e gravagao, execute uma das
seguintes agoes:

> Accept the default settings — Use esta opgdo recomendada para alocar a capacidade reservada
para o volume instantadneo com as configura¢des padrao.

> Aloque suas proprias configuragcoes de capacidade reservada para atender as suas
necessidades de armazenamento de dados — aloque a capacidade reservada usando as seguintes
diretrizes.

= A configuracéo padrao para capacidade reservada é de 40% da capacidade do volume base e,
geralmente, essa capacidade é suficiente.

= A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagdes de e/S no
volume.

5. Selecione seguinte para rever ou editar as definigoes.
A caixa de dialogo Editar configuragdes € exibida.

6. Aceite ou especifique as configuragdes do volume instantadneo conforme apropriado e selecione Finish
para converter o volume instantaneo.

Detalhes do campo

Definicao Descricao
» Configuragbes de  Alerta-me quando...
capacidade
reservada®

Alterar as definigcdoes de volume de um volume instantaneo

Vocé pode alterar as configuragées de um volume instantaneo ou volume instanténeo do
grupo de consisténcia de snapshot para renomea-lo, ativar ou desativar o cache SSD ou
alterar a atribuigdo do host, cluster de host ou numero de unidade I6gica (LUN).

Passos
1. Selecione armazenamento > instantaneos.
2. Clique na guia volumes instantaneos.

3. Selecione o volume instantadneo que deseja alterar e clique em Exibir/Editar configuragoes.
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A caixa de dialogo Configuragdes de volume instantaneo é exibida.
4. Veja ou edite as definicdes do volume instantaneo, conforme apropriado.

Detalhes do campo

Definigao Descricao

Volume instantaneo Nome

Pode alterar o nome do Atribuido a
volume instantaneo.

Vocé pode alterar a LUN
atribuicdo de cluster de

host ou host para o

volume de snapshot.

Pode alterar a Cache SSD
atribuicdo LUN para o
volume instantaneo.

Vocé pode Objetos associados
ativar/desativar o

armazenamento em

cache somente leitura

em discos de estado

sélido (SSDs).

Imagem instanténea Pode visualizar as imagens instanténeas associadas ao volume
instantdneo. Uma imagem instanténea € uma copia logica dos dados de
volume, capturados em um determinado ponto no tempo. Como um ponto
de restauragao, as imagens instantaneas permitem que vocé role de volta
para um conjunto de dados em boas condi¢des. Embora o host possa
acessar a imagem instantanea, ele nao pode ler ou gravar diretamente
nela.

Volume base E possivel exibir o volume base associado ao volume instantaneo. Um
volume base é a origem a partir da qual uma imagem instanténea € criada.
Pode ser um volume grosso ou fino e € normalmente atribuido a um host.
O volume base pode residir em um grupo de volumes ou em um pool de
discos.

Grupo de instantdneos Vocé pode exibir o grupo de snapshot associado ao volume de snapshot.
Um grupo de instantadneos é uma colecao de imagens instantaneas a
partir de um Unico volume base.
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Copiar volume instantaneo

Vocé pode executar um processo de volume de copia em um volume instantaneo ou em
um volume instantaneo de grupo de consisténcia de snapshot.

Sobre esta tarefa

Vocé pode copiar um volume instantaneo para o volume de destino, conforme executado em uma operagao
normal de volume de copia. No entanto, os volumes instantdneos ndo podem permanecer online durante o
processo de volume de coépia.

Passos
1. Selecione armazenamento > instantaneos.
2. Selecione a guia volumes instantaneos.

A tabela volumes de Snapshot é exibida e exibe todos os volumes de snapshot associados ao storage
array.

3. Selecione o volume instantadneo que pretende copiar €, em seguida, selecione volume de copia.
A caixa de dialogo volume de cdpia € exibida, solicitando que vocé selecione um destino.

4. Selecione o volume de destino a ser utilizado como destino da copia e, em seguida, clique em Finish.

Recriar o volume instantaneo

Vocé pode criar novamente um volume instantadneo ou um volume instantaneo do grupo
de consisténcia de snapshot que vocé desativou anteriormente. A recriacido de um
volume instantaneo demora menos tempo do que a criagao de um novo.

Antes de comecar
» O volume instantaneo deve estar no estado ideal ou Desativado.
» Todos os volumes instantaneos de membros devem estar em um estado Desativado antes de poder
recriar o volume instantaneo do grupo de consisténcia de instantaneos.

Sobre esta tarefa

Nao é possivel recriar um volume de instantaneo individual de membro; vocé pode recriar apenas o volume de
instantaneo geral do grupo de consisténcia de instantaneo.

@ Se o volume instantaneo do volume do instantaneo ou do grupo de consisténcia do instantaneo
fizer parte de uma relacéo de cépia online, ndo podera efetuar a opgéo recriar no volume.

Passos

1. Selecione armazenamento > instantaneos.

2. Selecione a guia volumes instantaneos.

A tabela volumes de Snapshot € exibida e exibe todos os volumes de snapshot associados ao storage
array.

3. Selecione o volume instantdneo que pretende recriar e, em seguida, selecione tarefas incomuns >
recriar.
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A caixa de dialogo recriar volume instantaneo ¢é exibida.

4. Selecione uma das seguintes opg¢des:
o Uma imagem instantdnea existente criada a partir do volume <name>

Selecione esta opgao para indicar uma imagem instantanea existente a partir da qual pretende recriar
0 volume instantaneo.

- Uma nova imagem instantanea do volume <name>

Selecione esta opgéo para criar uma nova imagem instantanea a partir da qual recriar o volume
instantaneo.

5. Clique em recriar.

Resultados
O System Manager executa as seguintes acgoes:

* Exclui todos write os dados em qualquer volume de repositorio instantaneo associado.

* Os parametros do volume instantaneo do volume do instantaneo do grupo de consisténcia do instantaneo
permanecem 0s mesmos que os parametros de volume anteriormente desativados.

* Retém os nomes originais do volume instantédneo ou do volume instantaneo do grupo de consisténcia de
instantaneos.

Desativar volume instantaneo

Vocé pode desabilitar um volume instantaneo ou um volume instantdneo em um grupo
de consisténcia de snapshot quando nao precisar mais dele ou desejar parar
temporariamente de usa-lo.

Sobre esta tarefa
Utilize a opcéo Desativar se uma destas condi¢des se aplicar:

* Vocé terminou com o volume instantadneo ou o volume instantadneo do grupo de consisténcia de snapshot
por enquanto.

* Vocé pretende recriar o volume instantaneo ou o volume instantaneo do grupo de consisténcia de
instantaneo (que é designado como leitura-gravagao) posteriormente e deseja manter a capacidade
reservada associada para que vocé nao precise cria-lo novamente.

» Vocé deseja aumentar a performance do storage array interrompendo a atividade de gravagao em um
volume de snapshot de leitura e gravacgao.

Se o volume instantaneo do grupo de consisténcia de snapshot for designado como leitura-gravagao, essa
opgao também permitira que vocé interrompa qualquer atividade de gravagao adicional no volume de
capacidade reservada associado. Se decidir recriar o volume instantdneo ou o volume instantaneo do grupo
de consisténcia de instantaneos, tera de escolher uma imagem instantanea a partir do mesmo volume base.

@ Se o volume instantaneo do volume do instantaneo ou do grupo de consisténcia do instantaneo
fizer parte de uma relacao de cépia online, ndo podera efetuar a opgéo Desativar no volume.

Passos
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1. Selecione armazenamento > instantaneos.

2. Selecione a guia volumes instantaneos.
O System Manager exibe todos os volumes instantaneos associados ao storage array.
3. Selecione o volume instantdneo que pretende desativar e, em seguida, selecione tarefas incomuns >

Desativar.

4. Confirme se deseja executar a operagao e clique em Desativar.

Resultados
* O volume do Snapshot permanece associado ao volume base.

* O volume do instantdneo mantém seu nome mundial (WWN).
« Se a leitura-gravacéo for lida, o volume do Snapshot mantera sua capacidade reservada associada.

* O volume de snapshot retém todas as atribuicdes e acessos do host. No entanto, as solicitagdes de leitura
e gravagao falham.

* O volume instantaneo perde a sua associagao com a sua imagem instantanea.

Eliminar volume instantaneo

Vocé pode excluir um volume instantaneo ou um volume instantaneo de grupo de
consisténcia de snapshot que n&o seja mais necessario para fins de teste de aplicativos
de backup ou software.

Vocé também pode especificar se deseja excluir o volume de capacidade reservada de snapshot associado a
um volume instantdneo read-write ou reter o volume de capacidade reservada de snapshot como um
volume nao atribuido.

Sobre esta tarefa

A exclusado de um volume base exclui automaticamente qualquer volume instantaneo associado ou volume
instantédneo de grupo de consisténcia. Nao é possivel excluir um volume instantaneo que esteja em uma copia
de volume com o status em andamento.

Passos

1. Selecione armazenamento > instantaneos.

2. Selecione a guia volumes instantaneos.
O System Manager exibe todos os volumes instantaneos associados ao storage array.

3. Selecione o volume instantdneo que pretende eliminar e, em seguida, selecione tarefas pouco comuns >
Eliminar.

4. Confirme se deseja executar a operacgao e clique em Excluir.

Resultados
O System Manager executa as seguintes acoes:

* Exclui todos os volumes de snapshot de membros (para um volume de snapshot de um grupo de
consisténcia de snapshot).

* Remove todas as atribuicbes de host associadas.
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FAQs

Por que nao vejo todos os meus volumes, hosts ou clusters de host?

Os volumes instantaneos com um volume base habilitado PARA DA nao sao elegiveis
para serem atribuidos a um host que ndo seja capaz de Data Assurance (DA). Vocé
deve desativar DA no volume base antes que um volume instantaneo possa ser atribuido
a um host que n&o seja capaz de DA.

Considere as seguintes diretrizes para o host ao qual vocé esta atribuindo o volume de snapshot:

* Um host ndo é capaz de DA se ele estiver conetado ao storage array por meio de uma interface de e/S
que ndo seja capaz de DA.

* Um cluster de host ndo é capaz de DA se tiver pelo menos um membro de host que nao seja capaz de
DA.

Nao é possivel desativar DA em um volume associado a snapshots (grupos de consisténcia,

@ grupos de snapshot, imagens de snapshot e volumes de snapshot), copias de volume e
espelhos. Todos os objetos snapshot e capacidade reservada associados devem ser excluidos
antes que DA possa ser desabilitada no volume base.

O que é uma imagem instantanea?

Uma imagem instantdnea € uma copia légica do conteudo do volume, capturada em um
determinado ponto no tempo. As imagens instantaneas usam espaco de armazenamento
minimo.

Os dados de imagem instantanea sdo armazenados da seguinte forma:

* Quando uma imagem instantanea é criada, ela corresponde exatamente ao volume base. Depois que o
snapshot é capturado, quando a primeira solicitagdo de gravagao ocorre para qualquer bloco ou conjunto
de blocos no volume base, os dados originais sdo copiados para a capacidade reservada do snapshot
antes que os novos dados sejam gravados no volume base.

* Os instantaneos subsequentes incluem apenas blocos de dados que foram alterados desde que a
primeira imagem instantanea foi criada. Cada operagéo de copia em gravagao subsequente salva os
dados originais que estao prestes a ser sobrescritos no volume base para a capacidade reservada do
snapshot antes que os novos dados sejam gravados no volume base.

Por que usar imagens instantaneas?

Vocé pode usar snapshots para proteger e permitir a recuperacéo de perda acidental ou
maliciosa ou corrupg¢éo de dados.

Selecione um volume base ou um grupo de volumes base, chamado de grupo de consisténcia de
instantaneos e, em seguida, capture imagens de instantadneos de uma ou mais das seguintes formas:

* Vocé pode criar uma imagem instantdnea de um unico volume base ou de um grupo de consisténcia de
snapshot que consiste em varios volumes base.

* Vocé pode tirar snapshots manualmente ou criar uma programagao para um volume base ou grupo de
consisténcia de snapshot para capturar automaticamente imagens instantaneas periodicas.
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* Vocé pode criar um volume instantaneo acessivel pelo host de uma imagem instantanea.
* Vocé pode executar uma operacao de reversao para restaurar uma imagem instantanea.
O sistema retém varias imagens instantdneas como pontos de restauragcado que vocé pode usar para reverter

para conjuntos de dados em boas condi¢gdes em pontos especificos no tempo. A capacidade de reverter
fornece protecéo contra exclusao acidental de dados e corrupgao de dados.

Que tipos de volumes podem ser usados para instantaneos?

Volumes padrao e volumes finos sao os unicos tipos de volumes que podem ser usados
para armazenar imagens instantaneas. Nao é possivel utilizar volumes néo standard. O
volume base pode residir em um pool ou grupo de volumes.

Por que eu criaria um grupo de consisténcia de snapshot?

Vocé cria um grupo de consisténcia de instantaneos quando deseja garantir que as
imagens instantaneas sejam tiradas em varios volumes ao mesmo tempo.

Por exemplo, um banco de dados composto por varios volumes que precisam permanecer consistentes para
fins de recuperagao exigiria que um grupo de consisténcia de snapshot coletasse snapshots coordenados de
todos os volumes e os usasse para restaurar todo o banco de dados.

Os volumes incluidos em um grupo de consisténcia de snapshot sdo chamados volumes de membros.
Vocé pode executar as seguintes operacdes de snapshot em um grupo de consisténcia de snapshot:
» Crie uma imagem instantanea de um grupo de consisténcia de instantaneos para obter imagens

simultdneas dos volumes de membros.

 Crie uma programacao para que o grupo de consisténcia de instantadneos capture automaticamente
imagens simultédneas periddicas dos volumes de membros.

» Crie um volume instantaneo acessivel ao host de uma imagem de grupo de consisténcia de snapshot.

» Execute uma operacgao de reversao para um grupo de consisténcia de snapshot.

O que é um volume snapshot e quando ele precisa de capacidade reservada?

Um volume instantaneo permite que o host acesse dados na imagem instantanea. O
volume instantaneo contém a sua propria capacidade reservada, que guarda quaisquer
modificagdes no volume base sem afetar a imagem instantanea original. As imagens
instantaneas n&o sao acessiveis para leitura ou gravacao para os hosts. Se vocé quiser
ler ou gravar dados de snapshot, crie um volume de snapshot e atribua-o a um host.

Vocé pode criar dois tipos de volumes de snapshot. O tipo de volume instantédneo determina se ele usa a
capacidade reservada.

+ Somente leitura— Um volume instantaneo criado como somente leitura fornece um aplicativo host com
acesso de leitura a uma copia dos dados contidos na imagem instantadnea. Um volume snapshot somente
leitura ndo usa a capacidade reservada.

* Read-write — Um volume instantaneo que é criado como read-write permite que vocé facga alteragdes no
volume instantaneo sem afetar a imagem de snapshot referenciada. Um volume instantaneo de leitura e
gravagao usa a capacidade reservada para armazenar essas alteragdes. Vocé pode converter um volume
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instantdneo somente leitura para leitura e gravagao a qualquer momento.

O que é um grupo de instantaneos?

Um grupo de instantaneos € uma colegdo de imagens instantaneas pontuais de um
unico volume base associado.

O System Manager organiza imagens instantdneas em grupos de instantaneos. Os grupos de snapshot n&o
exigem nenhuma ac¢ao do usuario, mas vocé pode ajustar a capacidade reservada em um grupo de snapshot
a qualquer momento. Além disso, vocé pode ser solicitado a criar capacidade reservada quando as seguintes
condigdes forem atendidas:

« Sempre que vocé tirar um snapshot de um volume base que ainda ndo tenha um grupo de snapshot, o
System Manager cria automaticamente um grupo de snapshot. Isso cria capacidade reservada para o
volume base que é usado para armazenar imagens instantdneas subsequentes.

» Sempre que vocé criar uma programacao de snapshot para um volume base, o System Manager cria
automaticamente um grupo de snapshot.

Por que eu desabilitaria um volume de snapshot?

Desativa um volume instantdneo quando pretende atribuir um volume instantaneo
diferente a imagem instantanea. Pode reservar o volume instantaneo desativado para
utilizacao posterior.

Se vocé nao precisar mais do volume instantaneo ou do volume instantaneo do grupo de consisténcia e ndo
pretender recria-lo posteriormente, exclua o volume em vez de desativa-lo.

Qual é o estado Desativado?

Um volume instantaneo no estado Disabled (Desativado) n&o esta atualmente atribuido a
uma imagem instantanea. Para ativar o volume instantaneo, tem de utilizar a operagao
de recriagc&o para atribuir uma nova imagem instantanea ao volume instantaneo
desativado.

As carateristicas do volume instantaneo séao definidas pela imagem instanténea atribuida a ele. A atividade de
leitura e gravacao é suspensa em um volume instantaneo no status Desativado.

Por que eu suspenderia uma programagao de instantaneos?

Quando um agendamento é suspenso, as criagdes de imagem instantanea programadas
nao ocorrem. Vocé pode pausar uma programacgao de snapshot para economizar espago
de armazenamento e, em seguida, retomar os snapshots programados posteriormente.

Se vocé nao precisar da programagao de instantaneos, vocé deve excluir a programagao em vez de
suspendé-la.

Espelhamento
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Visao geral
Visao geral do espelhamento assincrono

O recurso espelhamento assincrono fornece um mecanismo baseado em firmware em
nivel de controlador para replicagdo de dados entre um storage array local e um storage
array remoto.

@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

O que é espelhamento assincrono?

Espelhamento assincrono captura o estado do volume primario em um determinado momento no tempo e
copia apenas os dados que foram alterados desde a ultima captura de imagem. O site principal pode ser
atualizado imediatamente e o site secundario pode ser atualizado como a largura de banda permite. As
informagdes sdo armazenadas em cache e enviadas posteriormente, a medida que os recursos de rede ficam
disponiveis.

O espelhamento assincrono é criado por volume, mas gerenciado em um nivel de grupo, permitindo que vocé
associe um volume espelhado remoto distinto a qualquer volume primario em um determinado storage array.
Esse tipo de espelhamento € ideal para satisfazer a demanda por operagodes ininterruptas e, em geral, € muito
mais eficiente em rede para processos periddicos.

Saiba mais:

» "Como o espelhamento assincrono funciona"
+ "Terminologia de espelhamento assincrono"
 "Estado do espelho assincrono”

* "Propriedade do volume"

* "Mudancga de papel de um grupo de consisténcia de espelho"

Como fago para configurar o espelhamento assincrono?

Vocé deve usar a interface do Unified Manager para executar a configuragéo de espelhamento inicial entre os
arrays. Uma vez configurado, vocé pode gerenciar pares espelhados e grupos de consisténcia no System
Manager.

Saiba mais:

* "Requisitos para uso do espelhamento assincrono”

* "Fluxo de trabalho para espelhar um volume de forma assincrona"

* "Criar par espelhado assincrono (no Unified Manager)"
Informagoes relacionadas

Saiba mais sobre conceitos relacionados ao espelhamento assincrono:

* "O que vocé precisa saber antes de criar um grupo de consisténcia de espelho"
* "O que voceé precisa saber antes de criar um par espelhado”

+ "Como o espelhamento assincrono difere do espelhamento sincrono”
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Visao geral do espelhamento sincrono

O recurso de espelhamento sincrono oferece replicagao de dados on-line em tempo real
entre storage arrays em uma distancia remota.

@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

O que é espelhamento sincrono?

O espelhamento sincrono replica volumes de dados em tempo real para garantir disponibilidade continua. Os
controladores de storage array gerenciam a operagao de espelhamento, que é transparente para maquinas
host e aplicagbes de software.

Esse tipo de espelhamento é ideal para fins de continuidade dos negdcios, como recuperagao de desastres.
Saiba mais:

* "Como o espelhamento sincrono funciona"
» "Terminologia de espelhamento sincrono"
+ "Status do espelhamento sincrono"

* "Propriedade do volume"

* "Mudanca de fungéo entre volumes em um par espelhado”

Como fago para configurar o espelhamento sincrono?

Vocé deve usar a interface do Unified Manager para executar a configuragéo de espelhamento inicial entre os
arrays. Uma vez configurado, vocé pode gerenciar pares espelhados no System Manager.

Saiba mais:

* "Requisitos para o uso do espelhamento sincrono"
* "Fluxo de trabalho para espelhar um volume de forma sincrona"

« "Criar par espelhado sincrono (no Unified Manager)"

Informagoes relacionadas

Saiba mais sobre conceitos relacionados ao espelhamento sincrono:
* "O que vocé precisa saber antes de criar um par espelhado”

+ "Como o espelhamento assincrono difere do espelhamento sincrono”

Conceitos assincronos

Como o espelhamento assincrono funciona

O espelhamento assincrono copia volumes de dados sob demanda ou de acordo com o
cronograma, o que minimiza ou evita o tempo de inatividade que pode resultar de
corrup¢ao ou perda de dados.
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@ O espelhamento nao esta disponivel no storage array EF600 ou EF300.

O espelhamento assincrono captura o estado do volume primario em um determinado momento no tempo e
copia apenas os dados que foram alterados desde a ultima captura de imagem. O site principal pode ser
atualizado imediatamente e o site secundario pode ser atualizado como a largura de banda permite. As
informagdes sdo armazenadas em cache e enviadas posteriormente, a medida que os recursos de rede ficam
disponiveis.

Esse tipo de espelhamento é ideal para atender a demanda por operagdes ininterruptas e, em geral, € muito
mais eficiente em rede para processos periddicos, como backup e arquivamento. Os motivos para usar o
espelhamento assincrono incluem o seguinte:

» Consolidagéo remota de backup.

* Proteja-se contra desastres locais ou em areas amplas.

» Desenvolvimento e teste de aplicativos em uma imagem pontual de dados ao vivo.

Sessdo de espelhamento assincrono

O espelhamento assincrono captura o estado do volume primario em um determinado momento no tempo e
copia apenas os dados que foram alterados desde a ultima captura de imagem. O espelhamento assincrono
permite que o site primario seja atualizado imediatamente e o site secundario seja atualizado conforme a
largura de banda o permita. As informagdes sao armazenadas em cache e enviadas posteriormente, a medida
que os recursos de rede ficam disponiveis.

Ha quatro etapas principais em uma sessao de espelhamento assincrono ativo.
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1. Uma operacgao de gravagao ocorre primeiro no storage array do volume primario.

2. O status da operacao é retornado ao host.

3. Todas as alteragdes no volume primario séo registadas e monitorizadas.

4. Todas as alteracdes sao enviadas para a matriz de armazenamento do volume secundario como um

processo em segundo plano.

Estes passos sao repetidos de acordo com os intervalos de sincronizacao definidos ou os passos podem ser
repetidos manualmente se nao forem definidos intervalos.

O espelhamento assincrono transfere dados para o local remoto apenas em intervalos definidos, para que a
e/S local nao seja afetada quase tanto por conexdes de rede lentas. Como essa transferéncia nao esta
vinculada a e/S local, ela ndo afeta o desempenho do aplicativo. Portanto, o espelhamento assincrono pode
usar conexdes mais lentas, como iSCSI, e executar em distdncias maiores entre os sistemas de
armazenamento local e remoto.

Os storage arrays devem ter uma versao minima de firmware de 7,84. (Cada um deles pode executar
diferentes versdes do sistema operacional.)

Grupos de consisténcia espelhada e pares espelhados

Vocé cria um grupo de consisténcia de espelho para estabelecer a relagdo de espelhamento entre o storage
array local e o storage array remoto. A relagdo de espelhamento assincrono consiste em um par espelhado:
Um volume primario em um storage array e um volume secundario em outro storage array.
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O storage array que contém o volume primario geralmente esta localizado no local principal e serve os hosts
ativos. O storage array que contém o volume secundario geralmente fica em um local secundario e contém
uma réplica dos dados. O volume secundario normalmente contém uma copia de backup dos dados e é usado
para recuperacao de desastres.

Definigdes de sincronizagao

Ao criar um par espelhado, vocé também define a prioridade de sincronizagéo e a politica de ressincronizagao
que o par espelhado usa para concluir a operagao de ressincronizacao apds uma interrupgao de
comunicacao.

Ao criar um grupo de consisténcia de espelho, vocé também define a prioridade de sincronizacao e a politica
de ressincronizagao para todos os pares espelhados dentro do grupo. Os pares espelhados usam a politica
de prioridade de sincronizagao e ressincronizagéo para concluir a operagao de ressincronizagdo apés uma
interrupcéo de comunicacao.

Os volumes primario e secundario em um par espelhado podem ficar ndo sincronizados quando o storage
array do volume primario ndo consegue gravar dados no volume secundario. Esta condicdo pode ser causada
pelos seguintes problemas:

* Problemas de rede entre os storages de armazenamento local e remoto.
* Um volume secundario com falha.
» Sincronizacédo sendo suspensa manualmente no par espelhado.

» Conflito de fungéo do grupo de espelhos.
E possivel sincronizar dados no storage de armazenamento remoto manualmente ou automaticamente.

Capacidade reservada e espelhamento assincrono

A capacidade reservada é usada para acompanhar as diferencas entre o volume primario e secundario
quando a sincronizacédo nao esta ocorrendo. Ele também mantém o controle das estatisticas de sincronizacao
para cada par espelhado.

Cada volume em um par espelhado requer sua prépria capacidade reservada.

Configuragao e gerenciamento

Para ativar e configurar o espelhamento entre dois arrays, vocé deve usar a interface do Unified Manager.
Quando o espelhamento estiver ativado, vocé podera gerenciar pares espelhados e configuragdes de
sincronizagdo no System Manager.

Terminologia de espelhamento assincrono

Saiba como os termos do espelhamento assincrono se aplicam ao storage array.
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Prazo Descrigdo

Storage array local O storage array local € o storage array em que vocé esta agindo.

Quando vocé vé Primary na coluna de fungéo local, indica que o storage array
contém o volume que detém a fungéo primaria na relagao de espelhamento.
Quando vocé vé secundario na coluna fungao local, indica que a matriz de
armazenamento contém o volume que detém a funcao secundaria na relagdo de
espelhamento.

Grupo de consisténcia do Um grupo de consisténcia de espelho € um recipiente para um ou mais pares
espelho espelhados. Para operacgdes de espelhamento assincrono, vocé precisa criar um
grupo de consisténcia de espelhamento.

Par espelhado Um par espelhado € composto por dois volumes, um volume primario e um
volume secundario.

No espelhamento assincrono, um par espelhado sempre pertence a um grupo de
consisténcia de espelho. As operagdes de gravagao sdo executadas primeiro no
volume primario e, em seguida, replicadas no volume secundario. Cada par
espelhado em um grupo de consisténcia de espelho compartilha as mesmas
configuragdes de sincronizagéo.

Volume primario O volume primario de um par espelhado é o volume de origem a ser espelhado.

Storage array remoto O storage array remoto geralmente é designado como local secundario, que
geralmente contém uma réplica dos dados em uma configuragéo de
espelhamento.

Capacidade reservada A capacidade reservada é a capacidade alocada fisica usada para qualquer
operacao de servigo de copia e objeto de storage. N&o é diretamente legivel pelo

host.

Mudanca de funcéo A mudanga de fungao esta atribuindo a fungéo primaria ao volume secundario e
vice-versa.

Volume secundario O volume secundario de um par espelhado geralmente esta localizado em um

local secundario e contém uma réplica dos dados.

Sincronizagao A sincronizag¢ao ocorre na sincronizagao inicial entre o storage array local e o
storage array remoto. A sincronizagao também ocorre quando os volumes
primario e secundario ficam n&o sincronizados apds uma interrupcao da
comunicagéo. Quando o link de comunicacgao esta funcionando novamente,
todos os dados nao replicados sao sincronizados com o storage array do volume
secundario.

Fluxo de trabalho para espelhar um volume de forma assincrona

Vocé configura o espelhamento assincrono usando o fluxo de trabalho a seguir.
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@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

1. Execute a configuragao inicial no Unified Manager:
a. Selecione a matriz de armazenamento local como a origem para a transferéncia de dados.

b. Crie ou selecione um grupo de consisténcia de espelho existente, que & um contentor para o volume
primario no array local e o volume secundario no array remoto. Os volumes primario e secundario séo
referidos como o "par espelhado". Se vocé estiver criando o grupo de consisténcia de espelho pela
primeira vez, especifique se deseja executar sincronizagdes manuais ou agendadas.

c. Selecione um volume primario no storage array local e, em seguida, determine sua capacidade
reservada. A capacidade reservada é a capacidade fisica alocada a ser usada para a operagao de
cépia.

d. Selecione um storage array remoto como o destino da transferéncia, um volume secundario e, em
seguida, determine sua capacidade reservada.

e. Inicie a transferéncia de dados inicial do volume primario para o volume secundario. Dependendo do
tamanho do volume, esta transferéncia inicial pode demorar varias horas.

2. Verifique o progresso da sincronizacgao inicial:
a. No Unified Manager, inicie o System Manager para o array local.

b. No System Manager, visualize o status da operagao de espelhamento. Quando o espelhamento
estiver concluido, o status do par espelhado é "6timo".

3. Opcional: vocé pode reagendar ou realizar manualmente transferéncias de dados subsequentes no
System Manager. Somente blocos novos e alterados séo transferidos do volume primario para o volume
secundario.

Como a replicagéo assincrona é periddica, o sistema pode consolidar os blocos alterados e
conservar a largura de banda da rede. Ha impacto minimo na taxa de transferéncia de
gravagao e na laténcia de gravacao.

Requisitos para uso do espelhamento assincrono

Se vocé planeja usar o espelhamento assincrono, tenha em mente os seguintes
requisitos.
Unified Manager

Para ativar e configurar o espelhamento entre dois arrays, vocé deve usar a interface do Unified Manager. O
Unified Manager € instalado em um sistema host juntamente com o Web Services Proxy.

* O servigo Web Services Proxy deve estar em execucgao.
« O Unified Manager deve estar em execugéo em seu host local por meio de uma conexdo HTTPS.

» O Unified Manager deve mostrar certificados SSL validos para a matriz de armazenamento. Vocé pode
aceitar um certificado autoassinado ou instalar seu préprio certificado de segurancga usando o Unified
Manager e navegando para o certificado » Gerenciamento de certificados.

Storage arrays

@ O espelhamento néo esta disponivel no storage array EF600 ou EF300.
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Vocé precisa ter dois storage arrays.
Cada storage array deve ter duas controladoras.
Os dois storage arrays devem ser descobertos no Unified Manager.

Cada controlador no array primario e no array secundario deve ter uma porta de gerenciamento Ethernet
configurada e estar conetado a rede.

As matrizes de armazenamento tém uma versdo minima de firmware de 7,84. (Cada um deles pode
executar diferentes versdes do sistema operacional.)

Vocé deve saber a senha para os storages de armazenamento local e remoto.

Vocé precisa ter capacidade livre suficiente no storage array remoto para criar um volume secundario igual
ou maior que o volume principal que deseja espelhar.

Seus storage arrays locais e remotos séo conectados por meio de uma malha Fibre Channel ou de uma
interface iISCSI.

Conexodes suportadas

O espelhamento assincrono pode usar conexdes FC ou iSCSI ou ambas para comunicagao entre sistemas de
storage locais e remotos. No momento da criagdo de um grupo de consisténcia de espelho, o administrador
pode selecionar FC ou iSCSI para esse grupo se ambos estiverem conetados ao storage array remoto. Nao
ha failover de um tipo de canal para o outro.

O espelhamento assincrono usa as portas de e/S do host do storage array para transmitir dados espelhados
do lado principal para o lado secundario.
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Espelhamento por uma interface Fibre Channel (FC)

Cada controladora do storage array dedica sua porta de host FC de maior numero as operagdes de
espelhamento.

Se o controlador tiver portas FC de base e portas FC da placa de interface do host (HIC), a porta
numerada mais alta estara em um HIC. Qualquer host conetado a porta dedicada é desconetado e
nenhuma solicitagdo de login do host € aceita. As solicitagbes de e/S nessa porta sdo aceitas somente de
controladores que participam de operagdes de espelhamento.

As portas de espelhamento dedicadas devem ser conectadas a um ambiente de malha FC que suporte as
interfaces do servigo de diretorio e servigo de nomes. Em particular, FC-AL e ponto a ponto ndo sao
compativeis como opgdes de conectividade entre as controladoras que estao participando de
relacionamentos espelhados.

Espelhamento através de uma interface iSCSI

Ao contrario do FC, 0 iSCSI ndo requer uma porta dedicada. Quando o espelhamento assincrono é usado
em ambientes iISCSI, ndo é necessario dedicar nenhuma das portas iSCSI de front-end do storage array
para uso com espelhamento assincrono. Essas portas sdo compartilhadas para trafego de espelhamento
assincrono e conexdes de e/S de host para array.

O controlador mantém uma lista de sistemas de armazenamento remoto com os quais o iniciador iISCSI
tenta estabelecer uma sessao. A primeira porta que estabelece com éxito uma conexao iISCSI é usada
para toda a comunicagao subsequente com esse storage de armazenamento remoto. Se a comunicagao
falhar, uma nova sessao ¢é tentada usando todas as portas disponiveis.

As portas iISCSI sédo configuradas no nivel da matriz, porta a porta. A comunicagao entre controladores
para mensagens de configuragao e transferéncia de dados usa as configuragdes globais, incluindo



configuragbes para:

o

VLAN: Os sistemas locais e remotos devem ter a mesma configuragao de VLAN para se comunicar
o Porta de escuta iSCSI
o Jumbo Frames

o Prioridade Ethernet

@ A comunicacéao do intercontrolador iSCSI deve usar uma porta de conexao de host e
nao a porta Ethernet de gerenciamento.

O espelhamento assincrono usa as portas de e/S do host do storage array para transmitir dados
espelhados do lado principal para o lado secundario. Como o espelhamento assincrono é destinado a
redes de maior laténcia e de menor custo, as conexdes iSCSI (e, portanto, baseadas em TCP/IP) sdo uma
boa opgao para isso. Quando o espelhamento assincrono é usado em ambientes iISCSI, ndo é necessario
dedicar nenhuma das portas iSCSI de front-end do array para uso com espelhamento assincrono; essas
portas sdo compartilhadas para trafego de espelhamento assincrono e conexdes de e/S de host para
array

Candidatos a volume espelhado

O nivel RAID, os parametros de armazenamento em cache e o tamanho do segmento podem ser
diferentes nos volumes primario e secundario de um par espelhado assincrono.

* O volume secundario deve ser pelo menos tdo grande quanto o volume primario.

* Um volume pode participar de apenas um relacionamento de espelho.

* Os candidatos em volume devem compartilhar os mesmos recursos de Seguranga de dados.
> Se o volume primario for compativel com FIPS, o volume secundario deve ser capaz de FIPS.
> Se o volume principal for compativel com FDE, o volume secundario tem de ser capaz de FDE.

> Se o volume principal ndo estiver usando o Drive Security, o volume secundario ndo deve estar
usando o Drive Security.

Capacidade reservada

* Um volume de capacidade reservada é necessario para um volume primario e para um volume secundario
em um par espelhado para Registrar informagbes de gravagao para recuperar de reinicializagées do
controlador e outras interrupgdes temporarias.

« Como o volume principal e o volume secundario em um par espelhado exigem capacidade reservada
adicional, vocé precisa garantir que tenha capacidade livre disponivel em ambos os storage arrays na
relacdo espelhada.

Recurso de seguranga da unidade

» Se vocé estiver usando unidades com capacidade de seguranga, o volume primario € o volume
secundario devem ter configuragdes de seguranga compativeis. Esta restricdo n&o € imposta; portanto,
vocé deve verifica-la por conta prépria.

» Se vocé estiver usando unidades com capacidade segura, o volume primario e o volume secundario
deverao usar o mesmo tipo de unidade. Esta restricdo ndo é imposta; portanto, vocé deve verifica-la por
conta propria.

« Se estiver a utilizar o Data Assurance (DA), o volume primario e o volume secundario tém de ter as
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mesmas definicdes DE DA.

Estado do espelho assincrono

O status do espelho define o estado dos grupos de consisténcia do espelho e pares de

volume espelhado.

@ Este recurso ndo esta disponivel no sistema de armazenamento EF600 ou EF300.

Estado para grupos de consisténcia de espelhos

Estado

Sincronizacao
(sincronizacgao inicial)

Sincronizacéo
(sincronizagao de
intervalo)

Sistema suspenso

Usuario suspenso

Em pausa

Orfao
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Descrigcao

O progresso da sincronizacao inicial de dados que foi concluida entre os pares
de volume espelhado.

Durante uma sincronizagao inicial, os volumes podem fazer a transi¢ao para os
seguintes estados: Degraded/Failed/Optimal/Unknown.

O progresso da sincronizagao periodica de dados que foi concluida entre os
pares de volume espelhado.

Sincronizagao de dados suspensa por sistema de storage em todos os pares
espelhados no nivel do grupo de consisténcia de espelhos.

Pelo menos um par espelhado no grupo de consisténcia do espelho estd em um
estado parado ou com falha.

Sincronizagéo de dados suspensa pelo usuario em todos os pares espelhados no
nivel do grupo de consisténcia espelhada.

Esse estado ajuda a reduzir qualquer impacto no desempenho do aplicativo host
que possa ocorrer enquanto quaisquer dados alterados no storage array local
sdo copiados para o storage array remoto.

O processo de sincronizagao de dados parou temporariamente devido a um erro
ao acessar o storage de armazenamento remoto.

Existe um volume de par espelhado 6rfao quando um volume de membro em um
grupo de espelho de consisténcia foi removido de um lado do grupo de espelho
de consisténcia (o lado primario ou o lado secundario), mas nao do outro lado.

Volumes de pares espelhados 6rfaos sao detetados quando a comunicagao entre
arrays é restaurada e os dois lados da configuragdo do espelho reconciliam
parametros de espelho.

Vocé pode remover um par espelhado para corrigir um estado de par espelhado
orfao.



Estado

Mudanca de fungéo
pendente/em andamento

Conflito de fungbes

Status para pares espelhados

Descrigdo

Uma mudanga de fungéo entre os grupos de consisténcia de espelho esta
pendente ou em andamento.

A mudanca de reversao de fungao (para uma fungéo primaria ou secundaria)
afeta todos os pares espelhados assincronos dentro do grupo de consisténcia de
espelho selecionado.

Vocé pode cancelar uma alteragéo de funcédo pendente, mas ndo uma mudanca
de funcdo em andamento.

Ocorreu um conflito de fungéo entre grupos de consisténcia de espelho devido a
um problema de comunicagéo entre o storage array local e o storage array
remoto durante uma operacao de alteracao de funcao.

Quando o problema de comunicacgao foi resolvido, ocorre um conflito de funcao.
Use o Recovery Guru para recuperar desse erro.

Uma promogao forgada nédo é permitida ao resolver um conflito de fungao.

O status de um par espelhado indica se os dados no volume primario e no volume secundario estao

sincronizados.

Estado

Sincronizacéo

Ideal

Incompleto

Descrigédo

O progresso da sincronizagéo de dados inicial ou periddica que foi concluida
entre os pares espelhados.

Existem dois tipos de sincronizagéo: Sincronizagao inicial e sincronizagao
periodica. O progresso inicial da sincronizagdo também é exibido na caixa de
dialogo operagodes de execugéao longa.

Os volumes no par espelhado sao sincronizados, o que indica que a conexao
entre os storages de armazenamento esta operacional e cada volume esta na
condicdo de trabalho desejada.

O par espelhado assincrono esta incompleto no storage array remoto porque a
sequéncia de criagdo de par espelhado foi iniciada em um storage array que néo
€ compativel com o System Manager e o par espelhado n&o foi concluido no
secundario.

O processo de criacao de par espelhado é concluido quando um volume é
adicionado ao grupo de consisténcia espelhada no storage array remoto. Esse
volume se torna o volume secundario no par espelhado assincrono.

O par espelhado é concluido automaticamente se o storage array remoto for
gerenciado pelo System Manager.
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Estado Descrigdo

Falha A operagao de espelhamento assincrono nao consegue operar normalmente
devido a uma falha nos volumes primarios, volumes secundarios ou na
capacidade reservada espelhada.

Orfao Existe um volume de par espelhado 6rfao quando um volume de membro em um
grupo de espelho de consisténcia foi removido de um lado do grupo de espelho
de consisténcia (o lado primario ou o lado secundario), mas nao do outro lado.

Volumes de pares espelhados 6rfaos sao detetados quando a comunicagao é
restaurada entre os dois arrays de armazenamento e os dois lados da
configuragéo do espelho reconciliar parametros de espelho.

Vocé pode remover um par espelhado para corrigir um estado de par espelhado
orfao.

Parado O par espelhado esta em um estado parado porque o grupo de consisténcia
espelhada esta em um estado suspenso pelo sistema.

Propriedade do volume

Vocé pode alterar o proprietario do controlador preferido em um par espelhado.
@ Este recurso ndo esta disponivel no sistema de armazenamento EF600 ou EF300.

Se o volume primario do par espelhado for de propriedade da controladora A, o volume secundario também
sera de propriedade da controladora A do storage array remoto. Alterar o proprietario do volume primario
mudara automaticamente o proprietario do volume secundario para garantir que ambos o0s volumes sejam
propriedade do mesmo controlador. As alteragdes de propriedade atuais no lado primario propagam-se
automaticamente para as alteragdes de propriedade atuais correspondentes no lado secundario.

Por exemplo, um volume primario € de propriedade da controladora A e, em seguida, vocé altera o
proprietario da controladora para a controladora B. nesse caso, a proxima gravagao remota altera o
proprietario do volume secundario da controladora A para B. como as alteragdes de propriedade da
controladora no lado secundario sado controladas pelo lado primario, elas ndo exigem nenhuma intervencéo
especial do administrador de storage.

O controlador é reiniciado

Uma reinicializacdo do controlador causa uma alteracao de propriedade de volume no lado primario do
proprietario do controlador preferido para o controlador alternativo no storage de armazenamento.

As vezes, uma gravagao remota é interrompida por uma reinicializacdo do controlador ou por um ciclo de
energia do storage antes de poder ser gravada no volume secundario. O controlador ndo precisa executar
uma sincronizacao completa do par espelhado, neste caso.

Quando uma gravagao remota foi interrompida durante uma reinicializagdo do controlador, o novo proprietario
do controlador no lado principal & as informagdes armazenadas em um arquivo de log no volume de
capacidade reservada do proprietario do controlador preferido. Em seguida, o novo proprietario da
controladora copia os blocos de dados afetados do volume primario para o volume secundario, eliminando a
necessidade de uma sincronizacdo completa dos volumes espelhados.
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Mudanca de papel de um grupo de consisténcia de espelho

Vocé pode alterar a fungao entre pares espelhados em um grupo de consisténcia de
espelho. Vocé pode fazer isso rebaixando o grupo de consisténcia de espelho primario
para a fungao secundaria ou promovendo o grupo de consisténcia de espelho
secundario para a fungao principal.

@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

Reveja as seguintes informagdes sobre a operagao de mudanga de fungao:
* A mudanca de funcéo afeta todos os pares espelhados dentro do grupo de consisténcia de espelho
selecionado.

* Quando um grupo de consisténcia de espelho é rebaixado para a fungéo secundaria, todos os pares
espelhados dentro desse grupo de consisténcia de espelho também s&o rebaixados para a fungao
secundaria e vice-versa.

* Quando o grupo de consisténcia de espelho primario é rebaixado para a fungéo secundaria, os hosts que
foram atribuidos aos volumes de membro dentro desse grupo néo tém mais acesso de gravagao a eles.

* Quando um grupo de consisténcia de espelho é promovido para a fungéo principal, todos os hosts que
estiverem acessando os volumes de membros dentro desse grupo agora poderao escrever para eles.

* Se a matriz de armazenamento local ndo conseguir se comunicar com a matriz de armazenamento
remoto, vocé pode forgar a alteracédo de funcdo na matriz de armazenamento local.

Forgcar mudanga de fungao

Vocé pode for¢gar uma mudanca de fungao entre grupos de consisténcia de espelho quando um problema de
comunicagao entre o storage array local e o storage array remoto estiver impedindo a promog¢ao dos volumes
de membro dentro do grupo de consisténcia de espelho secundario ou a rebaixamento dos volumes de
membro dentro do grupo de consisténcia de espelho primario.

Vocé pode forgar o grupo de consisténcia de espelho no lado secundario a fazer a transi¢cdo para a fungao
principal. Em seguida, o host de recuperacao pode acessar os volumes de membros recém-promovidos
dentro desse grupo de consisténcia espelhada, e as operagdes de negocios podem continuar.

Quando é permitida uma promog¢ao forgada e ndao é permitida?

A promocao forgada de um grupo de consisténcia de espelho s6 é permitida se todos os volumes de membros
do grupo de consisténcia de espelho tiverem sido sincronizados e tiverem pontos de recuperagao
consistentes.

A promogao forgada de um grupo de consisténcia de espelhos ndo é permitida nas seguintes condigdes:
* Qualquer um dos volumes de membros de um grupo de consisténcia de espelho esta no processo de uma
sincronizacgao inicial.

* Qualquer um dos volumes membros de um grupo de consisténcia de espelho ndo tem uma imagem
pontual do ponto de recuperagao (por exemplo, devido a um erro de capacidade reservada total).

* O grupo de consisténcia de espelho ndo contém volumes de membros.

* O grupo de consisténcia espelhada esta nos estados Falha, mudanga de fungéo pendente ou mudanga de
fungdo em andamento ou se algum dos volumes associados ou volumes de capacidade reservada falhar.
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Conflito de fun¢éo do grupo de espelhos

Quando um problema de comunicagao entre as matrizes de armazenamento local e remoto foi resolvido,
ocorre uma condigéo de conflito de fungao de Grupo de espelhos. Use o Recovery Guru para recuperar desse
erro. Uma promogao forgada ndo € permitida ao resolver um conflito de dupla fungéo.

Para evitar a condicéo de conflito de funcéo do Grupo de espelhos e as etapas subsequentes de recuperacgao,
aguarde até que a conexao entre os arrays de armazenamento esteja operacional para forgar a mudanga de
fungéo.

Mudanca de funcao no estado em andamento

Se dois storage arrays em uma configuragédo de espelhamento forem desconetados e o lado primario de um
grupo de consisténcia de espelho for forgado a uma fungao secundaria, € o lado secundario de um grupo de
consisténcia de espelho for promovido a uma fungao primaria, entdo, quando a comunicacgao for restaurada,
0s grupos de consisténcia de espelho em ambos os storage arrays serdo colocados no estado de mudancga de
fungdo em andamento.

O sistema concluira o processo de mudanga de fungéao transferindo os logs de mudanga, sincronizando
novamente, definindo o estado do grupo de consisténcia do espelho de volta para um estado operacional
normal e continuando com sincronizacées periédicas.

Conceitos de sincronizagao

Como o espelhamento sincrono funciona

O espelhamento sincrono replica volumes de dados em tempo real para garantir
disponibilidade continua.

@ O espelhamento néo esta disponivel no storage array EF600 ou EF300.

O espelhamento sincrono alcanga um objetivo de ponto de recuperacéo (RPO) sem perda de dados ao dispor
uma copia dos dados importantes se um desastre ocorrer em um dos dois storage arrays. A copia € idéntica
aos dados de produgao a cada momento, porque cada vez que uma gravagao € feita no volume primario, uma
gravacéo é feita no volume secundario. O host ndo recebe uma confirmagéo de que a gravagéo foi bem-
sucedida até que o volume secundario seja atualizado com éxito com as alteragbes feitas no volume primario.

Esse tipo de espelhamento é ideal para fins de continuidade dos negdcios, como recuperagao de desastres.

Relagao de espelhamento sincrono

Uma relagéo de espelhamento sincrono consiste em um volume primario e um volume secundario em storage
arrays separados. O storage array que contém o volume primario geralmente esta localizado no local principal
e serve o0s hosts ativos. O storage array que contém o volume secundario geralmente fica em um local
secundario e contém uma réplica dos dados. O volume secundario sera usado se o storage array do volume
primario n&o estiver disponivel devido, por exemplo, a uma interrupcdo completa de energia, um incéndio ou
uma falha de hardware no local primario.

Sessdo de espelhamento sincrono

O processo de configuragao de espelhamento sincrono envolve a configuragao de volumes em pares. Depois
de criar um par espelhado, que consiste em um volume primario em um storage array € um volume
secundario em outro storage array, € possivel iniciar o espelhamento sincrono. Os passos no espelhamento
sincrono sao apresentados abaixo.
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1. Uma escrita vem do host.

2. A gravagao € comprometida com o volume primario, propagada para o sistema remoto e, em seguida,
comprometida com o volume secundario.

3. O storage array do volume primario envia uma mensagem de concluséo de e/S para o sistema host apos
ambas as operacdes de gravagao foram concluidas com sucesso.

A capacidade reservada € usada para Registrar informagdes sobre a solicitagdo de gravagao recebida de um
host.

Quando o proprietario atual do controlador do volume primario recebe uma solicitagdo de gravagéo de um
host, o controlador primeiro Registra informacdes sobre a gravagao na capacidade reservada do volume
primario. Em seguida, ele grava os dados no volume primario. Em seguida, o controlador inicia uma operacao
de gravacgao remota para copiar os blocos de dados afetados para o volume secundario no storage array
remoto.

Como o aplicativo host deve esperar que a gravagao ocorra no storage array local e na rede no storage array
remoto, uma conexao muito rapida entre o storage array local e o storage array remoto € necessaria para
manter o relacionamento espelhado sem reduzir excessivamente o desempenho de e/S local.

Recuperagao de desastres

O espelhamento sincrono mantém uma cépia dos dados que esta fisicamente distante do local onde os dados
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residem. Se um desastre ocorrer no local principal, como uma interrupgao de energia ou uma inundagéo, os
dados podem ser acessados rapidamente a partir do local secundario.

O volume secundario ndo esta disponivel para hospedar aplicacbes enquanto a operacao de espelhamento
sincrono esta em andamento. Portanto, em caso de desastre no storage array local, vocé pode fazer failover
para o storage array remoto. Para fazer failover, promova o volume secundario para o papel principal. Em
seguida, o host de recuperagéo pode acessar o volume recém-promovido e as operagdes de negdécios podem
continuar.

Definigcdes de sincronizagao

Ao criar um par espelhado, vocé também define a prioridade de sincronizagéo e a politica de ressincronizagéo
que o par espelhado usa para concluir a operagao de ressincronizagdo apos uma interrupgao de
comunicacao.

Se o link de comunicagao entre os dois storages parar de funcionar, os hosts continuardo recebendo
confirmagdes do storage array local, impedindo a perda de acesso. Quando o link de comunicagéao esta
funcionando novamente, qualquer dado nao replicado pode ser ressinced automaticamente ou manualmente
para o storage array remoto.

Se os dados sao ressincronizados automaticamente depende da politica de ressincronizagao do par
espelhado. Uma politica de ressincronizacdo automatica permite que o par espelhado ressincronize
automaticamente quando o link estiver funcionando novamente. Uma politica de ressincronizagdo manual
requer que vocé retome manualmente a sincronizagao apds um problema de comunicacgéo. A
ressincronizagdo manual é a politica recomendada.

Vocé pode editar as configuragdes de sincronizagao para um par espelhado somente na matriz de
armazenamento que contém o volume primario.

Dados nao sincronizados

Os volumes primario e secundario ficam nao sincronizados quando o storage array do volume primario néo
consegue gravar dados no volume secundario. Isso pode ser causado pelos seguintes problemas:

* Problemas de rede entre os storages de armazenamento local e remoto
* Um volume secundario com falha

» Sincronizacao sendo suspensa manualmente no par espelhado

Par espelhado 6rfao

Existe um volume de par espelhado 6rfao quando um volume de membro foi removido de um lado (do lado
primario ou secundario), mas n&o do outro lado.

Volumes de pares espelhados 6rfaos sao detetados quando a comunicagao entre arrays € restaurada e os
dois lados da configuragao do espelho reconciliam parametros de espelho.

Vocé pode remover um par espelhado para corrigir um estado de par espelhado 6rfao.

Configuragao e gerenciamento

Para ativar e configurar o espelhamento entre dois arrays, vocé deve usar a interface do Unified Manager.
Quando o espelhamento estiver ativado, vocé podera gerenciar pares espelhados e configuragdes de
sincronizagdo no System Manager.
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Terminologia de espelhamento sincrono

Saiba como os termos do espelhamento sincrono se aplicam ao storage array.

Prazo

Storage array local

Par espelhado

Volume primario

Objetivo do ponto de
restauragao (RPO)

Storage array remoto

Capacidade reservada

Mudanca de funcéao

Volume secundario

Sincronizacéao

Descrigédo

O storage array local é o storage array em que vocé esta agindo.

Quando vocé vé Primary na coluna de fungao local, indica que o storage array
contém o volume que detém a fungéo primaria na relagao de espelhamento.
Quando vocé vé secundario na coluna fungéo local, indica que a matriz de
armazenamento contém o volume que detém a funcao secundaria na relagao de
espelhamento.

Um par espelhado é composto por dois volumes, um volume primario € um
volume secundario.

O volume primario de um par espelhado € o volume de origem a ser espelhado.

O objetivo do ponto de recuperagao (RPO) representa um objetivo que indica a
diferenca considerada aceitavel entre o volume primario e o volume secundario
em um par espelhado. Um RPO de zero indica que nenhuma diferenga entre o
volume primario e o volume secundario pode ser tolerada. Um RPO maior que
zero indica que o volume secundario esta menos corrente ou fica aquém do
volume primario.

O storage array remoto geralmente € designado como local secundario, que
geralmente contém uma réplica dos dados em uma configuragcéo de
espelhamento.

A capacidade reservada € a capacidade alocada fisica usada para qualquer
operagao de servigo de copia e objeto de storage. Nao é diretamente legivel pelo
host.

A mudancga de fungao esta atribuindo a fung&o primaria ao volume secundario e
vice-versa.

O volume secundario de um par espelhado geralmente esta localizado em um
local secundario e contém uma réplica dos dados.

A sincronizag&o ocorre na sincronizagao inicial entre o storage array local e o
storage array remoto. A sincronizagao também ocorre quando os volumes
primario e secundario ficam nao sincronizados apés uma interrupcéo da
comunicagdo. Quando o link de comunicagéao esta funcionando novamente,
todos os dados nao replicados sao sincronizados com o storage array do volume
secundario.

Fluxo de trabalho para espelhar um volume de forma sincrona

Vocé configura o espelhamento sincrono usando o fluxo de trabalho a seguir.
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@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

1. Execute a configuragao inicial no Unified Manager:
a. Selecione uma matriz de armazenamento local como a origem para a transferéncia de dados.
b. Selecione um volume primario no storage array local.

c. Selecione uma matriz de armazenamento remota como destino para a transferéncia de dados e, em
seguida, selecione um volume secundario.

d. Selecione as prioridades de sincronizacao e ressincronizagao.

e. Inicie a transferéncia de dados inicial do volume primario para o volume secundario. Dependendo do
tamanho do volume, esta transferéncia inicial pode demorar varias horas.

2. Verifique o progresso da sincronizacéo inicial:
a. No Unified Manager, inicie o System Manager para o array local.

b. No System Manager, visualize o status da operagao de espelhamento. Quando o espelhamento
estiver concluido, o status do par espelhado é "6timo". Os dois arrays tentam permanecer
sincronizados através de operacdes normais. Somente blocos novos e alterados sao transferidos do
volume primario para o volume secundario.

3. Opcional: vocé pode alterar as configuragdes de sincronizagdo no System Manager.

@ Como a replicagao sincrona é continua, o link de replicacao entre os dois locais precisa
fornecer recursos de largura de banda suficientes.

Requisitos para o uso do espelhamento sincrono

Se vocé planeja usar o espelhamento sincrono, tenha em mente os seguintes requisitos.

Unified Manager

Para ativar e configurar o espelhamento entre dois arrays, vocé deve usar a interface do Unified Manager. O
Unified Manager é instalado em um sistema host juntamente com o Web Services Proxy.

* O servigo Web Services Proxy deve estar em execucgao.

* O Unified Manager deve estar em execugado em seu host local por meio de uma conexao HTTPS.

* O Unified Manager deve mostrar certificados SSL validos para a matriz de armazenamento. Vocé pode
aceitar um certificado autoassinado ou instalar seu préprio certificado de seguranga usando o Unified

Manager e navegando para o certificado » Gerenciamento de certificados.

Storage arrays

@ O espelhamento nao esta disponivel no storage array EF300 ou EF600.

* Vocé precisa ter dois storage arrays.
« Cada storage array deve ter duas controladoras.
» Os dois storage arrays devem ser descobertos no Unified Manager.

» Cada controlador no array primario e no array secundario deve ter uma porta de gerenciamento Ethernet
configurada e estar conetado a rede.

234



* As matrizes de armazenamento tém uma versdo minima de firmware de 7,84. (Cada um deles pode
executar diferentes versdes do sistema operacional.)

* Vocé deve saber a senha para os storages de armazenamento local e remoto.

* Vocé precisa ter capacidade livre suficiente no storage array remoto para criar um volume secundario igual
ou maior que o volume principal que deseja espelhar.

» Seus storage arrays locais e remotos sao conectados por meio de uma malha Fibre Channel.

Conexodes suportadas

A comunicacédo para espelhamento sincrono € compativel apenas com controladoras com portas de host
Fibre Channel (FC).

O espelhamento sincrono usa a porta de host com nimero mais alto em cada controlador, no storage array
local e no storage array remoto. A porta de host 4 do adaptador de barramento do host do controlador (HBA) é
normalmente reservada para transmissao de dados espelhados.

Candidatos a volume espelhado

* O nivel RAID, os parametros de armazenamento em cache e o tamanho do segmento podem ser
diferentes nos volumes primario e secundario de um par espelhado sincrono.

* Os volumes primario e secundario em um par espelhado sincrono devem ser volumes padrao. Nao podem
ser volumes finos ou volumes instantaneos.

* O volume secundario deve ser pelo menos tdo grande quanto o volume primario.

» Somente o volume principal pode ter snapshots associados a ele e/ou ser o volume de origem ou destino
em uma operacao de copia de volume.

* Um volume pode participar de apenas um relacionamento de espelho.

* Ha limites para o numero de volumes suportados em um determinado storage array. Certifique-se de que
o numero de volumes configurados na matriz de armazenamento seja inferior ao limite suportado. Quando
o espelhamento sincrono esta ativo, os dois volumes de capacidade reservada criados contam para o
limite de volume.

Capacidade reservada

» A capacidade reservada € necessaria para um volume primario € para um volume secundario para
registar informagdes de gravagao para recuperar de reinicializagées do controlador e outras interrupgoes
temporarias.

* Os volumes de capacidade reservada sao criados automaticamente quando o espelhamento sincrono é
ativado. Como o volume principal e o volume secundario em um par espelhado exigem capacidade
reservada, vocé precisa garantir que tenha capacidade livre suficiente disponivel em ambos os storage
arrays que participam do relacionamento de espelhamento sincrono.

Recurso de seguranca da unidade

» Se vocé estiver usando unidades com capacidade de seguranga, o volume primario € o volume
secundario devem ter configuragdes de seguranga compativeis. Esta restricdo n&o € imposta; portanto,
vocé deve verifica-la por conta propria.

» Se vocé estiver usando unidades com capacidade segura, o volume primario € o volume secundario
deverao usar o mesmo tipo de unidade. Esta restrigdo ndo é imposta; portanto, vocé deve verifica-la por
conta propria.

235



> Se o volume principal utilizar unidades de encriptagéo total de disco (FDE), o volume secundario
devera utilizar unidades FDE.

> Se o volume primario usar unidades validadas FIPS (Federal Information Processing Standards 140-
2), o volume secundario devera usar unidades validadas FIPS 140-2-2.

« Se estiver a utilizar o Data Assurance (DA), o volume primario e o volume secundario tém de ter as
mesmas definicdes DE DA.

Status do espelhamento sincrono

O status de um par espelhado sincrono indica se os dados no volume primario € no
volume secundario estido sincronizados. Um status de espelho é independente do status
do componente dos volumes no par espelhado.

@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

Pares espelhados sincronos podem ter um dos seguintes status:
« Otimo

Indica que os volumes no par espelhado estao sincronizados, o que significa que a conexado de malha
entre os storages de armazenamento esta operacional e cada volume esta na condig&o de trabalho
desejada.

 Sincronizagao

Mostra o progresso da sincronizagéo de dados entre os pares espelhados. Este estado também sera
apresentado durante a sincronizacgao inicial.

Ap6s uma interrupgao do link de comunicagao, apenas os blocos de dados que foram alterados no volume
primario durante a interrupg¢ao do link sdo copiados para o volume secundario.

¢ Nao sincronizado

Indica que a matriz de armazenamento do volume primario ndo consegue gravar dados de entrada na
matriz remota. O host local pode continuar a gravar no volume principal, mas ndo ocorrem gravagoes
remotas. Condigdes diferentes podem impedir que o storage array do volume primario grave dados
recebidos no volume secundario, como:

> O volume secundario nao esta acessivel.

o A matriz de armazenamento remoto ndo esta acessivel.

> A conexao de malha entre os storage arrays ndo esta acessivel.

> O volume secundario ndo pode ser atualizado com um novo World Wide Identifier (WWID).

* * Suspenso*

Indica que a operagéo de espelhamento sincrono foi suspensa pelo usuario. Quando um par espelhado é
suspenso, nenhuma tentativa é feita para entrar em Contato com o volume secundario. Todas as

gravagdes no volume primario sao persistentemente registradas nos volumes de capacidade reservada
espelhada.

e Falhou
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Indica que a operagéo de espelhamento sincrono ndo pode operar normalmente devido a uma falha no
volume primario, no volume secundario ou na capacidade reservada do espelho.

Propriedade do volume

Vocé pode alterar o proprietario do controlador preferido em um par espelhado.
@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

Se o volume primario do par espelhado for de propriedade da controladora A, o volume secundario também
sera de propriedade da controladora A do storage array remoto. Alterar o proprietario do volume primario
mudara automaticamente o proprietario do volume secundario para garantir que ambos os volumes sejam
propriedade do mesmo controlador. As alteragcdes de propriedade atuais no lado primario propagam-se
automaticamente para as alteragdes de propriedade atuais correspondentes no lado secundario.

Por exemplo, um volume primario € de propriedade da controladora A e, em seguida, vocé altera o
proprietario da controladora para a controladora B. nesse caso, a proxima gravagao remota altera o
proprietario do volume secundario da controladora A para B. como as alteragdes de propriedade da
controladora no lado secundario sao controladas pelo lado primario, elas ndo exigem nenhuma intervencéo
especial do administrador de storage.

O controlador é reiniciado

Uma reinicializacdo do controlador causa uma alteracao de propriedade de volume no lado primario do
proprietario do controlador preferido para o controlador alternativo no storage de armazenamento.

As vezes, uma gravagao remota é interrompida por uma reinicializacdo do controlador ou por um ciclo de
energia do storage antes de poder ser gravada no volume secundario. O controlador ndo precisa executar
uma sincronizagado completa do par espelhado, neste caso.

Quando uma gravagao remota foi interrompida durante uma reinicializagéo do controlador, o novo proprietario
do controlador no lado principal | as informagdes armazenadas em um arquivo de log no volume de
capacidade reservada do proprietario do controlador preferido. Em seguida, o novo proprietario da
controladora copia os blocos de dados afetados do volume primario para o volume secundario, eliminando a
necessidade de uma sincronizagéo completa dos volumes espelhados.

Mudanca de fungao entre volumes em um par espelhado

Vocé pode alterar a funcao entre volumes em um par espelhado. Vocé pode fazer isso
rebaixando o volume primario para a fungao secundaria ou promovendo o volume
secundario para a fungao principal.

@ Este recurso nao esta disponivel no sistema de armazenamento EF600 ou EF300.

Reveja as seguintes informacdes sobre a operagao de mudanga de fungao:
* Quando um volume primario é rebaixado para a fungao secundaria, o volume secundario nesse par
espelhado é promovido para a fungao primaria e vice-versa.

* Quando o volume primario € rebaixado para a fungéo secundaria, os hosts que foram atribuidos a esse
volume ndo tém mais acesso de gravacao a ele.

* Quando o volume secundario é promovido a fungéo principal, todos os hosts que estiverem acessando
esse volume agora poderéo gravar nele.
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« Se a matriz de armazenamento local ndo conseguir se comunicar com a matriz de armazenamento
remoto, vocé pode forgar a alteragao de fungao na matriz de armazenamento local.

Forgcar mudancga de fungao

Vocé pode forgar uma mudancga de fungao entre volumes em um par espelhado quando um problema de
comunicagao entre o storage array local e o storage array remoto estiver impedindo a promogé&o do volume
secundario ou a rebaixamento do volume primario.

Vocé pode forgar o volume no lado secundario a fazer a transigao para a fungéo principal. Em seguida, o host
de recuperacao pode acessar o volume recém-promovido e as operagdes de negdcios podem continuar.

Quando a matriz de armazenamento remoto for recuperada e quaisquer problemas de

@ comunicacao tiverem sido resolvidos, ocorre uma condicdo de conflito de espelhamento
sincrono - volume primario. As etapas de recuperacgdo incluem ressincronizar os volumes. Use
o Recovery Guru para recuperar desse erro.

Quando é permitida uma promocgao forcada e nao é permitida?
A promocao forgada de um volume em um par espelhado nao é permitida nas seguintes condigoes:

* Qualquer um dos volumes em um par espelhado esta no processo de uma sincronizagao inicial.

* O par espelhado esta nos estados Falha, mudanga de fungdo pendente ou mudanga de fungéo em
andamento ou se algum dos volumes de capacidade reservada associados estiver com falha.

Mudanca de funcao no estado em andamento

Se dois storage arrays em uma configuracao de espelhamento forem desconetados e o volume primario de
um par espelhado for forgado a ser rebaixado para uma fungao secundaria, € o volume secundario de um par
espelhado for forgado a uma fungéo primaria, entdo, quando a comunicagao for restaurada, os volumes em
ambos os storage arrays serao colocados no estado de mudancga de fungdo em andamento.

O sistema concluira o processo de mudancga de funcgéo transferindo os logs de mudanga, sincronizando
novamente, definindo o estado do par espelhado de volta para um estado operacional normal e continuando
com as sincronizagoes.

Gerenciar grupos assincronos de consisténcia de espelho

Teste a comunicagéao para grupos de consisténcia de espelhos

Vocé pode testar o link de comunicagao para diagnosticar possiveis problemas de
comunicagao entre o storage de armazenamento local e o storage de armazenamento
remoto associado a um grupo de consisténcia de espelho.

Antes de comecgar
O grupo de consisténcia de espelho que vocé deseja testar deve existir nos storages locais e remotos.

Sobre esta tarefa
Vocé pode executar quatro testes diferentes:

» Conetividade — verifica se os dois controladores tém um caminho de comunicagao. O teste de

conetividade envia uma mensagem inter-array entre os arrays de armazenamento e, em seguida, valida
que o grupo de consisténcia de espelho correspondente na matriz de armazenamento remoto existe. Ele
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também valida que os volumes membros do grupo de consisténcia de espelho na matriz de
armazenamento remoto correspondem aos volumes membros do grupo de consisténcia de espelho na
matriz de armazenamento local.

» Laténcia— envia um comando SCSI Test Unit para cada volume espelhado na matriz de armazenamento
remoto associada ao grupo de consisténcia de espelho para testar a laténcia minima, média e maxima.

* Bandwidth — envia duas mensagens entre arrays para o storage de armazenamento remoto para testar a
largura de banda minima, média e maxima, bem como a velocidade de link negociada da porta na matriz
que executa o teste.

» Port Connections — mostra a porta que esta sendo usada para espelhamento no storage de
armazenamento local e a porta que esta recebendo os dados espelhados no storage de armazenamento
remoto.

Passos

1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Mirror Consistency Groups €, em seguida, selecione o grupo Mirror Consistency que
deseja testar.

3. Selecione Test Communication.
E apresentada a caixa de didlogo Test Communication (testar comunicagao).

4. Selecione um ou mais testes de comunicagéo a serem executados entre os storages de armazenamento
local e remoto associados ao grupo de consisténcia de espelho selecionado e clique em Teste.

5. Reveja as informacgdes apresentadas na janela de resultados.

Estado do teste de comunicagdao Descrigao

Normal sem erros O grupo de consisténcia do espelho esta a comunicar
corretamente.

Estado aprovado (mas ndo normal) Verifique possiveis problemas de rede ou conexao e tente
novamente o teste.

Estado com falha E indicado o motivo da falha. Consulte o Recovery Guru para
corrigir o problema.

Erro de ligagao da porta O motivo pode ser que a matriz de armazenamento local ndo esteja
conetada ou que a matriz de armazenamento remoto ndo possa ser
contatada. Consulte o Recovery Guru para corrigir o problema.

Resultados

Apds a concluséao do teste de comunicacéo, esta caixa de didlogo mostra um estado normal, um estado
aprovado ou um estado de falha.

Se o teste de comunicacao retornar um status de falha, o teste continuara sendo executado depois que vocé

fechar esta caixa de dialogo até que a comunicagéo entre os grupos de consisténcia de espelho seja
restaurada.
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Suspender ou retomar a sincronizagao para o grupo de consisténcia do espelho

Vocé pode suspender ou retomar a sincronizacao de dados em todos os pares
espelhados dentro de um grupo de consisténcia de espelho, o que € mais eficiente do
gue suspender ou retomar a sincronizagao em pares espelhados individuais.

Sobre esta tarefa

Suspender e retomar a sincronizagdo em grupos ajuda a reduzir qualquer impactos no desempenho do
aplicativo host, que pode ocorrer enquanto quaisquer dados alterados no storage array local sdo copiados
para o storage array remoto.

O estado do grupo de consisténcia do espelho e seus pares espelhados permanecem suspensos até que
vocé use a opgao Retomar para retomar a atividade de sincronizagao.

Passos
1. Selecione armazenamento > Espelhamento assincrono.
2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Grupo de consisténcia espelhada é exibida e exibe todos os grupos de consisténcia de espelho
associados ao storage array.

3. Selecione o grupo de consisténcia de espelho que deseja suspender ou retomar e selecione mais »
suspender ou mais > Retomar.

O sistema apresenta uma confirmacgao.
4. Selecione Sim para confirmar.

Resultados
O System Manager executa as seguintes acoes:

» Suspende ou retoma a transferéncia de dados entre todos os pares espelhados em um grupo de
consisténcia de espelho sem remover a relagao de espelhamento.

* Regista todos os dados que foram gravados no lado primario do grupo de consisténcia do espelho
enquanto o grupo de espelhos esta suspenso e grava os dados automaticamente no lado secundario do
grupo de consisténcia do espelho quando o grupo de espelhos é retomado. N&o é necessaria uma
sincronizagao completa.

» Para grupos de consisténcia de espelho suspenso, exibe suspenso pelo usuario na tabela grupos de
consisténcia de espelho.

« Para um grupo de consisténcia de espelho retomado, os dados gravados nos volumes primarios enquanto
o grupo de consisténcia de espelho foi suspenso sdo gravados nos volumes secundarios imediatamente.
A sincronizagao periddica é retomada se tiver sido definido um intervalo de sincronizagdo automatica.

Altere as configuragdes de sincronizagdo para um grupo de consisténcia de espelho

Vocé pode alterar as configuragdes de sincronizagéo e os limites de aviso que o grupo
de consisténcia de espelho no storage array local usa quando os dados sao
sincronizados inicialmente ou quando os dados sao sincronizados novamente durante
operacdes de espelhamento assincrono.

Sobre esta tarefa
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Alterar as configuragdes de sincronizagao afeta as operagdes de sincronizagao de todos os pares espelhados
dentro do grupo de consisténcia de espelho.

Passos

1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Grupo de consisténcia espelhada € exibida e exibe todos os grupos de consisténcia de espelho
associados ao storage array.

3. Selecione o grupo de consisténcia de espelho que vocé deseja editar e, em seguida, selecione mais >
Editar configuragoes.

O sistema exibe a caixa de dialogo Editar configuragoes.
4. Edite as configurag¢des de sincronizagao e alerta conforme apropriado e cligue em Salvar.

Detalhes do campo

Campo Descricao
Sincronizar os pares Especifique se deseja sincronizar os pares espelhados na matriz de
espelhados... armazenamento remoto manualmente ou automaticamente.

* Manualmente — Selecione essa opc¢do para sincronizar manualmente
os pares espelhados no storage de armazenamento remoto.

+ Automaticamente, a cada — Selecione esta opgao para sincronizar
automaticamente os pares espelhados na matriz de armazenamento
remoto especificando o intervalo de tempo desde o inicio da
atualizacéo anterior até o inicio da proxima atualizacdo. O intervalo
padrao é de 10 minutos.

Alerta-me... Se vocé definir o método de sincronizagao para ocorrer automaticamente,
defina os seguintes alertas:

+ Sincronizagao — defina o periodo de tempo apos o qual o System
Manager envia um alerta de que a sincronizagéo nao foi concluida.

* Ponto de recuperacgao remota — defina um limite de tempo apds o
qual o System Manager envia um alerta indicando que os dados do
ponto de recupera¢do na matriz de armazenamento remoto sdo mais
antigos do que o limite de tempo definido. Defina o limite de tempo a
partir do final da atualizac&o anterior.

* Limite de capacidade reservada — defina um valor de capacidade
reservada no qual o System Manager envia um alerta de que vocé
esta se aproximando do limite de capacidade reservada. Defina o
limite por porcentagem da capacidade restante.

Resultados
O System Manager altera as configuragdes de sincronizagéo para cada par espelhado no grupo de
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consisténcia espelhada.

Sincronize novamente o grupo de consisténcia de espelhos manualmente

Vocé pode iniciar manualmente a re-sincronizacao para todos os pares espelhados
dentro de um grupo de consisténcia de espelho.

Passos
1. Selecione armazenamento > Espelhamento assincrono.
2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Mirror Consistency Group (Grupo de consisténcia de espelho) é exibida e exibe todos os grupos
de consisténcia de espelho associados ao storage array.

3. Selecione o grupo de consisténcia de espelho que deseja sincronizar novamente e, em seguida, selecione
mais > manualmente ressincronizar.

O sistema apresenta uma confirmacao.
4. Selecione Sim para confirmar.

Resultados
O sistema executa as seguintes acoes:

* Inicia a re-sincronizagédo de dados em todos os pares espelhados dentro do grupo de consisténcia de
espelho selecionado.

* Atualiza os dados modificados do storage array local para o storage array remoto.

Exibir a quantidade de dados nao sincronizados entre grupos de consisténcia de espelho

Vocé pode exibir a quantidade de dados nao sincronizados entre os grupos de
consisténcia de espelho no storage array local e no storage array remoto. Embora o
grupo de consisténcia de espelho esteja em um status nio sincronizado, nenhuma
atividade de espelhamento ocorre.

Sobre esta tarefa

Vocé pode executar essa tarefa quando o grupo de consisténcia de espelho selecionado contiver pares
espelhados e quando a sincronizagdo nao estiver em andamento.

Passos

1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Mirror Consistency Group (Grupo de consisténcia de espelho) é exibida e exibe todos os grupos
de consisténcia de espelho associados ao storage array.

3. Clique em mais > Ver quantidade de dados ndo sincronizados.

Se houver dados nao sincronizados, os valores da tabela refletem isso. A coluna quantidade de dados
lista a quantidade de dados nao sincronizados no MIB.
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Atualize o endereco IP remoto

Pode atualizar o endereco IP iSCSI da sua matriz de armazenamento remota para
restabelecer a ligagdo com a matriz de armazenamento local.

Antes de comecgar

Tanto o storage array local quanto o storage array remoto devem ser configurados para espelhamento
assincrono usando uma conexao iSCSI.

Passos
1. Selecione armazenamento > Espelhamento assincrono.
2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Grupo de consisténcia de espelho exibe todos os grupos de consisténcia de espelho associados
ao storage array.

3. Selecione o grupo de consisténcia espelhada que deseja atualizar e, em seguida, selecione mais >
Atualizar enderecgo IP remoto.

O sistema exibe a caixa de dialogo Atualizar endereco IP remoto.
4. Selecione Atualizar para atualizar o endereco IP iISCSI da matriz de armazenamento remoto.

Resultados

O sistema redefine o endereco IP da matriz de armazenamento remoto para restabelecer a conexdo com a
matriz de armazenamento local.

Altere a fungao do grupo de consisténcia do espelho para primario ou secundario

Vocé pode alterar a fungao entre grupos de consisténcia de espelho para fins
administrativos ou em caso de desastre no storage array local.

Sobre esta tarefa

Os grupos de consisténcia de espelho criados no storage array local mantém a fungao principal. Os grupos de
consisténcia de espelho criados no storage array remoto mantém a fungéo secundaria. Vocé pode rebaixar o
grupo de consisténcia de espelho local para uma fungé&o secundaria ou promover o grupo de consisténcia de
espelho remoto para uma fungao primaria.

Passos
1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Mirror Consistency Group (Grupo de consisténcia de espelho) é exibida e exibe todos os grupos
de consisténcia de espelho associados ao storage array.

3. Selecione o grupo de consisténcia de espelho para o qual vocé deseja alterar a fungao e selecione
menu:mais[alterar fungao para >.

O sistema apresenta uma confirmacgao.
4. Confirme que vocé deseja alterar a fungdo do grupo de consisténcia espelhada e clique em alterar

funcgao.
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O sistema exibe a caixa de dialogo nao é possivel contactar a matriz de armazenamento
quando uma alteragao de fungao é solicitada, mas a matriz de armazenamento remoto nao
pode ser contatada. Clique em Sim para forgar a mudancga de fungéo.

Resultados
O System Manager executa as seguintes acoes:

» Atabela Grupo de consisténcia de espelho exibe o status "pendente" ou "em andamento" ao lado do
grupo de consisténcia de espelho que esta passando pela alteragdo de fungéo. Vocé pode cancelar uma
operacgao de alteracao de funcao pendente clicando no link Cancelar localizado na célula da tabela.

» Se o grupo de consisténcia de espelho associado puder ser contatado, as fungdes entre os grupos de
consisténcia de espelho serdo alteradas. O System Manager promove o grupo de consisténcia de
espelhos secundarios para uma fungao primaria ou rebaixa o grupo de consisténcia de espelhos primarios
para uma fungéo secundaria (dependendo da sua selegdo). A mudancga de fungéo afeta todos os pares
espelhados dentro do grupo de consisténcia de espelho selecionado.

Eliminar grupo de consisténcia de espelho

Vocé pode excluir grupos de consisténcia de espelho que ndo sao mais necessarios no
storage de armazenamento local e no storage de armazenamento remoto.

Antes de comecar
Todos os pares espelhados devem ser removidos do grupo de consisténcia de espelho.

Passos

1. Selecione armazenamento > Espelhamento assincrono.
2. Selecione a guia Espelhar grupos de consisténcia.

A tabela Mirror Consistency Group (Grupo de consisténcia de espelho) é exibida e exibe todos os grupos
de consisténcia de espelho associados ao storage array.

3. Selecione o grupo de consisténcia de espelho que vocé deseja excluir e, em seguida, selecione tarefas
incomuns > Excluir.

O sistema apresenta uma confirmagao.
4. Selecione Yes para excluir o grupo de consisténcia espelhada.

Resultados
O System Manager executa as seguintes agoes:

 Exclui primeiro o grupo de consisténcia de espelho na matriz de armazenamento local e, em seguida,
exclui o grupo de consisténcia de espelho na matriz de armazenamento remoto.

* Remove o grupo de consisténcia de espelho da tabela Grupo de consisténcia de espelho.

Depois de terminar

Ocasionalmente, pode haver instancias em que o grupo de consisténcia de espelho é excluido com sucesso
da matriz de armazenamento local, mas um erro de comunicag¢ao impede que o grupo de consisténcia de
espelho seja excluido da matriz de armazenamento remoto. Nesse caso, vocé deve acessar a matriz de
armazenamento remoto para excluir o grupo de consisténcia de espelho correspondente.
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Gerenciar pares espelhados assincronos

Remova a relagdo assincrona do espelho

Vocé remove um par espelhado para remover a relagao de espelhamento do volume
primario no storage array local e o volume secundario no storage array remoto.

Sobre esta tarefa
Revise as seguintes informacdes sobre pares espelhados 6rfaos:

* Um par espelhado 6rfao existe quando um volume de membro em um grupo de espelhos de consisténcia
foi removido de um lado (do lado do storage array local ou do lado do storage array remoto), mas n&o do
outro lado.

» Pares espelhados 6rfaos sdo detetados quando a comunicacao inter-array é restaurada e os dois lados da
configuragéo do espelho reconcitam os parametros do espelho.

* Vocé pode remover um par espelhado para corrigir um estado de par espelhado 6rfao.

Passos
1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Mirrored Pair (par espelhado).
A tabela pares espelhados é exibida e exibe todos os pares espelhados associados ao storage array.

3. Selecione o par espelhado que deseja remover e clique em Remover.

4. Confirme se deseja remover o par espelhado e clique em Remover.

Resultados
O System Manager executa as seguintes agoes:

* Remove a relagéo de espelhamento do grupo de consisténcia de espelho no storage de armazenamento
local e no storage de armazenamento remoto e exclui a capacidade reservada.
* Retorna o volume primario e o volume secundario para volumes nao espelhados acessiveis ao host.

* Atualiza a telha de espelhamento assincrono com a remocéao do par espelhado assincrono.

Aumentar a capacidade reservada

Vocé pode aumentar a capacidade reservada, que € a capacidade alocada fisicamente
usada para qualquer operacgéo de servigo de copia em um objeto de armazenamento.

Para operacdes de snapshot, geralmente é de 40% do volume base; para operacdes de espelhamento
assincrono, geralmente é de 20% do volume base. Normalmente, vocé aumenta a capacidade reservada
quando recebe um aviso de que a capacidade reservada do objeto de armazenamento esta ficando cheia.

Antes de comecar

+ O volume no pool ou grupo de volumes deve ter um status ideal e ndo deve estar em nenhum estado de
modificagao.

» A capacidade livre deve existir no pool ou grupo de volumes que vocé deseja usar para aumentar a
capacidade.

Se nao houver capacidade livre em nenhum pool ou grupo de volumes, vocé podera adicionar capacidade
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nao atribuida na forma de unidades nao utilizadas a um pool ou grupo de volumes.

Sobre esta tarefa
Vocé pode aumentar a capacidade reservada somente em incrementos de 8 GiB para os seguintes objetos de

armazenamento:
* Grupo de instantaneos
* Volume do Snapshot
* Volume do membro do grupo de consisténcia
* Volume do par espelhado

Use uma porcentagem alta se vocé acredita que o volume primario sofrera muitas mudangas ou se a vida util
de uma operagao de servigo de copia especifica sera muito longa.

N&ao € possivel aumentar a capacidade reservada para um volume instantédneo que seja
somente leitura. Somente os volumes snapshot que séo leitura-gravagao exigem capacidade
reservada.

Passos
1. Selecione armazenamento > pools & grupos de volume.
2. Selecione a guia capacidade reservada.
3. Selecione o objeto de armazenamento para o qual deseja aumentar a capacidade reservada e clique em
aumentar a capacidade.
A caixa de dialogo aumentar capacidade reservada é exibida.

4. Utilize a caixa de rotagéo para ajustar a percentagem de capacidade.

Se a capacidade livre n&o existir no pool ou no grupo de volumes que contém o objeto de armazenamento
selecionado e o array de armazenamento tiver capacidade nao atribuida, vocé podera criar um novo pool
ou grupo de volumes. Em seguida, vocé pode tentar novamente essa operagao usando a nova
capacidade livre nesse pool ou grupo de volume.

5. Clique em aumentar.

Resultados
O System Manager executa as seguintes acoes:

* Aumenta a capacidade reservada para o objeto de armazenamento.
» Exibe a capacidade reservada recém-adicionada.

Altere as configuracdes de capacidade reservada para um volume de par espelhado

Vocé pode alterar as configuragdes de um volume de par espelhado para ajustar o ponto
percentual no qual o System Manager envia uma notificagao de alerta quando a
capacidade reservada para um volume de par espelhado estiver quase cheia.

Passos

1. Selecione armazenamento > pools & grupos de volume.
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2. Selecione a guia capacidade reservada.

3. Selecione o volume do par espelhado que vocé deseja editar e clique em Exibir/Editar configuragées.
A caixa de dialogo Configuracdes de capacidade reservada do volume do par espelhado é exibida.
4. Altere as configuragbes de capacidade reservada para o volume do par espelhado, conforme apropriado.

Detalhes do campo

Definigao Descricéao

Alerta-me quando... Use a caixa giratorio para ajustar o ponto percentual no qual o System
Manager envia uma notificagdo de alerta quando a capacidade reservada
para um par espelhado estiver quase cheia.

Quando a capacidade reservada para o par espelhado excede o limite
especificado, o System Manager envia um alerta, permitindo que vocé
aumente a capacidade reservada.

Alterar a configuragao Alerta para um par espelhado altera
a configuragao Alerta para todos os pares espelhados que
pertencem ao mesmo grupo de consisténcia de espelho.

5. Clique em Salvar para aplicar suas alteragdes.

Par espelhado completo para volumes primarios criados no sistema legado

Se vocé criou um volume primario em um storage array herdado que nao pode ser
gerenciado pelo System Manager, podera criar o volume secundario nesse array com o
System Manager.

Sobre esta tarefa

E possivel executar o espelhamento assincrono entre arrays legados que usam uma interface diferente e
arrays mais recentes que podem ser gerenciados pelo System Manager.

» Se vocé estiver espelhando entre dois storage arrays que usam o System Manager, podera ignorar essa
tarefa porque ja concluiu o par espelhado na sequéncia de criagdo de par espelhado.

» Execute esta tarefa na matriz de armazenamento remoto.

Passos

1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione a guia Mirrored Pair (par espelhado).
A tabela pares espelhados € exibida e exibe todos os pares espelhados associados ao storage array.

3. Localize o volume do par espelhado com um status de incompleto e clique no link Complete Mirrored
pair exibido na coluna Mirrored pair.

4. Escolha se deseja concluir a sequéncia de criagdo de par espelhado automaticamente ou manualmente
selecionando um dos seguintes botdes de opgéo:
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o Automatico — Crie um novo volume secundario.

Aceite as configuragdes padrao do lado remoto do par espelhado selecionando um pool ou grupo de
volume existente onde vocé deseja criar o volume secundario. Utilize esta opgdo recomendada para
alocar a capacidade reservada para o volume secundario com as predefinigdes.

o Manual — Selecione um volume existente.
Defina seus préprios parametros para o volume secundario.

i. Clique em Next para selecionar o volume secundario.

i. Selecione um volume existente que vocé deseja usar como volume secundario e clique em Next
para alocar a capacidade reservada.

ii. Alocar a capacidade reservada. Execute um dos seguintes procedimentos:
= Aceite as predefinicdes.

A configuragéo padrao para capacidade reservada é de 20% da capacidade do volume base e,
geralmente, essa capacidade é suficiente.

= Aloque suas proprias configuragdes de capacidade reservada para atender as necessidades
de storage de dados relacionadas ao espelhamento assincrono.

A capacidade necessaria varia, dependendo da frequéncia e do tamanho das gravagdes de
e/S no volume principal e por quanto tempo vocé precisa manter a capacidade. Em geral,
escolha uma capacidade maior para a capacidade reservada se uma ou ambas as condi¢oes
existirem:

= Vocé pretende manter o par espelhado por um longo periodo de tempo.

= Uma grande porcentagem de blocos de dados mudara no volume primario devido a
intensa atividade de e/S. Use dados historicos de desempenho ou outros utilitarios do
sistema operacional para ajuda-lo a determinar a atividade tipica de e/S para o volume
principal.

5. Selecione Complete.

Resultados
O System Manager executa as seguintes acoes:

 Cria o volume secundario no storage array remoto e aloca a capacidade reservada para o lado remoto do
par espelhado.

¢ Inicia a sincronizacéo inicial entre a matriz de armazenamento local e a matriz de armazenamento remoto.

» Se o volume espelhado for um volume fino, apenas os blocos alocados serao transferidos para o volume
secundario durante a sincronizacdo inicial. Essa transferéncia reduz a quantidade de dados que devem
ser transferidos para concluir a sincronizagao inicial.

+ Cria a capacidade reservada para o par espelhado no storage array local e no storage array remoto.

Gerenciar pares espelhados de sincronizagao
Teste a comunicagéao para espelhamento sincrono

Vocé pode testar a comunicagao entre um storage array local e um storage array remoto
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para diagnosticar possiveis problemas de comunicagdo de um par espelhado que esteja
participando do espelhamento sincrono.

Sobre esta tarefa

Dois testes diferentes sdo executados:

» Comunicagao — verifica se os dois storages de armazenamento tém um caminho de comunicag¢éo. O
teste de comunicacgédo valida que a matriz de armazenamento local pode comunicar com a matriz de
armazenamento remoto e que o volume secundario associado ao par espelhado existe na matriz de
armazenamento remoto.

» Laténcia — envia um comando SCSI test unit para o volume secundario na matriz de armazenamento
remoto associada ao par espelhado para testar a laténcia minima, média e maxima.

Passos
1. Selecione armazenamento > Espelhamento sincrono.
2. Selecione o par espelhado que deseja testar e, em seguida, selecione Test Communication.

3. Reveja as informagdes apresentadas na janela resultados e, se necessario, siga a agao corretiva indicada.

@ Se o teste de comunicacéo falhar, o teste continuara a ser executado depois de fechar esta
caixa de dialogo até que a comunicacgao entre o par espelhado seja restaurada.

Suspender e retomar a sincronizagao para um par espelhado

Vocé pode usar a opgao suspender e a opgao continuar para controlar quando
sincronizar os dados no volume primario e no volume secundario em um par espelhado.

Sobre esta tarefa

Se um par espelhado for suspenso manualmente, o par espelhado ndo sera sincronizado até que seja
retomado manualmente.

Passos

1. Selecione armazenamento > Espelhamento sincrono.

2. Selecione o par espelhado que pretende suspender ou retomar e, em seguida, selecione mais »
suspender ou mais > continuar.
O sistema apresenta uma confirmagao.

3. Selecione Sim para confirmar.

Resultados

O System Manager executa as seguintes agoes:
» Suspende ou retoma a transferéncia de dados entre o par espelhado sem remover a relagao de
espelhamento.
* Para um par espelhado suspenso:
o Exibe suspenso na tabela par espelhado.

o Registra todos os dados que foram gravados no volume primario do par espelhado enquanto a
sincronizacao € suspensa.
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« Para um par espelhado retomado, grava os dados automaticamente no volume secundario do par
espelhado quando a sincronizacao € retomada. N&o é necessaria uma sincronizagdo completa.

Alterar fungao entre volumes em um par espelhado

Vocé pode realizar uma reversao de fungao entre os dois volumes em um par espelhado
que estao participando do espelhamento sincrono. Essa tarefa pode ser necessaria para
fins administrativos ou em caso de desastre no storage array local.

Sobre esta tarefa
Vocé pode rebaixar o volume primario para a fungéo secundaria ou promover o volume secundario para a
fungao principal. Todos os hosts que estiverem acessando o volume primario tém acesso de leitura/gravagao
ao volume. Quando o volume primario se torna um volume secundario, apenas as gravagdes remotas
iniciadas pelo controlador principal sdo gravadas no volume.
Passos

1. Selecione armazenamento > Espelhamento sincrono.

2. Selecione o par espelhado que contém os volumes para os quais vocé deseja alterar a funcao e, em
seguida, selecione mais » alterar fungao.

O sistema apresenta uma confirmagao.

3. Confirme se deseja alterar a fungao dos volumes e selecione alterar fungao.

Se a matriz de armazenamento local ndo puder se comunicar com a matriz de
armazenamento remota, o sistema exibira a caixa de dialogo néo pode entrar em Contato

@ com a matriz de armazenamento quando uma alteracao de funcao for solicitada, mas a
matriz de armazenamento remota ndo pode ser contatada. Clique em Sim para forgar a
mudanga de fungao.

Resultados
O System Manager executa a seguinte acgao:

* Se o volume associado no par espelhado puder ser contatado, as fungdes entre os volumes seréao
alteradas. O System Manager promove o volume secundario no par espelhado para a fungao principal ou
rebaixa o volume primario no par espelhado para a fungéo secundaria (dependendo da sua selegao).

Altere as configuragdes de sincronizagao para um par espelhado

Vocé pode alterar a prioridade de sincronizag&o e a politica de ressincronizagao que o
par espelhado usa para concluir a operagao de ressincronizacao apds uma interrupgao
de comunicagao.

Sobre esta tarefa

Vocé pode editar as configuragdes de sincronizagéo para um par espelhado somente na matriz de
armazenamento que contém o volume primario.

Passos

1. Selecione armazenamento > Espelhamento sincrono.

2. Selecione o par espelhado que pretende editar e, em seguida, selecione mais » Editar defini¢des.
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O sistema exibe a caixa de dialogo Exibir/Editar configuracdes.
. Use a barra deslizante para editar a prioridade de sincronizagao.

A prioridade de sincronizacao determina quanto dos recursos do sistema s&o usados para concluir a
operagao de ressincronizagao apos uma interrupgao de comunicagdo em comparagdo com as solicitagdes
de e/S de servico.

Mais sobre as taxas de sincronizagao

Existem cinco taxas de prioridade de sincronizagao:

o Mais baixo
o Baixo

o Média

o Alta

o Mais alto

Se a prioridade de sincronizagao estiver definida para a taxa mais baixa, a atividade de e/S sera priorizada
e a operagao de ressincronizagao demorara mais tempo. Se a prioridade de sincronizagao estiver definida
para a taxa mais alta, a operagao de ressincronizagao sera priorizada, mas a atividade de e/S para o
storage array pode ser afetada.

. Edite a politica de ressincronizagao conforme apropriado.

Vocé pode ressincronizar os pares espelhados no storage array remoto manualmente ou
automaticamente.

o Manual (a opgéo recomendada) — Selecione essa opgao para exigir que a sincronizagao seja
reiniciada manualmente apds a comunicacao ser restaurada para um par espelhado. Essa opgéao
oferece a melhor oportunidade para recuperar dados.

o Automatico — Selecione esta opgao para iniciar a ressincronizagdo automaticamente apos a
comunicagéao ser restaurada para um par espelhado.

5. Selecione Guardar.

Remova a relagédo do espelho sincrono

Vocé remove um par espelhado para remover a relagcdo de espelhamento do volume
primario no storage array local e o volume secundario no storage array remoto.

Sobre esta tarefa

Vocé também pode remover um par espelhado para corrigir um estado de par espelhado 6rfao. Revise as
seguintes informagdes sobre pares espelhados orfaos:

» Existe um par espelhado 6rfao quando um volume de membro foi removido de um lado (local/remoto),
mas nao do outro lado.

» Pares espelhados 6rfaos sdo detetados quando a comunicagao entre arrays € restaurada.

Passos
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1. Selecione armazenamento > Espelhamento sincrono.

2. Selecione o par espelhado que pretende remover e, em seguida, selecione o tarefas incomuns »
Remover.
A caixa de dialogo Remover relagao de espelho é exibida.

3. Confirme se deseja remover o par espelhado e clique em Remover.

Resultados
O System Manager executa as seguintes acoes:

* Remove a relagédo de espelhamento do par espelhado na matriz de armazenamento local e na matriz de
armazenamento remoto.
* Retorna o volume primario e o volume secundario para volumes néo espelhados acessiveis ao host.

 Atualiza o mosaico Espelhamento sincrono com a remocgao do par espelhado sincrono.

Desativar o espelhamento

Desativar o espelhamento assincrono

Vocé pode desativar o espelhamento assincrono nos storage arrays locais e remotos
para restabelecer o uso normal de portas dedicadas nos storage arrays.

Antes de comecgar

* Vocé deve ter excluido todas as relagdes de espelho. Verifique se todos os grupos de consisténcia de
espelho e pares espelhados foram excluidos dos storages locais e remotos.

» O storage array local e o storage array remoto devem ser conectados por meio de uma malha Fibre
Channel ou de uma interface iSCSI.

Sobre esta tarefa

Quando vocé desativa o espelhamento assincrono, nenhuma atividade espelhada pode ocorrer nos storage
arrays locais e remotos.

Passos

1. Selecione armazenamento > Espelhamento assincrono.

2. Selecione tarefas incomuns > Desativar.
O sistema apresenta uma confirmagao.
3. Selecione Sim para confirmar.

Resultados

* Os canais de host HBA da controladora que foram dedicados a comunicagao assincrona de espelhamento
agora podem aceitar solicitacdes de leitura e gravacao do host.

* Nenhum dos volumes desse storage array pode participar de relacionamentos espelhados como volumes
primarios ou volumes secundarios.
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Desativar o espelhamento sincrono

Vocé pode desativar o recurso de espelhamento sincrono em um storage array para
restabelecer o uso normal da porta host 4 do adaptador de barramento do host (HBA),
que foi reservada para transmissao de dados espelhados.

Antes de comecgar
Vocé deve ter excluido todas as relagdes espelhadas sincronas. Verifique se todos os pares espelhados foram

excluidos do storage array.
Passos

1. Selecione armazenamento > Espelhamento sincrono.

2. Selecione tarefas incomuns > Desativar.
O sistema apresenta uma confirmagao.
3. Selecione Sim para confirmar.

Resultados
* A porta de host HBA 4 da controladora, dedicada a comunicacao de espelhamento sincrono, agora pode
aceitar solicitagdes de leitura e gravacéo do host.

* Os volumes de capacidade reservada no storage array sédo excluidos.

FAQs assincronas

Como o espelhamento assincrono difere do espelhamento sincrono?

O recurso de espelhamento assincrono difere do recurso de espelhamento sincrono de
uma maneira essencial: Captura o estado do volume de origem em um determinado
ponto no tempo e copia apenas os dados que foram alterados desde a ultima captura de
imagem.

Com o espelhamento sincrono, o estado do volume primario ndo é capturado em algum momento do tempo,
mas sim reflete todas as alteracdes que foram feitas no volume primario para o volume secundario. O volume
secundario é idéntico ao volume primario a cada momento porque, com este tipo de espelho, cada vez que
uma gravagao é feita no volume primario, uma gravagao é feita no volume secundario. O host ndo recebe uma
confirmagéo de que a gravacao foi bem-sucedida até que o volume secundario seja atualizado com éxito com
as alteragbes feitas no volume primario.

Com o espelhamento assincrono, o storage array remoto n&o € totalmente sincronizado com o storage array
local. Portanto, se o aplicativo precisar fazer a transigao para o storage array remoto devido a perda do
storage array local, algumas transac¢des poderao ser perdidas.

Comparagéo entre os recursos de espelhamento:
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Espelhamento assincrono Espelhamento sincrono

Método de replicagao * Ponto no tempo

O espelhamento é feito sob demanda ou
automaticamente de acordo com uma
programacao definida pelo usuario. Os horarios
podem ser definidos na granularidade de minutos.
O tempo minimo entre sincronizagdes é de 10

minutos.
» Continuo Capacidade reservada
O espelhamento é executado automaticamente
continuamente, copiando dados de cada
gravacéao do host.
» Multiplo * Single
Um volume de capacidade reservada é E necessario um unico volume de capacidade
necessario para cada par espelhado. reservada para todos os volumes espelhados.
Comunicagao * ISCSI e Fibre Channel

Suporta interfaces iSCSI e Fibre Channel entre
storage arrays.
* Fibre Channel Distancia

Suporta apenas interfaces Fibre Channel entre
storage arrays.

* llimitado * Restrito
Suporte para distancias praticamente ilimitadas Normalmente, deve estar a cerca de 10 km (6,2
entre a matriz de armazenamento local e a matriz milhas) do storage array local para atender aos
de armazenamento remoto, com a distancia requisitos de laténcia e desempenho do
normalmente limitada apenas pelos recursos da aplicativo.

rede e da tecnologia de extenséo de canal.

Por que nao consigo acessar meu recurso de espelhamento escolhido?

O espelhamento € configurado na interface do Unified Manager.
@ O espelhamento néo esta disponivel no storage array EF600 ou EF300.

Para ativar e configurar o espelhamento entre dois arrays, verifique o seguinte:
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» O servico Web Services Proxy deve estar em execucgao. (O Unified Manager € instalado em um sistema
host juntamente com o Web Services Proxy.)

» O Unified Manager deve estar em execucado em seu host local por meio de uma conexao HTTPS.

* Os dois storage arrays que vocé deseja usar para espelhamento devem ser descobertos no Unified
Manager.

* O Unified Manager deve ter certificados SSL validos para as matrizes de armazenamento. Vocé pode
aceitar um certificado autoassinado ou instalar certificados assinados pela CA do Unified Manager.

Para obter instrugdes de configuragdo, consulte o seguinte:

« "Criar par espelhado assincrono (no Unified Manager)"

+ "Criar par espelhado sincrono (no Unified Manager)"

O que eu preciso saber antes de criar um grupo de consisténcia de espelho?

Siga estas diretrizes antes de criar um grupo de consisténcia espelhada.
@ Este recurso n&o esta disponivel no sistema de armazenamento EF600 ou EF300.

Vocé cria um grupo de consisténcia no Unified Manager no assistente criar pares espelhados.
Atender aos seguintes requisitos do Unified Manager:

* O servico Web Services Proxy deve estar em execucgao.
» O Unified Manager deve estar em execugao em seu host local por meio de uma conexao HTTPS.

* O Unified Manager deve mostrar certificados SSL validos para a matriz de armazenamento. Vocé pode
aceitar um certificado autoassinado ou instalar seu proprio certificado de seguranga usando o Unified

Manager e navegando para o certificado » Gerenciamento de certificados.
Certifigue-se também de atender aos seguintes requisitos para matrizes de armazenamento:

* Os dois storage arrays devem ser descobertos no Unified Manager.

« Cada storage array deve ter duas controladoras.

« Cada controlador no array primario e no array secundario deve ter uma porta de gerenciamento Ethernet

configurada e estar conetado a rede.

* As matrizes de armazenamento tém uma versdo minima de firmware de 7,84. (Cada um deles pode
executar diferentes versdes do sistema operacional.)

* Vocé deve saber a senha para os storages de armazenamento local e remoto.

« Seus storage arrays locais e remotos sao conectados por meio de uma malha Fibre Channel ou de uma

interface iISCSI.

Espelhamento assincrono - o que preciso saber antes de criar um par espelhado?

Vocé configura pares espelhados na interface do 