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Requisitos

Antes de comecar, vocé deve revisar os pré-requisitos para implantar o software NetApp
Element, incluindo requisitos de rede e porta.

* "Requisitos de rede"
+ "Configuracéo do interrutor"

* "Requisitos de porta de rede"

Encontre mais informacoes

* "Documentacao do software SolidFire e Element"

Rede

A configuracao de rede para um sistema SolidFire consiste em requisitos de switch e
porta. A implementacao destes depende do seu sistema.

Para mais informacgoes

+ "Configuragao de switches para clusters que executam o software Element"
» "Requisitos de porta de rede"
* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Configuracao de switches para clusters que executam o
software Element

O sistema de software NetApp Element tem certos requisitos de switch e praticas
recomendadas para um desempenho ideal de storage.

Os nds de storage exigem 10 ou 25GbE switches Ethernet, dependendo do hardware de n6 especifico, para
servigos de armazenamento iISCSI e comunicagao de servigos intra-cluster de nos. Os switches 1GbE podem
ser usados para esses tipos de trafego:

« Gerenciamento do cluster e dos nds

« Trafego de gerenciamento intra-cluster entre os nés

 Trafego entre os nos de cluster e a maquina virtual do n6 de gerenciamento


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Pratica recomendada: vocé deve implementar as seguintes praticas recomendadas ao configurar switches
Ethernet para trafego de cluster:

+ Para trafego que néo seja de storage no cluster, implante um par de switches 1GbE para fornecer alta
disponibilidade e compartilhamento de carga.

* Nos switches de rede de armazenamento, implante switches em pares e configure e utilize quadros
jumbo (um tamanho MTU de 9216 bytes). Isso garante uma instalagdo bem-sucedida e elimina erros de
rede de armazenamento devido a pacotes fragmentados.

A implantacao do elemento requer pelo menos dois segmentos de rede, um para cada um dos seguintes tipos
de trafego:

» Gerenciamento

* Armazenamento/dados
Dependendo dos modelos de nés de armazenamento da série H da NetApp e da configuragao de cabeamento
planejada, vocé pode separar fisicamente essas redes usando switches separados ou separa-las logicamente

usando VLANSs. No entanto, para a maioria das implantagdes, vocé precisa separar logicamente essas redes
usando VLANSs.

Os nos de storage precisam ser capazes de se comunicar antes, durante e apds a implantagéo.

Se vocé estiver implementando redes de gerenciamento separadas para nés de storage, verifique se essas
redes de gerenciamento tém rotas de rede entre elas. Essas redes devem ter gateways atribuidos e deve
haver uma rota entre os gateways. Certifique-se de que cada novo né tenha um gateway atribuido para
facilitar a comunicagéo entre nos e redes de gerenciamento.

O NetApp Element requer o seguinte:

» Todas as portas de switch conectadas aos nos de storage do NetApp H-Series devem ser configuradas
como portas de borda de arvore de abrangéncia.

> Nos switches Cisco, dependendo do modelo do switch, versdo do software e tipo de porta, vocé pode
fazer isso com um dos seguintes comandos:

" spanning-tree port type edge
" spanning-tree port type edge trunk
" spanning-tree portfast
" spanning-tree portfast trunk
° Nos switches Mellanox, vocé pode fazer isso com 0 spanning-tree port type edge comando.

* Os switches que manipulam o trafego de armazenamento devem suportar velocidades de pelo menos
10GbE por porta (até 25GbE por porta € suportada).

» Os switches que manipulam o trafego de gerenciamento devem suportar velocidades de pelo menos
1GbE por porta.

* Vocé deve configurar quadros jumbo nas portas do switch que manipulam o trafego de armazenamento.
Os hosts devem ser capazes de enviar pacotes de 9000 bytes de ponta a ponta para uma instalagdo bem-
sucedida.

* Alaténcia de rede de ida e volta entre todos os nos de storage ndo deve exceder 2ms ms.



Alguns nés fornecem recursos adicionais de gerenciamento fora da banda por meio de uma porta de
gerenciamento dedicada. Os nds NetApp H300S, H500S e H700S também permitem acesso IPMI via porta A.
como pratica recomendada, vocé deve facilitar o gerenciamento remoto configurando o gerenciamento fora da
banda para todos os nés em seu ambiente.

Para mais informacgoes

* "Requisitos de rede e switch NetApp HCI"
* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Requisitos de porta de rede

Talvez seja necessario permitir as seguintes portas TCP e UDP através do firewall de
borda do seu data center para que vocé possa gerenciar o sistema remotamente e
permitir que clientes fora do data center se conetem a recursos. Algumas dessas portas
podem nao ser necessarias, dependendo de como vocé usa o sistema.

Todas as portas sdo TCP, salvo indicacdo em contrario, e todas as portas TCP devem suportar comunicacao
de handshake triplo entre o servidor de suporte NetApp, o né de gerenciamento e os ndés que executam o
software Element. Por exemplo, o host em uma origem de né de gerenciamento se comunica com o host em
um destino MVIP de cluster de armazenamento por meio da porta TCP 443, e o host de destino se comunica
de volta ao host de origem por meio de qualquer porta.

Ative o ICMP entre o n6 de gerenciamento, nés que executam o software Element e o MVIP do
cluster.

As seguintes abreviaturas s&o usadas na tabela:

* MIP: Endereco IP de gerenciamento, um enderec¢o por nd
» SIP: Enderego IP de armazenamento, um enderego por n6
* MVIP: Endereco IP virtual de gerenciamento

* SVIP: Armazenamento de endereco IP virtual

Fonte Destino Porta Descrigcao

Clientes iSCSI Cluster de 443 (Opcional) Ul e acesso a API
armazenamento MVIP

Clientes iSCSI Cluster de 3260 Comunicagdes iSCSI do cliente
armazenamento SVIP

Clientes iSCSI SIP de n6 de storage 3260 Comunicagdes iSCSI do cliente
N6 de gerenciamento sfsupport.solidfire 22 Inverta o tunel SSH para acesso de
.com suporte


https://docs.netapp.com/us-en/hci/docs/hci_prereqs_network_switch.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Fonte

No de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

No de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

N6 de gerenciamento

Servidor SNMP

Servidor SNMP

N6 de storage BMC/IPMI

MIP do né de storage

MIP do né de storage

Destino

MIP do né de storage

Servidores DNS

MIP do né de storage

Cluster de
armazenamento MVIP

monitoring.solidfir
e.com
Cluster de

armazenamento MVIP

repo.NetApp.com

N6 de storage BMC/IPMI

Witness Node

\V/Center Server

Cluster de
armazenamento MVIP

MIP do né de storage

N6 de gerenciamento

Servidores DNS

N6 de gerenciamento

Porta
22

53 TCP/UDP

442

442

443

443

443

623 UDP

9442

9443

161 UDP

161 UDP

623 UDP

53 TCP/UDP

80

Descrigdo

Acesso SSH para suporte
Pesquisa DNS

Acesso de interface de usuario e API
a atualizacbes de software Element e
no de storage

Acesso de interface de usuario e API
a atualizagbes de software Element e
no de storage

Geracao de relatérios do cluster de
storage para o Active IQ

Acesso de interface de usuario e API
a atualizacbes de software Element e
no de storage

Fornece acesso aos componentes
necessarios para instalar/atualizar a
implantagéo no local.

Porta RMCP. Isso é necessario para
gerenciar sistemas habilitados para
IPMI.

Servigo de API de configuragéo por
no

Registro do vCenter Plug-in. A porta
pode ser fechada apds a conclusao
do registo.

Polling SNMP

Polling SNMP

Porta RMCP. Isso é necessario para
gerenciar sistemas habilitados para
IPMI.

Pesquisa DNS

Atualizacdes do software Element



Fonte

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

MIP do né de storage

SIP de n6 de storage

SIP de no de storage

Destino

Endpoint S3/Swift

Servidor NTP

N6 de gerenciamento

Servidor SNMP

Servidor LDAP

N6 de gerenciamento

Cluster de

armazenamento remoto

MVIP

MIP do né de storage
remoto

Endpoint S3/Swift

N6 de gerenciamento

Servidor syslog

Servidor LDAPS

MIP do né de storage
remoto

SIP do n6 de

armazenamento remoto

SIP de no de storage

Porta
80

123 UDP

162 UDP

162 UDP

389 TCP/UDP

443

443

443

443

514 TCP/UDP

10514
TCP/UDP

514 TCP/UDP

10514
TCP/UDP

636 TCP/UDP

2181

2181

3260

Descrigdo

(Opcional) comunicagéo HTTP para
endpoint S3/Swift para backup e
recuperagao

NTP

(Opcional) traps SNMP

(Opcional) traps SNMP

Pesquisa LDAP (opcional)

Atualizacdes de firmware de storage
Element

Comunicagao de emparelhamento
do cluster de replicacdo remota

Comunicagao de emparelhamento
do cluster de replicagéo remota

(Opcional) comunicagdo HTTPS para
endpoint S3/Swift para backup e
recuperacao

Encaminhamento de syslog

Encaminhamento de syslog

Pesquisa LDAPS

Comunicagao entre clusters para
replicacdo remota

Comunicagéo entre clusters para
replicagdo remota

ISCSI interné



Fonte

SIP de n6 de storage

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

PC administrador do
sistema

\VVCenter Server

\V/Center Server

VVCenter Server

VVCenter Server

Destino

SIP do n6 de
armazenamento remoto

N6 de gerenciamento

MIP do né de storage

N6 de gerenciamento

Cluster de
armazenamento MVIP

Controlador de
gerenciamento de placa
base (BMC)/interface de
gerenciamento de
plataforma inteligente
(IPMI) séries H410 e
H600

MIP do né de storage

N6 de storage das séries
BMC/IPMI H410 e H600

Witness Node

Cluster de
armazenamento MVIP

Plug-in remoto

N6 de gerenciamento

Cluster de
armazenamento MVIP

Porta
4000 a 4020

442

442

443

443

443

443

623 UDP

8080

443

8333

8443

8444

Descrigdo

Transferéncia de dados n6 a n6 de
replicagdo remota

Acesso HTTPS Ul ao n6 de
gerenciamento

Acesso a APl e IlU HTTPS ao n6 de
storage

Acesso a APl e Ul HTTPS ao né de
gerenciamento

Acesso a lU HTTPS e API ao cluster
de armazenamento

Acesso a APl e Ul HTTPS ao
controle remoto do né

Criagao de cluster de storage
HTTPS, acesso de IU pos-
implantagéo ao cluster de storage

Porta do protocolo de controlo de
gestao remota. Isso é necessario
para gerenciar sistemas habilitados
para IPMI.

Witness Node per-node web Ul

Acesso a APl do vCenter Plug-in

Servigo de plug-in remoto do vCenter

(Opcional) vCenter Plug-in QoSSIOC
Service.

Acesso ao fornecedor do vCenter
VASA (somente VVols)



Fonte Destino Porta

VCenter Server N6 de gerenciamento 9443

Para mais informacgoes

* "Documentacao do software SolidFire e Element”

* "Plug-in do NetApp Element para vCenter Server"

Descrigdo

Registro do vCenter Plug-in. A porta
pode ser fechada apds a conclusao
do registo.
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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