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Ver alertas do sistema

Pode visualizar alertas para obter informacdes sobre avarias ou erros do cluster no
sistema. Os alertas podem ser informacgdes, avisos ou erros € sdo um bom indicador de
quio bem o cluster esta funcionando. A maioria dos erros resolve-se automaticamente.

Vocé pode usar o método ListClusterFaults APl para automatizar o monitoramento de alertas. Isso permite
que voceé seja notificado sobre todos os alertas que ocorrem.

1. Na IU do elemento, selecione Reporting > Alerts.
O sistema atualiza os alertas na pagina a cada 30 segundos.

Para cada evento, vocé vera as seguintes informagoes:

ltem Descricao
ID ID exclusiva associada a um alerta de cluster.
Gravidade O grau de importancia do alerta. Valores possiveis:

* Aviso: Um problema menor que em breve pode
exigir atencao. Atualizagbes do sistema ainda
sdo permitidas.

* Erro: Uma falha que pode causar degradagao
no desempenho ou perda de alta
disponibilidade (HA). Erros geralmente néo
devem afetar o servigo de outra forma.

* Critico: Uma falha grave que afeta o servigo. O
sistema ndo consegue atender a solicitagdes de
e/S de API ou cliente. Operar neste estado
pode levar a uma perda potencial de dados.

» BestPractice: Uma pratica recomendada de
configuragao do sistema nao esta sendo usada.

Tipo O elemento que afeta a avaria. Pode ser no,
unidade, cluster, servico ou volume.

N6 ID do n6 para o né a que esta avaria se refere.
Incluido para falhas de né e unidade, caso contrario
definido como - (traco).

ID da unidade ID da unidade para a unidade a qual esta avaria se
refere. Incluido para falhas de condugéo, caso
contrario definido para - (tablier).

Cddigo de erro Um cddigo descritivo que indica o que causou a
falha.



Detalhes Uma descrigdo da avaria com detalhes adicionais.

Data A data e a hora em que a avaria foi registada.

2. Clique em Mostrar Detalhes para obter um alerta individual para visualizar informagbes sobre o alerta.

3. Para ver os detalhes de todos os alertas na pagina, clique na coluna Detalhes.

Depois que o sistema resolver um alerta, todas as informacgdes sobre o alerta, incluindo a data em que foi
resolvido, sdo movidas para a area resolvida.

Encontre mais informacoes

+ Cddigos de falha do cluster

+ "Gerencie o storage com a AP| Element"

Caédigos de falha do cluster

O sistema relata um erro ou um estado que pode ser de interesse gerando um cédigo de
falha, que esta listado na pagina Alertas. Esses cddigos ajudam a determinar qual
componente do sistema experimentou o alerta e por que o alerta foi gerado.

A lista a seguir descreve os diferentes tipos de codigos:

» AuthenticationServiceFault
O Servico de autenticacdo em um ou mais nés de cluster ndo esta funcionando como esperado.
Entre em Contato com o suporte da NetApp para obter assisténcia.

» DisponivelVirtualNetworklPAddressLow
O numero de enderecos de rede virtual no bloco de enderecos IP é baixo.
Para resolver essa falha, adicione mais enderecos IP ao bloco de enderecos de rede virtual.

* BlockClusterFull

N&o ha espaco de armazenamento em bloco suficiente para suportar uma perda de né unico. Consulte o
meétodo da API GetClusterFullThreshold para obter detalhes sobre os niveis de plenitude do cluster. Esta
avaria no grupo de instrumentos indica uma das seguintes condi¢des:

o stage3Low (Aviso): O limite definido pelo usuario foi cruzado. Ajuste as configuragdes de Cluster Full
ou adicione mais nos.

o stage4Critical (erro): Nao ha espaco suficiente para recuperar de uma falha de 1 nés. A criagédo de
volumes, snapshots e clones ndo é permitida.

o stage5CompletelyConsumed (critico)1; ndo sdo permitidas gravagdes ou novas ligacdes iSCSI. As
conexdes iISCSI atuais serdo mantidas. As gravagdes falharao até que mais capacidade seja
adicionada ao cluster.

Para resolver essa falha, limpe ou exclua volumes ou adicione outro né de armazenamento ao cluster de
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armazenamento.
* BlocksDegraded
Os dados de bloco ndo sao mais totalmente replicados devido a uma falha.

Gravidade Descricéo

Aviso Apenas duas copias completas dos dados de bloco
sao acessiveis.

Erro Apenas uma unica copia completa dos dados do
bloco é acessivel.

Critico Nao ha copias completas dos dados de bloco
acessiveis.

Nota: o estado de aviso s6é pode ocorrer num sistema Triple Helix.

Para resolver essa falha, restaure quaisquer nés off-line ou bloqueie servigos ou entre em Contato com o
suporte da NetApp para obter assisténcia.

* BlockServiceTooFull

Um servico de bloco esta usando muito espaco.

Para resolver essa falha, adicione mais capacidade provisionada.
* BlockServiceUnHealthy

Um servigo de bloco foi detetado como nao saudavel:

> Aviso: Nenhuma agéao é tomada. Este periodo de aviso expirara em cTimeUntilBSIsKilledMSec:
330000 milissegundos.

o Gravidade: O sistema esta desativando automaticamente os dados e replicando novamente seus
dados para outras unidades integras.

o Gravidade Critica: Ha servigos de bloco com falha em varios nés maiores ou iguais a contagem de
replicagdo (2 para hélice dupla). Os dados nao estao disponiveis e a sincronizagao do bin ndo sera
concluida.

Verifique se ha problemas de conetividade de rede e erros de hardware. Havera outras falhas se os
componentes de hardware especificos tiverem falhado. A falha sera apagada quando o servigo de
bloco estiver acessivel ou quando o servigo tiver sido desativado.

* BmcSelfTestFailed
O controlador de gerenciamento de placa base (BMC) falhou em um autoteste.
Contacte o suporte da NetApp para obter assisténcia.
Durante uma atualizacdo para o elemento 12,5 ou posterior, a BmcSelfTestFailed falha ndo é gerada

para um no que tenha um BMC com falha pré-existente ou quando o BMC de um n¢ falha durante a
atualizacdo. Os BMCs que falham nos autotestes durante a atualizacao emitirdo uma



BmcSelfTestFailed falha de aviso depois que todo o cluster concluir a atualizacao.
» ClockSkewExceedsFaultThreshold

O desvio de tempo entre o mestre de cluster e o n6 que esta apresentando um token excede o limite
recomendado. O cluster de storage nédo pode corrigir o desvio de tempo entre os nds automaticamente.

Para resolver essa falha, use servidores NTP internos a sua rede, em vez dos padrdes de instalacao. Se
estiver a utilizar um servidor NTP interno, contacte o suporte da NetApp para obter assisténcia.

» ClusterCannotSync

Ha uma condicao de espago fora e os dados nas unidades de armazenamento de bloco off-line ndo
podem ser sincronizados com unidades que ainda estao ativas.

Para resolver essa falha, adicione mais armazenamento.
* Incluido
N&o ha mais espaco de armazenamento livre no cluster de armazenamento.
Para resolver essa falha, adicione mais armazenamento.
* ClusterlOPSAreOverProvisioned
As |IOPS do cluster estado provisionadas em excesso. A soma de todas as IOPS minimas de QoS é maior
do que as IOPS esperadas do cluster. A QoS minima nao pode ser mantida para todos os volumes
simultaneamente.
Para resolver esse problema, reduza as configuragées minimas de IOPS de QoS para volumes.
* CpuThermalEventThreshold
O numero de eventos térmicos da CPU em uma ou mais CPUs excede o limite configurado.
Se nenhum novo evento térmico da CPU for detetado dentro de dez minutos, o aviso ira resolver-se.

» DisableDriveSecurityFailed

O cluster ndo esta configurado para ativar a seguranca da unidade (criptografia em repouso), mas pelo
menos uma unidade tem a seguranga da unidade ativada, o que significa que a desativagéo da seguranga

da unidade nessas unidades falhou. Esta avaria é registada com a gravidade ""Aviso"".

Para resolver esta avaria, verifique os detalhes da avaria para o motivo pelo qual a segurancga da unidade
nao pode ser desativada. Possiveis razdes séo:

> Nao foi possivel adquirir a chave de encriptacao, investigue o problema com o acesso a chave ou ao
servidor de chaves externo.

o A operacao de desativacao falhou na unidade, determine se a chave errada poderia ter sido adquirida.
Se nenhum destes for o motivo da falha, a unidade pode precisar ser substituida.
Vocé pode tentar recuperar uma unidade que nao desabilite a seguranga com éxito mesmo quando a

chave de autenticacao correta é fornecida. Para executar esta operagao, remova a(s) unidade(s) do
sistema movendo-a para disponivel, execute uma eliminagéo segura na unidade e mova-a de volta para



Ativo.
» DisconnectedClusterPair
Um par de cluster esta desconetado ou configurado incorretamente.
Verifique a conetividade de rede entre os clusters.
* DisconnectedRemoteNode
Um né remoto esta desconetado ou configurado incorretamente.
Verifique a conetividade de rede entre os nds.
* DisconnectedSnapMirrorEndpoint
Um endpoint SnapMirror remoto esta desconetado ou configurado incorretamente.

Verifique a conetividade de rede entre o cluster e o SnapMirrorEndpoint remoto.

DriveAvailable

Uma ou mais unidades estéo disponiveis no cluster. Em geral, todos os clusters devem ter todas as
unidades adicionadas e nenhuma no estado disponivel. Se esta avaria aparecer inesperadamente,
contacte o suporte da NetApp.

Para resolver essa falha, adicione todas as unidades disponiveis ao cluster de armazenamento.

DriveFailed

O cluster retorna essa falha quando uma ou mais unidades falharam, indicando uma das seguintes
condigdes:
> O gestor de unidades nao consegue aceder a unidade.

> O servigo de corte ou bloco falhou muitas vezes, presumivelmente por causa de falhas de leitura ou
gravacao da unidade e ndo pode ser reiniciado.

o A unidade esta ausente.

> O servigo mestre para o no esta inacessivel (todas as unidades no n6 sédo consideradas ausentes/com
falha).

o A unidade esta bloqueada e a chave de autenticagdo da unidade n&o pode ser adquirida.

> A unidade esta bloqueada e a operagao de desbloqueio falha.
Para resolver este problema:

o Verifique a conetividade de rede para o no.

> Substitua a unidade.

o Certifique-se de que a chave de autenticacao esta disponivel.
* DriveHealthFault

Uma unidade falhou na verificagdo INTELIGENTE de integridade e, como resultado, as fungbes da
unidade s&o diminuidas. Existe um nivel critico de gravidade para esta avaria:



o Unidade com série: <serial number> in slot: <node slot> <drive slot> falhou a verificagdo geral
INTELIGENTE de integridade.

Para resolver esta avaria, substitua a unidade.
DriveWearFault

A vida util restante de uma unidade caiu abaixo dos limites, mas ainda esta funcionando. Existem dois
niveis de gravidade possiveis para esta falha: Critico e Aviso:

o Unidade com série: <serial number> in slot: <node slot> <drive slot> tem niveis criticos de desgaste.

o Unidade com série: <serial number> in slot: <node slot> <drive slot> tem baixas reservas de desgaste.
Para resolver esta avaria, substitua a unidade em breve.
DuplicateClusterMasterCandidates
Mais de um candidato mestre do cluster de armazenamento foi detetado.
Entre em Contato com o suporte da NetApp para obter assisténcia.
EnableDriveSecurityFailed

O cluster esta configurado para exigir seguranga da unidade (criptografia em repouso), mas a seguranga
da unidade nao pode ser ativada em pelo menos uma unidade. Esta avaria é registada com a gravidade

""Aviso™.

Para resolver esta avaria, verifique os detalhes da avaria para o motivo pelo qual a seguranca da unidade
nao pbdde ser ativada. Possiveis razbes sao:

> Nao foi possivel adquirir a chave de encriptagao, investigue o problema com o acesso a chave ou ao
servidor de chaves externo.

o A operacao de ativacao falhou na unidade, determine se a chave errada poderia ter sido adquirida. Se
nenhum destes for o motivo da falha, a unidade pode precisar ser substituida.

Vocé pode tentar recuperar uma unidade que nao habilite a seguranga com éxito mesmo quando a chave
de autenticagao correta é fornecida. Para executar esta operagao, remova a(s) unidade(s) do sistema
movendo-a para disponivel, execute uma eliminagédo segura na unidade e mova-a de volta para Ativo.
EnsembleDegraded

A conetividade ou a energia da rede foi perdida para um ou mais nés do ensembile.

Para resolver esta avaria, restaure a conetividade ou a alimentacéo da rede.

excegao

Uma avaria comunicada que nao € uma avaria de rotina. Estas avarias ndo sao eliminadas
automaticamente da fila de avarias.

Entre em Contato com o suporte da NetApp para obter assisténcia.
FailedSpaceToFull

Um servigo de bloco ndo esta respondendo as solicitagdes de gravagao de dados. Isto faz com que o
servigo de corte fique sem espago para armazenar gravagdes com falha.



Para resolver esta avaria, restaure a funcionalidade de servigos de bloco para permitir que as gravagdes
continuem normalmente e que o espago com falha seja eliminado do servigo de corte.

FanSensor

Um sensor da ventoinha falhou ou esta em falta.

Para resolver essa falha, substitua qualquer hardware com falha.
FibreChannelAccessDegraded

Um no6 Fibre Channel néo responde a outros nds no cluster de storage durante seu IP de storage por um
periodo de tempo. Nesse estado, o n6 sera considerado nao responsivo e gerara uma falha de cluster.

Verifique a conetividade da rede.

FibreChannelAccessUnavailable

Todos os ndés do Fibre Channel ndao respondem. As IDs de n6 sao exibidas.
Verifique a conetividade da rede.

FibreChannelActivelxL

A contagem IXL Nexus esta se aproximando do limite suportado de 8000 sessées ativas por no Fibre
Channel.

> O limite de melhores praticas é 5500.

o O limite de aviso é 7500.

> O limite maximo (nao aplicado) &€ 8192.

Para resolver essa falha, reduza a contagem IXL Nexus abaixo do limite de melhores praticas de 5500.
FibreChannelConfig
Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

o Ha uma porta Fibre Channel inesperada em um slot PCI.

o Existe um modelo HBA Fibre Channel inesperado.

o Existe um problema com o firmware de um HBA Fibre Channel.

o Uma porta Fibre Channel ndo esta online.

> Ha um problema persistente na configuragdo de passagem Fibre Channel.

Entre em Contato com o suporte da NetApp para obter assisténcia.
FibreChannellOPS

A contagem total de IOPS esta se aproximando do limite de IOPS para nos Fibre Channel no cluster. Os
limites séo:

o FC0025: Limite de 450K IOPS a um tamanho de bloco de 4K PB por né Fibre Channel.

o FCNOO1: Limite de 625K OPS a 4K tamanho de bloco por né Fibre Channel.

Para resolver essa falha, equilibre a carga em todos os nds Fibre Channel disponiveis.



FibreChannelStaticlxL

A contagem IXL Nexus esta se aproximando do limite suportado de 16000 sessdes estaticas por n6 Fibre
Channel.

> O limite de melhores praticas € 11000.

> O limite de aviso é 15000.

> O limite maximo (imposto) € 16384.
Para resolver essa falha, reduza a contagem IXL Nexus abaixo do limite de melhores praticas de 11000.
FileSystemCapacityLow
Ha espaco insuficiente em um dos sistemas de arquivos.
Para resolver essa falha, adicione mais capacidade ao sistema de arquivos.
FileSystemlsReadOnly
Um sistema de arquivos foi movido para o modo somente leitura.
Entre em Contato com o suporte da NetApp para obter assisténcia.
FipsDrivesMismatch
Uma unidade nao FIPS foi fisicamente inserida em um no de storage com capacidade FIPS ou uma
unidade FIPS foi fisicamente inserida em um no de storage ndo FIPS. Uma unica falha é gerada por n6 e
lista todas as unidades afetadas.
Para resolver esta avaria, remova ou substitua a unidade ou unidades incompativeis em questao.
FipsDrivesOutOfCompliance
O sistema detetou que a encriptagdo em repouso foi desativada apds a funcionalidade de unidades FIPS
estar ativada. Essa falha também é gerada quando o recurso unidades FIPS esta ativado e uma unidade

ou n6 néo FIPS esta presente no cluster de storage.

Para resolver esta avaria, ative a encriptagdo em repouso ou remova o hardware nao FIPS do cluster de
armazenamento.

FipsSelfTestFailure

O subsistema FIPS detetou uma falha durante o autoteste.

Entre em Contato com o suporte da NetApp para obter assisténcia.
HardwareConfigMismatch

Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

o A configuragéo nao corresponde a definigdo do no.
o Existe um tamanho de unidade incorreto para este tipo de no.

o Foi detetada uma unidade nao suportada. Uma possivel razdo € que a versado do elemento instalado
nao reconhece esta unidade. Recomendamos a atualizagao do software Element neste né.



o Ha uma incompatibilidade de firmware da unidade.
> O estado capaz de encriptagdo da unidade ndo corresponde ao no.

Entre em Contato com o suporte da NetApp para obter assisténcia.

IdPCertificateExpiration

O certificado SSL do provedor de servigos do cluster para uso com um provedor de identidade de terceiros

(IDP) esta prestes a expirar ou ja expirou. Esta avaria utiliza as seguintes gravidades com base na
urgéncia:

Gravidade Descricéo

Aviso O certificado expira dentro de 30 dias.

Erro O certificado expira dentro de 7 dias.

Critico O certificado expira dentro de 3 dias ou ja expirou.

Para resolver esta avaria, atualize o certificado SSL antes de expirar. Use o método
UpdateldpConfiguration APl com refreshCertificateExpirationTime=true para fornecer o
certificado SSL atualizado.

InconsistentBondModes

Os modos de ligacao no dispositivo VLAN estdo em falta. Esta avaria apresenta o modo de ligagao
esperado e o modo de ligagao atualmente em utilizagao.

InconsistentMtus
Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

> Bond1G incompatibilidade: MTUs inconsistentes foram detetadas em interfaces Bond1G.
> Bond10G incompatibilidade: MTUs inconsistentes foram detetadas em interfaces Bond10G.

Esta falha exibe o n6 ou nés em questao junto com o valor MTU associado.
InconsistentRoutingRules
As regras de roteamento para essa interface sao inconsistentes.

InconsistentSubnetMasks

A mascara de rede no dispositivo VLAN n&o corresponde a mascara de rede gravada internamente para a

VLAN. Esta avaria apresenta a mascara de rede esperada e a mascara de rede atualmente em utilizagéo.
IncorretBondPortCount

O numero de portas de ligagao esta incorreto.
InvalidConfiguredFibredChannelNodeCount

Uma das duas conexdes de n6 Fibre Channel esperadas esta degradada. Esta avaria aparece quando
apenas um no6 de canal de fibra esta ligado.



Para resolver essa falha, verifique a conetividade de rede do cluster € o cabeamento de rede e verifique
se ha servicos com falha. Se ndo houver problemas de rede ou de servico, entre em Contato com o
suporte da NetApp para uma substituicao de n6 Fibre Channel.

* IrqgBalanceFailed
Ocorreu uma excecao ao tentar equilibrar interrupcgées.

Entre em Contato com o suporte da NetApp para obter assisténcia.

* KmipCertificateFault

> O certificado da Autoridade de Certificagéo raiz (CA) esta proximo da expiragéo.

Para resolver essa falha, adquira um novo certificado da CA raiz com data de expiragéo de pelo
menos 30 dias e use ModifyKeyServerKmip para fornecer o certificado de CA raiz atualizado.

> O certificado do cliente esta préximo da expiracao.
Para resolver essa falha, crie uma nova CSR usando GetClientCertificateSigningRequest, peca que
ela assine garantindo que a nova data de expiracao esteja de pelo menos 30 dias e use
ModifyKeyServerKmip para substituir o certificado de cliente KMIP que expira pelo novo certificado.

> O certificado de autoridade de certificagao raiz (CA) expirou.

Para resolver essa falha, adquira um novo certificado da CA raiz com data de expiracao de pelo
menos 30 dias e use ModifyKeyServerKmip para fornecer o certificado de CA raiz atualizado.

> O certificado de cliente expirou.
Para resolver essa falha, crie uma nova CSR usando GetClientCertificateSigningRequest, faca com
que ela assine garantindo que a nova data de expiragao esteja de pelo menos 30 dias e use
ModifyKeyServerKmip para substituir o certificado de cliente KMIP expirado pelo novo certificado.

o Erro de certificado da Autoridade de Certificagao raiz (CA).

Para resolver essa falha, verifique se o certificado correto foi fornecido e, se necessario, readquira o
certificado da CA raiz. Use ModifyKeyServerKmip para instalar o certificado de cliente KMIP correto.

o Erro de certificado do cliente.
Para resolver essa falha, verifique se o certificado de cliente KMIP correto esta instalado. A CA raiz do
certificado de cliente deve ser instalada no EKS. Use ModifyKeyServerKmip para instalar o certificado

de cliente KMIP correto.

* KmipServerFault

> Falha de ligagao

Para resolver esta avaria, verifique se o servidor de chaves externas esta ativo e acessivel através da
rede. Use TestKeyServerKimp e TestKeyProviderKmip para testar sua conexao.

o Falha de autenticacéo

Para resolver essa falha, verifique se os certificados de cliente KMIP e CA raiz corretos estdo sendo
usados e se a chave privada e o certificado de cliente KMIP correspondem.
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o Erro de servidor

Para resolver esta avaria, verifique os detalhes do erro. A solugdo de problemas no servidor de chaves

externas pode ser necessaria com base no erro retornado.

* MemorioEccThreshold

Foi detetado um grande numero de erros ECC corrigiveis ou incorrigiveis. Esta avaria utiliza as seguintes

gravidades com base na urgéncia:

Evento Gravidade
Um Unico DIMM cErrorCount Aviso
atinge

cDimmCorrectableErrWarnThresh
old.

Um unico DIMM cErrorCount Erro
permanece acima de
cDimmCorrectableErrWarnThresh

old até que cErrorFaultTimer

expire para o DIMM.

Um controlador de memodria relata Aviso
cErrorCount acima de
cMemCitirCorrectableErrWarnThre

shold, e
cMemCitirCorrectableErrWarnDur

acao é especificado.

Um controlador de memoria relata Erro
cErrorCount acima
cMemCitlrCorrectableErrWarnThre
shold até que cErrorFaultTimer

expire para o controlador de

memoria.

Um dnico DIMM relata um Aviso
uErrorCount acima de zero, mas

menor que
cDimmUncorretableErrFaultThres

hold.

Um unico DIMM relata um Erro
uErrorCount de pelo menos
cDimmUncorretableErrFaultThres

hold.

Descricéo

Erros de memaria ECC corrigiveis
acima do limite no DIMM:
<Processor> <DIMM Slot>

Erros de memoria ECC corrigiveis
acima do limite no DIMM:
<Processor> <DIMM>

Erros de memaria ECC corrigiveis
acima do limite no controlador de
memoria: <Processor> <Memory
Controller>

Erros de memoéria ECC corrigiveis
acima do limite no DIMM:
<Processor> <DIMM>

Erro(s) de memdéria ECC
incorrigivel(s) detetado(s) no
DIMM: <Processor> <DIMM Slot>

Erro(s) de memdria ECC
incorrigivel(s) detetado(s) no
DIMM: <Processor> <DIMM Slot>
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Um controlador de memoria relata Aviso Erro(s) de memoria ECC

um uErrorCount acima de zero, incorrigivel(s) detetado(s) no

mas menor que controlador de memodria:

cMemCtlrUncorretableErrFaultThr <Processor> <Memory

eshold. Controller>

Um controlador de memodria relata Erro Erro(s) de memoria ECC

um uErrorCount de pelo menos incorrigivel(s) detetado(s) no

cMemCtlrUncorretableErrFaultThr controlador de meméria:

eshold. <Processor> <Memory
Controller>

Para resolver esta avaria, contacte o suporte da NetApp para obter assisténcia.
* MemoryUsageThreshold

O uso da meméria esta acima do normal. Esta avaria utiliza as seguintes gravidades com base na
urgéncia:

@ Consulte o cabecgalho Detalhes na falha de erro para obter informacdes mais detalhadas
sobre o tipo de falha.
Gravidade Descrigcéo
Aviso A memoria do sistema esta baixa.
Erro A memoria do sistema é muito baixa.
Critico A memodria do sistema é completamente
consumida.

Para resolver esta avaria, contacte o suporte da NetApp para obter assisténcia.
* MetadataClusterFull

N&o ha espacgo de armazenamento de metadados livre suficiente para dar suporte a uma perda de n6
unico. Consulte o método da API GetClusterFullThreshold para obter detalhes sobre os niveis de plenitude
do cluster. Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

> stage3Low (Aviso): O limite definido pelo usuario foi cruzado. Ajuste as configuracdes de Cluster Full
ou adicione mais nos.

o stage4Critical (erro): Nao ha espago suficiente para recuperar de uma falha de 1 nés. A criagéo de
volumes, snapshots e clones nao é permitida.

o stage5CompletelyConsumed (critico)1; ndo sdo permitidas gravagdes ou novas ligagoes iSCSI. As
conexoes iISCSI atuais serao mantidas. As gravagoes falharao até que mais capacidade seja
adicionada ao cluster. Limpe ou exclua dados ou adicione mais nés.

Para resolver essa falha, limpe ou exclua volumes ou adicione outro né de armazenamento ao cluster de
armazenamento.
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MtuCheckFailure
Um dispositivo de rede néo esta configurado para o tamanho adequado da MTU.

Para resolver essa falha, verifique se todas as interfaces de rede e portas de switch estdo configuradas
para quadros jumbo (MTUs de até 9000 bytes de tamanho).

NetworkConfig
Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

o Uma interface esperada nao esta presente.
o Uma interface duplicada esta presente.

o Uma interface configurada esta inativa.

o E necessario reiniciar a rede.

Entre em Contato com o suporte da NetApp para obter assisténcia.
NoAvailableVirtualNetworklPAddresses
Nao ha enderecgos de rede virtual disponiveis no bloco de enderecos IP.

o ATAG("n0") ndo tem enderecos IP de armazenamento disponiveis. N6s adicionais ndo podem ser
adicionados ao cluster.

Para resolver essa falha, adicione mais enderecos IP ao bloco de enderecos de rede virtual.
NodeHardwareFault (a interface de rede <name> esta inativa ou o cabo esta desligado)
Uma interface de rede esta inativa ou o cabo esta desconetado.

Para resolver essa falha, verifique a conetividade de rede para o n6 ou nos.

NodeHardwareFault (o estado capaz de encriptagédo da unidade nao corresponde ao estado capaz
de encriptagao do né para a unidade no slot <node slot> <drive slot>)

Uma unidade n&o corresponde aos recursos de criptografia com o n6 de armazenamento em que esta
instalada.

NodeHardwareFault (<actual size> incorreto do tamanho da unidade <drive type> para a unidade no
slot <node slot> <drive slot> para este tipo de né - esperado <expected size>)

Um noé de armazenamento contém uma unidade com o tamanho incorreto para este no.

NodeHardwareFault (unidade ndao suportada detetada no slot <node slot> <drive slot>; estatisticas
da unidade e informacoes de integridade nao estardo disponiveis)

Um noé de armazenamento contém uma unidade que ndo suporta.

NodeHardwareFault (a unidade no slot <node slot> <drive slot> deve estar usando a verséao de
firmware <expected version>, mas esta usando a versao nao suportada <actual version>)

Um noé de armazenamento contém uma unidade que executa uma versao de firmware nao suportada.

NodeMaintenanceMode
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Um n¢ foi colocado no modo de manutengao. Esta avaria utiliza as seguintes gravidades com base na
urgéncia:

Gravidade Descricéo

Aviso Indica que o no ainda esta no modo de
manutencao.

Erro Indica que o modo de manutencgao nao foi

desativado, provavelmente devido a falhas ou
padrdes ativos.

Para resolver esta avaria, desative 0 modo de manutencao assim que a manutencao for concluida. Se a
avaria no nivel de erro persistir, contacte o suporte da NetApp para obter assisténcia.

NodeOffline

O software Element ndo pode se comunicar com o né especificado. Verifique a conetividade da rede.
NotUsingLACPBondMode

O modo de ligagao LACP néao esta configurado.

Para resolver essa falha, use a ligagao LACP ao implantar nds de storage; os clientes podem ter
problemas de desempenho se o LACP néo estiver habilitado e configurado corretamente.

NtpServerUnreachable

O cluster de armazenamento n&o pode se comunicar com o servidor NTP ou servidores especificados.
Para resolver essa falha, verifique a configuragcado do servidor NTP, rede e firewall.
NtpTimeNotinSync

A diferenga entre o tempo do cluster de armazenamento e o tempo do servidor NTP especificado é muito
grande. O cluster de armazenamento ndo pode corrigir a diferenga automaticamente.

Para resolver essa falha, use servidores NTP internos a sua rede, em vez dos padrdes de instalagao. Se
estiver a utilizar servidores NTP internos e o problema persistir, contacte o suporte da NetApp para obter
assisténcia.

* NvramDeviceStatus
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Um dispositivo NVRAM apresenta um erro, esta a falhar ou falhou. Esta avaria tem as seguintes
gravidades:

Gravidade Descrigéao



Aviso Foi detetado um aviso pelo hardware. Esta
condigao pode ser transitoria, como um aviso de
temperatura.

e NvmLifetimeError

* NvmLifetimeStatus

» EnergySourceLifetimeStatus

* EnergySourceTemperatureStatus

* WarningThresholdExceeded

Erro Foi detetado um erro ou estado critico pelo
hardware. O master do cluster tenta remover a
unidade de corte da operacéo (isto gera um evento
de remogao da unidade). Se os servigos de corte
secundario nao estiverem disponiveis, a unidade
nao sera removida. Erros retornados além dos
erros de nivel de aviso:

* O ponto de montagem do dispositivo NVRAM
nao existe.
» A particdo do dispositivo NVRAM néo existe.

* A particao do dispositivo NVRAM existe, mas
nao esta montada.

Critico Foi detetado um erro ou estado critico pelo
hardware. O master do cluster tenta remover a
unidade de corte da operagéo (isto gera um evento
de remogao da unidade). Se os servigos de corte
secundario ndo estiverem disponiveis, a unidade
nao sera removida.

* Persisténcialost
* ArmStatusSaveNArmed

* Erro csaveStatusError

Substitua qualquer hardware com falha no né. Se isso nao resolver o problema, entre em Contato com o
suporte da NetApp para obter assisténcia.

* PowerSupplyError
Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

> Nao existe uma fonte de alimentacao.
o Uma fonte de alimentagao falhou.
o Uma entrada da fonte de alimentacao esta ausente ou fora da faixa.

Para resolver essa falha, verifique se a alimentagao redundante é fornecida a todos os nds. Entre em
Contato com o suporte da NetApp para obter assisténcia.
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* ProvisionadoSpaceTooFull

16

A capacidade provisionada geral do cluster esta muito cheia.
Para resolver essa falha, adicione mais espaco provisionado ou exclua e limpe volumes.
RemoteRepAsyncDelayExceeded

O atraso assincrono configurado para replicagao foi excedido. Verifique a conetividade de rede entre
clusters.

* RemoteRepClusterFull*

Os volumes interromperam a replicagao remota porque o cluster de armazenamento de destino esta
demasiado cheio.

Para resolver esta avaria, liberte algum espago no cluster de armazenamento de destino.
RemoteRepSnapshotClusterFull

Os volumes interromperam a replicagao remota de instantaneos porque o cluster de armazenamento de
destino esta demasiado cheio.

Para resolver esta avaria, liberte algum espaco no cluster de armazenamento de destino.
* RemoteRepSnapshotsExceededLimit*

Os volumes interromperam a replicagao remota de instantaneos porque o volume do cluster de
armazenamento de destino excedeu o limite de instantaneos.

Para resolver esta avaria, aumente o limite de instantaneos no cluster de armazenamento de destino.
ScheduleActionError
Uma ou mais das atividades agendadas foram executadas, mas falharam.

A falha sera apagada se a atividade programada for executada novamente e for bem-sucedida, se a
atividade programada for excluida ou se a atividade for pausada e retomada.

SensorReadingFailed

Um sensor ndo pdde se comunicar com o controlador de gerenciamento da placa de base (BMC).
Entre em Contato com o suporte da NetApp para obter assisténcia.

ServiceNotRunning

Um servico necessario ndo esta em execucao.

Entre em Contato com o suporte da NetApp para obter assisténcia.

SliceServiceTooFull

Um servigo de fatia tem pouca capacidade provisionada atribuida a ele.

Para resolver essa falha, adicione mais capacidade provisionada.



+ SliceServiceUnHealthy
O sistema detetou que um servigo de corte nao esta saudavel e esta a ser desativado automaticamente.

o Aviso: Nenhuma acgéo é tomada. Este periodo de aviso expira em 6 minutos.

o Gravidade: O sistema esta desativando automaticamente os dados e replicando novamente seus
dados para outras unidades integras.

Verifique se ha problemas de conetividade de rede e erros de hardware. Havera outras falhas se os
componentes de hardware especificos tiverem falhado. A avaria sera eliminada quando o servigo de corte
estiver acessivel ou quando o servigo tiver sido desativado.

SshEnabled
O servico SSH é ativado em um ou mais nds no cluster de armazenamento.

Para resolver essa falha, desative o servico SSH no né ou nés apropriados ou entre em Contato com o
suporte da NetApp para obter assisténcia.

+ SslCertificateExpiration

O certificado SSL associado a este no6 esta proximo da expiragdo ou expirou. Esta avaria utiliza as
seguintes gravidades com base na urgéncia:

Gravidade Descrigéao

Aviso O certificado expira dentro de 30 dias.

Erro O certificado expira dentro de 7 dias.

Critico O certificado expira dentro de 3 dias ou ja expirou.

Para resolver esta avaria, renove o certificado SSL. Se necessario, entre em Contato com o suporte da
NetApp para obter assisténcia.

StrandedCapacity
Um Unico no representa mais da metade da capacidade do cluster de storage.

Para manter a redundéancia de dados, o sistema reduz a capacidade do né maior, de modo que parte de
sua capacidade de bloco fique ociosa (n&o usada).

Para resolver essa falha, adicione mais unidades aos nés de storage existentes ou adicione nés de
storage ao cluster.

* TemSensor

Um sensor de temperatura indica temperaturas superiores as normais. Esta avaria pode ser acionada em
conjunto com avarias powerSupplyError ou fanSensor.

Para resolver esta avaria, verifique se existem obstrugdes de fluxo de ar perto do grupo de
armazenamento. Se necessario, entre em Contato com o suporte da NetApp para obter assisténcia.

* upgrade
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Uma atualizacao esta em andamento ha mais de 24 horas.

Para resolver esta avaria, retome a atualizagao ou contacte o suporte da NetApp para obter assisténcia.
» UnresponsiveService

Um servigo ficou sem resposta.

Entre em Contato com o suporte da NetApp para obter assisténcia.
* VirtualNetworkConfig

Esta avaria no grupo de instrumentos indica uma das seguintes condigdes:

o Uma interface nao esta presente.

° Ha um namespace incorreto em uma interface.
o Existe uma mascara de rede incorreta.

o Existe um endereco IP incorreto.

o Uma interface nao esta ativa e em execugéo.

o Ha uma interface supérflua em um né.

Entre em Contato com o suporte da NetApp para obter assisténcia.
* VolumesDegraded

Os volumes secundarios n&o terminaram de replicar e sincronizar. A mensagem € apagada quando a
sincronizagao estiver concluida.

* VolumesOffline

Um ou mais volumes no cluster de armazenamento estao offline. A avaria volumeDegraded também
estara presente.

Entre em Contato com o suporte da NetApp para obter assisténcia.
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