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Configurar as defini¢cdes do cluster

Ativar e desativar a criptografia em repouso para um cluster

Com os clusters SolidFire , vocé pode criptografar todos os dados em repouso
armazenados nas unidades do cluster. Vocé pode habilitar a protecao de unidades de
criptografia automatica (SED) em todo o cluster usando um dos seguintes
métodos:"Criptografia em repouso baseada em hardware ou software" .

Vocé pode habilitar a criptografia de hardware em repouso usando a interface do usuario ou a APl do
Element. Habilitar a criptografia de hardware em repouso néo afeta o desempenho ou a eficiéncia do cluster.
Vocé pode habilitar a criptografia de software em repouso usando apenas a API Element.

A criptografia em repouso baseada em hardware ndo esta habilitada por padrao durante a criagédo do cluster,
mas pode ser ativada e desativada na interface do usuario do Element.

@ Para clusters de armazenamento all-flash SolidFire , a criptografia de software em repouso
deve ser ativada durante a criagao do cluster e ndo pode ser desativada apds a sua criacao.

O que vocé vai precisar
» Vocé possui privilégios de administrador de cluster para habilitar ou alterar as configuragdes de
criptografia.

 Para criptografia em repouso baseada em hardware, vocé garantiu que o cluster esteja em bom estado
antes de alterar as configuragdes de criptografia.

» Se vocé estiver desativando a criptografia, dois nés devem participar de um cluster para acessar a chave
que desativa a criptografia em uma unidade.

Verificar o estado da criptografia em repouso

Para visualizar o estado atual da criptografia em repouso e/ou da criptografia de software em repouso no
cluster, utilize 0"Obter informacoes do cluster" método. Vocé pode usar 0"GetSoftwareEncryptionAtRestInfo"
Método para obter informacdes sobre o que o cluster usa para criptografar dados em repouso.

O painel de controle da interface do usuario do software Elementem https://<MVIP>/
@ Atualmente, so € exibido o status de criptografia em repouso para criptografia baseada em
hardware.

Opgodes
+ Habilitar criptografia baseada em hardware em repouso
+ Habilitar criptografia baseada em software em repouso

+ Desative a criptografia baseada em hardware em repouso.

Habilitar criptografia baseada em hardware em repouso

Para habilitar a criptografia em repouso usando uma configuragéo de gerenciamento de chaves

@ externa, vocé deve habilitar a criptografia em repouso por meio do"API|" . Habilitar o uso do
botao existente da interface do usuario do Element fara com que o sistema volte a usar chaves
geradas internamente.


../concepts/concept_solidfire_concepts_security.html
../api/reference_element_api_getclusterinfo.html
../api/reference_element_api_getsoftwareencryptionatrestinfo.html
https://<MVIP>/
../api/reference_element_api_enableencryptionatrest.html

1. Na interface do Element, selecione Cluster > Configuragoes.

2. Selecione Ativar criptografia em repouso.

Habilitar criptografia baseada em software em repouso
@ A criptografia de software em repouso nédo pode ser desativada depois de ativada no cluster.

1. Durante a criagdo do cluster, execute 0"método de criacao de cluster" com
enableSoftwareEncryptionAtRest definido para true .

Desative a criptografia baseada em hardware em repouso.

1. Na interface do Element, selecione Cluster > Configuragoes.

2. Selecione Desativar criptografia em repouso.

Encontre mais informagoes

* "Documentacao do SolidFire e do Element Software"

» "Documentacao para versdes anteriores dos produtos NetApp SolidFire e Element."

Defina o limite maximo de clusters cheios.

Vocé pode alterar o nivel em que o sistema gera um aviso de preenchimento do cluster
de blocos seguindo os passos abaixo. Além disso, vocé pode usar o metodo de API
ModifyClusterFullThreshold para alterar o nivel em que o sistema gera um aviso de
bloqueio ou de metadados.

O que vocé vai precisar
Vocé precisa ter privilégios de administrador de cluster.

Passos
1. Cligue em Cluster > Configuragoes.

2. Na sec¢ao Configuragdes Completas do Cluster, insira uma porcentagem em Exibir um alerta de aviso
quando _% da capacidade permanecer antes que o Helix ndo consiga se recuperar de uma falha de
no.

3. Clique em Salvar alteragoes.

Encontre mais informagoes

"Como sao calculados os limites do blockSpace para o Elemento?"

Ativar e desativar o balanceamento de carga por volume

A partir do Element 12.8, vocé pode usar o Balanceamento de Carga de Volume para
distribuir os volumes entre os nés com base no IOPS real de cada volume, em vez do
IOPS minimo configurado na politica de QoS. Vocé pode ativar e desativar o
balanceamento de carga por volume, que esta desativado por padrao, usando a interface


../api/reference_element_api_createcluster.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/sfe-122/topic/com.netapp.ndc.sfe-vers/GUID-B1944B0E-B335-4E0B-B9F1-E960BF32AE56.html
https://kb.netapp.com/Advice_and_Troubleshooting/Flash_Storage/SF_Series/How_are_the_blockSpace_thresholds_calculated_for_Element

do usuario do Element ou a API.

Passos
1. Selecione Cluster > Configuragoes.

2. Na secao Especifica do Cluster, altere o status do Balanceamento de Carga de Volume:

Ativar balanceamento de carga por volume
Selecione Ativar balanceamento de carga com base em IOPS reais e confirme sua selegao.

Desativar o balanceamento de carga por volume:
Selecione Desativar balanceamento de carga com base em IOPS reais e confirme sua selegao.

3. Opcionalmente, selecione Relatoérios > Visao geral para confirmar a alteragdo de status do Saldo em
IOPS reais. Vocé pode precisar rolar a pagina para baixo nas informagdes de integridade do cluster para
visualizar o status.

Encontre mais informagoes

» "Ative o balanceamento de carga por volume usando a API."
» "Desative o balanceamento de carga de volume usando a API."

+ "Criar e gerenciar politicas de QoS de volume"

Ativar e desativar o acesso ao suporte

Vocé pode habilitar o acesso de suporte para permitir temporariamente que a equipe de
suporte da NetApp acesse os nés de armazenamento via SSH para fins de solucao de
problemas.

Vocé precisa ter privilégios de administrador de cluster para alterar o acesso de suporte.

1. Cligue em Cluster > Configuragoes.

2. Na secao Ativar/Desativar Acesso de Suporte, insira a duragao (em horas) durante a qual deseja permitir
que a equipe de suporte tenha acesso.

3. Clique em Ativar acesso ao suporte.

4. Opcional: Para desativar o acesso ao suporte, clique em Desativar acesso ao suporte.

Gerenciar o banner dos Termos de Uso

Vocé pode ativar, editar ou configurar um banner que contém uma mensagem para o
usuario.

Opgodes
Ative o banner dos Termos de Uso Editar o banner dos Termos de Uso Desative o banner dos Termos de Uso


https://docs.netapp.com/pt-br/element-software-128/api/reference_element_api_enablefeature.html
https://docs.netapp.com/us-en/element-software/api/reference_element_api_disablefeature.html
https://docs.netapp.com/pt-br/element-software-128/hccstorage/task-hcc-qos-policies.html

Ative o banner dos Termos de Uso

Vocé pode ativar um banner com os Termos de Uso que aparece quando um usuario faz login na interface do
Element. Quando o usuario clica no banner, uma caixa de didlogo de texto aparece contendo a mensagem
que voceé configurou para o cluster. O banner pode ser fechado a qualquer momento.

Vocé precisa ter privilégios de administrador de cluster para habilitar a funcionalidade de Termos de Uso.

1. Clique em Usuarios > Termos de Uso.

2. No formulario Termos de Uso, insira o texto que sera exibido na caixa de didlogo Termos de Uso.
@ Nao ultrapasse 4096 caracteres.

3. Clique em Ativar.

Editar o banner dos Termos de Uso
Vocé pode editar o texto que o usuario vé ao selecionar o banner de login dos Termos de Uso.

O que vocé vai precisar
* Vocé precisa ter privilégios de administrador de cluster para configurar os Termos de Uso.

* Certifique-se de que o recurso Termos de Uso esteja ativado.

Passos
1. Clique em Usuarios > Termos de Uso.

2. Na caixa de dialogo Termos de Uso, edite o texto que deseja que aparega.
@ N&o ultrapasse 4096 caracteres.

3. Clique em Salvar alteragoes.

Desative o banner dos Termos de Uso

Vocé pode desativar o banner dos Termos de Uso. Com o banner desativado, o usuario nao precisa mais
aceitar os termos de uso ao utilizar a interface do Element.

O que vocé vai precisar

* Vocé precisa ter privilégios de administrador de cluster para configurar os Termos de Uso.

« Certifique-se de que os Termos de Uso estejam ativados.

Passos
1. Clique em Usuarios > Termos de Uso.

2. Clique em Desativar.

Configure o Protocolo de Tempo de Rede (NTP)



Configure os servidores Network Time Protocol (NTP) para que o cluster possa
realizar consultas.

Vocé pode instruir cada né em um cluster a consultar um servidor de Protocolo de Tempo
de Rede (NTP) em busca de atualizagdes. O cluster contata apenas os servidores
configurados e solicita informagdes NTP deles.

O NTP é usado para sincronizar relogios em uma rede. A conexao a um servidor NTP interno ou externo deve
fazer parte da configuragao inicial do cluster.

Configure o NTP no cluster para apontar para um servidor NTP local. Vocé pode usar o endereco IP ou o
nome de host FQDN. O servidor NTP padrao no momento da criagéo do cluster é definido como
us.pool.ntp.org; no entanto, uma conexdo com este site nem sempre pode ser estabelecida, dependendo da
localizagao fisica do cluster SolidFire .

A utilizacado do FQDN depende de as configuragdes de DNS de cada n6 de armazenamento estarem
implementadas e operacionais. Para isso, configure os servidores DNS em cada n6 de armazenamento e
certifique-se de que as portas estejam abertas, consultando a pagina de Requisitos de Porta de Rede.

Vocé pode inserir até cinco servidores NTP diferentes.
@ Vocé pode usar enderegos IPv4 e IPv6.

O que voceé vai precisar
Vocé precisa ter privilégios de administrador de cluster para configurar essa opgao.

Passos
1. Configure uma lista de IPs e/ou FQDNs nas configura¢des do servidor.

2. Certifique-se de que o DNS esteja configurado corretamente nos nos.
3. Clique em Cluster > Configuragoes.

4. Em Configuragdes do Protocolo de Tempo de Rede, selecione Nao, que utiliza a configuragao NTP
padréo.

5. Clique em Salvar alteragoes.

Encontre mais informagoes

« "Configure o cluster para escutar transmissdes NTP."
* "Documentacao do SolidFire e do Element Software"

* "Plug-in NetApp Element para vCenter Server"

Configure o cluster para escutar transmissées NTP.

Ao usar o modo de transmissao, vocé pode instruir cada né6 em um cluster a escutar na
rede as mensagens de transmisséo do Protocolo de Tempo de Rede (NTP) provenientes
de um servidor especifico.

O NTP é usado para sincronizar relégios em uma rede. A conexao a um servidor NTP interno ou externo deve
fazer parte da configuragao inicial do cluster.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

O que vocé vai precisar
» \Vocé precisa ter privilégios de administrador de cluster para configurar essa opgao.

» Vocé precisa configurar um servidor NTP em sua rede como um servidor de transmissao (broadcast).

Passos

1. Cliqgue em Cluster > Configuragoes.
2. Insira na lista de servidores o(s) servidor(es) NTP que estdo usando o modo de transmisséo.
3. Em Configuragdes do Protocolo de Tempo de Rede, selecione Sim para usar um cliente de transmisséo.

4. Para configurar o cliente de transmiss&o, no campo Servidor, insira o servidor NTP que vocé configurou
no modo de transmissao.

5. Clique em Salvar alteragoes.

Encontre mais informagoes

« "Configure os servidores Network Time Protocol (NTP) para que o cluster possa realizar consultas."
* "Documentacao do SolidFire e do Element Software"

* "Plug-in NetApp Element para vCenter Server"

Gerenciar SNMP

Saiba mais sobre o SNMP

Vocé pode configurar o Protocolo Simples de Gerenciamento de Rede (SNMP) em seu
cluster.

Vocé pode selecionar um solicitante SNMP, escolher qual versdo do SNMP usar, identificar o usuario do

Modelo de Seguranga Baseado em Usuario (USM) do SNMP e configurar traps para monitorar o cluster
SolidFire . Vocé também pode visualizar e acessar arquivos de base de informa¢des de gerenciamento.

@ Vocé pode usar enderecgos IPv4 e IPv6.

Detalhes SNMP
Na pagina SNMP da guia Cluster, vocé pode visualizar as seguintes informagoées.
+ MIBs SNMP
Os arquivos MIB que vocé pode visualizar ou baixar.
« Configuragoes gerais de SNMP
Vocé pode ativar ou desativar o SNMP. Apoés ativar o SNMP, vocé podera escolher qual versao usar. Se
estiver usando a versao 2, vocé pode adicionar solicitantes e, se estiver usando a verséao 3, pode
configurar usuarios do USM.

» Configuragoes de SNMP Trap

Vocé pode identificar quais armadilhas deseja capturar. Vocé pode definir o host, a porta e a string da
comunidade para cada destinatario do trap.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Configure um solicitante SNMP.

Quando o SNMP versao 2 esta habilitado, vocé pode ativar ou desativar um solicitante e
configurar os solicitantes para receber solicitacdes SNMP autorizadas.

1. Clique no menu: Cluster [SNMP].
Em Configuragoes gerais de SNMP, clique em Sim para ativar o SNMP.

Na lista Versao, selecione Versao 2.

> 0N

Na secao Solicitantes, insira as informacdes de Comunidade e Rede.

@ Por padrao, a string da comunidade € publica e a rede é localhost. Vocé pode alterar essas
configuragbes padréo.

5. Opcional: Para adicionar outro solicitante, clique em Adicionar um Solicitante e insira as informagdes de
Nome da Comunidade e Rede.

6. Clique em Salvar alteragdes.

Encontre mais informagoes

+ Configurar traps SNMP

+ Visualize os dados do objeto gerenciado usando arquivos de base de informagdes de gerenciamento.

Configurar um usuario SNMP USM

Ao ativar o SNMP verséao 3, vocé precisa configurar um usuario USM para receber
solicitacbes SNMP autorizadas.

1. Clique em Cluster > SNMP.

. Em Configuragoes gerais de SNMP, clique em Sim para ativar o SNMP.

2

3. Na lista Versao, selecione Verséo 3.

4. Na secgao Usuarios da USM, insira o nome, a senha e a frase secreta.
5

. Opcional: Para adicionar outro usuario do USM, clique em Adicionar um usuario do USM e insira o
nome, a senha e a frase secreta.

6. Clique em Salvar alteragdes.

Configurar traps SNMP

Os administradores de sistema podem usar traps SNMP, também chamadas de
notificagdes, para monitorar a integridade do cluster SolidFire .

Quando os traps SNMP estao habilitados, o cluster SolidFire gera traps associados a entradas de log de
eventos e alertas do sistema. Para receber notificagbes SNMP, vocé precisa escolher os traps que devem ser
gerados e identificar os destinatarios das informagdes do trap. Por padréo, nenhuma armadilha é gerada.

1. Clique em Cluster > SNMP.

2. Selecione um ou mais tipos de traps na segdo Configuragées de SNMP Trap que o sistema deve gerar:



o Armadilhas de falha de cluster
o Armadilhas de falhas resolvidas em cluster
o Armadilhas de Eventos em Cluster

3. Na secéo Destinatarios da Trap, insira as informacdes de host, porta e string da comunidade para um
destinatario.

4. Opcional: Para adicionar outro destinatario de trap, clique em Adicionar um destinatario de trap e insira
as informagdes de host, porta e string da comunidade.

5. Clique em Salvar alteragoes.

Visualize os dados do objeto gerenciado usando arquivos de base de informagoes
de gerenciamento.

Vocé pode visualizar e baixar os arquivos MIB (Management Information Base) usados
para definir cada um dos objetos gerenciados. O recurso SNMP oferece suporte ao
acesso somente leitura aos objetos definidos no SolidFire-StorageCluster-MIB.

Os dados estatisticos fornecidos no MIB mostram a atividade do sistema para o seguinte:

- Estatisticas de cluster

* Estatisticas de volume

« Estatisticas de volume por conta

« Estatisticas do no

* Qutros dados, como relatoérios, erros e eventos do sistema.

O sistema também oferece suporte ao acesso ao arquivo MIB que contém os pontos de acesso de nivel
superior (OIDs) para produtos da série SF.

Passos
1. Cligue em Cluster > SNMP.

2. Em SNMP MIBs, clique no arquivo MIB que deseja baixar.

3. Na janela de download que se abrir, abra ou salve o arquivo MIB.

Gerenciar unidades

Cada n6 contém uma ou mais unidades fisicas que sdo usadas para armazenar uma
parte dos dados do cluster. O cluster utiliza a capacidade e o desempenho da unidade
depois que esta for adicionada com sucesso ao cluster. Vocé pode usar a interface do
usuario do Element para gerenciar unidades.

Detalhes das unidades

A pagina Unidades na guia Cluster fornece uma lista das unidades ativas no cluster. Vocé pode filtrar a pagina
selecionando entre as abas Ativos, Disponiveis, Removendo, Excluindo e Com Falha.

Ao inicializar um cluster pela primeira vez, a lista de unidades ativas estara vazia. Vocé pode adicionar
unidades que nao estejam atribuidas a um cluster e que sejam listadas na guia Disponivel apds a criagao de



um novo cluster SolidFire .
Os seguintes elementos aparecem na lista de unidades ativas.

 ID da unidade
O numero sequencial atribuido a unidade.

* ID do né
O numero do no é atribuido quando o no é adicionado ao cluster.

* Nome do né
O nome do nd que abriga a unidade.

* Vaga
O numero do slot onde a unidade esta fisicamente localizada.

» Capacidade
O tamanho do disco rigido, em GB.

* Serial
O numero de série da unidade.

» Desperdicio restante
Indicador de nivel de desgaste.
O sistema de armazenamento informa a quantidade aproximada de desgaste disponivel em cada unidade
de estado sélido (SSD) para gravagéo e apagamento de dados. Um disco rigido que consumiu 5% de
seus ciclos de gravagao e apagamento para os quais foi projetado apresenta 95% de desgaste restante. O
sistema nao atualiza automaticamente as informacdes sobre o desgaste do disco; vocé pode atualizar a
pagina ou fecha-la e recarrega-la para atualizar as informagdes.

* Tipo

O tipo de acionamento. O tipo pode ser bloco ou metadados.

Para maiores informagoes

* "Documentagdo do SolidFire e do Element Software"

* "Plug-in NetApp Element para vCenter Server"

Gerenciar nos

Gerenciar nos

Vocé pode gerenciar o armazenamento SolidFire e os nés Fibre Channel na pagina Nos
da guia Cluster.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Se um no recém-adicionado representar mais de 50% da capacidade total do cluster, parte da capacidade
desse no sera tornada inutilizavel ("isolada"), para que ele esteja em conformidade com a regra de
capacidade. Essa situagado permanece inalterada até que mais espag¢o de armazenamento seja adicionado.
Se um no6 muito grande for adicionado e também desobedecer a regra de capacidade, o né anteriormente
isolado deixara de estar isolado, enquanto o né recém-adicionado ficara isolado. A capacidade deve sempre
ser adicionada em pares para evitar que isso aconteca. Quando um no fica inativo, uma falha de cluster
apropriada é langada.

Encontre mais informagoes

Adicionar um né a um cluster

Adicionar um né a um cluster

Vocé pode adicionar nés a um cluster quando precisar de mais espaco de
armazenamento ou apos a criacao do cluster. Os nds requerem configuragao inicial
quando séo ligados pela primeira vez. Apds a configuragdo do no, ele aparece na lista de
nos pendentes e vocé pode adiciona-lo a um cluster.

A verséao do software em cada né de um cluster deve ser compativel. Ao adicionar um né a um cluster, o
cluster instala a versao de cluster do software NetApp Element no novo né, conforme necessario.

Vocé pode adicionar nés com capacidades menores ou maiores a um cluster existente. Vocé pode adicionar
capacidades de n6s maiores a um cluster para permitir o crescimento da capacidade. N6és maiores
adicionados a um cluster com nés menores devem ser adicionados em pares. Isso permite espacgo suficiente
para o Double Helix mover os dados caso um dos nds maiores falhe. Vocé pode adicionar capacidades de nds
menores a um cluster de nés maior para melhorar o desempenho.

Se um no recém-adicionado representar mais de 50% da capacidade total do cluster, parte da
capacidade desse no sera tornada inutilizavel ("isolada"), para que ele esteja em conformidade
com a regra de capacidade. Essa situagao permanece inalterada até que mais espacgo de

@ armazenamento seja adicionado. Se um né muito grande for adicionado e também
desobedecer a regra de capacidade, o né anteriormente isolado deixara de estar isolado,
enquanto o n6 recém-adicionado ficara isolado. A capacidade deve sempre ser adicionada em
pares para evitar que isso acontega. Quando um né fica inativo, € langada uma falha de cluster
strandedCapacity.

"Video da NetApp : Dimensionamento sob seu controle: Expandindo um cluster SolidFire"
Vocé pode adicionar nés aos dispositivos NetApp HCI .

Passos
1. Selecione Cluster > Nos.

2. Clique em Pendente para visualizar a lista de nés pendentes.

Quando o processo de adi¢gao de nos estiver concluido, eles aparecerao na lista de nos ativos. Até entao,
0s nods pendentes aparecem na lista de Pendentes Ativos.

O SolidFire instala a versao do software Element do cluster nos nos pendentes quando vocé os adiciona a
um cluster. Isso pode levar alguns minutos.

3. Faca um dos seguintes:

10


https://www.youtube.com/embed/2smVHWkikXY?rel=0

o Para adicionar nés individuais, clique no icone Agdes do n6 que deseja adicionar.

o Para adicionar varios nos, selecione a caixa de selecdo dos ndés que deseja adicionar e, em seguida,
Acoes em massa. Nota: Se o n6 que vocé esta adicionando tiver uma versao do software Element
diferente da versao em execugao no cluster, o cluster atualizara o n6é de forma assincrona para a
versao do software Element em execugao no né mestre do cluster. Apds a atualizacao do no, ele se
adiciona automaticamente ao cluster. Durante esse processo assincrono, o no ficara em um estado
pendingActive.

4. Clique em Adicionar.

O né aparece na lista de nos ativos.

Encontre mais informagoes

Versionamento e compatibilidade do Node.js

Versionamento e compatibilidade do Node.js

A compatibilidade do né é baseada na versao do software Element instalada no né. Os
clusters de armazenamento baseados no software Element criam automaticamente uma
imagem de um no para a vers&o do software Element presente no cluster, casoondé e o
cluster ndo estejam em versdes compativeis.

Alista a seguir descreve os niveis de importancia das versdes de software que compdem o niumero da versao
do software Element:

* Principal

O primeiro numero indica a versao do software. Um né com um nimero de componente principal
especifico ndo pode ser adicionado a um cluster que contenha nés com nuameros de patch principal
diferentes, nem é possivel criar um cluster com nés de versdes principais mistas.

 Menor

O segundo numero designa funcionalidades de software menores ou melhorias em funcionalidades de
software existentes que foram adicionadas a uma verséo principal. Este componente € incrementado
dentro de um componente de versao principal para indicar que esta versao incremental ndo é compativel
com nenhuma outra versao incremental do software Element que possua um componente secundario
diferente. Por exemplo, a versao 11.0 nao é compativel com a 11.1, e a versdo 11.1 ndo é compativel com
a11.2.

* Micro
O terceiro numero designa um patch compativel (verséo incremental) para a versao do software Element

representada pelos componentes major.minor. Por exemplo, a versédo 11.0.1 é compativel com a 11.0.2, e
a verséo 11.0.2 é compativel com a 11.0.3.

Os numeros de verséo principal e secundaria devem corresponder para garantir a compatibilidade. Os
numeros dos microamplificadores nao precisam ser idénticos para serem compativeis.
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Capacidade do cluster em um ambiente de nés mistos

Vocé pode misturar diferentes tipos de nés em um cluster. Os modelos SF-Series 2405,
3010, 4805, 6010, 9605, 9010, 19210, 38410 e H-Series podem coexistir em um cluster.

A Série H é composta pelos nés H610S-1, H610S-2, H610S-4 e H410S. Esses nds sdo compativeis com
10GbE e 25GbE.

E melhor ndo misturar nés criptografados com nds nao criptografados. Em um cluster de nés mistos, nenhum
no pode ser maior que 33% da capacidade total do cluster. Por exemplo, em um cluster com quatro nés da
série SF 4805, o maior né que pode ser adicionado individualmente € um SF 9605. O limite de capacidade do
cluster é calculado com base na perda potencial do maior n6 nessa situagao.

Dependendo da verséo do seu software Element, os seguintes n6s de armazenamento da série SF néo séao
suportados:

Comecgando por... N6 de armazenamento nao suportado...
Elemento 12.8 » SF4805

» SF9605

* SF19210

« SF38410

Elemento 12.7 » SF2405
» SF9608

Elemento 12.0 « SF3010
 SF6010
- SF9010

Se vocé tentar atualizar um desses nds para uma versado nao suportada do Element, vera um erro informando
que o0 nd nao é compativel com o Element 12.x.

Ver detalhes do no

Vocé pode visualizar detalhes de nds individuais, como etiquetas de servico, detalhes da
unidade e graficos com estatisticas de utilizagdo e da unidade. A pagina Nos da aba
Cluster fornece a coluna Versao, onde vocé pode visualizar a versdo do software de
cada no.

Passos
1. Clique em Cluster > Nés.

2. Para visualizar os detalhes de um né especifico, clique no icone Ag¢bes correspondente ao né.
3. Clique em Ver detalhes.
4. Analise os detalhes do né:

> ID do né: O ID do nd gerado pelo sistema.

12



o

Nome do né: O nome do host do né.
Funcgao do No: A funcdo que o n6 desempenha no cluster. Valores possiveis:

= Mestre do Cluster: O né que executa tarefas administrativas em todo o cluster e contém o MVIP e
o SVIP.

= N6 de conjunto: Um nd que participa do cluster. Existem 3 ou 5 n6s de conjunto, dependendo do
tamanho do cluster.

= Fibre Channel: Um né no cluster.
Tipo de Né: O tipo de modelo do né.
Unidades Ativas: O niumero de unidades ativas no no.

Utilizagado do noé: A porcentagem de utilizagdo do né com base no calor do n6. O valor exibido € o
recentPrimaryTotalHeat em porcentagem. Disponivel a partir do Elemento 12.8.

IP de gerenciamento: O endereco IP de gerenciamento (MIP) atribuido ao n6 para tarefas de
administragdo de rede 1GbE ou 10GbE.

IP do cluster: O endereco IP do cluster (CIP) atribuido ao né usado para a comunicagao entre nés no
mesmo cluster.

IP de armazenamento: O enderecgo IP de armazenamento (SIP) atribuido ao né usado para
descoberta de rede iSCSI e todo o trafego de rede de dados.

ID da VLAN de gerenciamento: O ID virtual para a rede local de gerenciamento.
ID da VLAN de armazenamento: O ID virtual da rede local de armazenamento.
Versao: A versao do software em execucao em cada no.

Porta de Replicagao: A porta usada nos nos para replicagéo remota.

Etiqueta de servigo: O numero de etiqueta de servigco exclusivo atribuido ao né.

Dominio de Protegdo Personalizado: O dominio de protecéo personalizado atribuido ao né.

Veja os detalhes das portas Fibre Channel.

Vocé pode visualizar detalhes das portas Fibre Channel, como status, nome e endereco
da porta, na pagina Portas FC.

Veja informagdes sobre as portas Fibre Channel conectadas ao cluster.

Passos

1. Clique em Cluster > Portas FC.

2. Para filtrar as informacdes desta pagina, clique em Filtrar.

3. Confira os detalhes:

o

o

o

o

o

o

ID do né: O n6 que hospeda a sessao para a conexao.

Nome do né: Nome do no gerado pelo sistema.

Slot: Numero do slot onde a porta Fibre Channel esta localizada.

Porta HBA: Porta fisica no adaptador de barramento de host Fibre Channel (HBA).
WWNN: O nome do né mundial.

WWPN: Nome do porto mundial de destino.
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> WWN do switch: Nome mundial do switch Fibre Channel.

o Estado da Porta: Estado atual da porta.

o ID da porta nPort: O ID da porta do n6 na estrutura Fibre Channel.

> Velocidade: A velocidade negociada do Fibre Channel. Os valores possiveis sdo os seguintes:
= 4Gbps
= 8Gbps
= 16Gbps

Encontre mais informagoes

* "Documentacao do SolidFire e do Element Software"

* "Plug-in NetApp Element para vCenter Server"

Gerenciar redes virtuais

Gerenciar redes virtuais

A rede virtual no armazenamento SolidFire permite que o trafego entre varios clientes
que estdo em redes logicas separadas seja conectado a um unico cluster. As conexdes
com o cluster sdo segregadas na pilha de rede por meio do uso de VLAN tagging.

Encontre mais informagoes

+ Adicionar uma rede virtual

* Habilitar roteamento e encaminhamento virtuais
+ Editar uma rede virtual

* Editar VLANs VRF

¢ Excluir uma rede virtual

Adicionar uma rede virtual

Vocé pode adicionar uma nova rede virtual a uma configuragéo de cluster para habilitar
uma conexao de ambiente multi-inquilino a um cluster que executa o software Element.

O que vocé vai precisar
« Identifique o bloco de enderecos IP que sera atribuido as redes virtuais nos nés do cluster.

* Identifique um endereco IP de rede de armazenamento (SVIP) que sera usado como ponto final para todo
o trafego de armazenamento do NetApp Element .

@ Para esta configuracao, vocé deve considerar os seguintes critérios:

* As VLANs que ndo possuem VRF habilitado exigem que os iniciadores estejam na mesma sub-rede que o
SVIP.

* As VLANs com suporte a VRF n&o exigem que os iniciadores estejam na mesma sub-rede que o SVIP, e 0
roteamento é suportado.
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« O SVIP padrao nao exige que os iniciadores estejam na mesma sub-rede que o SVIP, e o roteamento é
suportado.

Ao adicionar uma rede virtual, é criada uma interface para cada nd, e cada uma delas requer um enderecgo IP
de rede virtual. O numero de enderegos IP que vocé especificar ao criar uma nova rede virtual deve ser igual
ou maior que o numero de nos no cluster. Os enderecos de rede virtuais sdo provisionados em massa e
atribuidos a nés individuais automaticamente. Nao é necessario atribuir manualmente enderecos de rede
virtuais aos nés do cluster.

Passos
1. Clique em Cluster > Rede.

2. Clique em Criar VLAN.
3. Na caixa de dialogo Criar uma nova VLAN, insira os valores nos seguintes campos:

> Nome da VLAN

o Etiqueta VLAN

> SVIP

o Mascara de rede

> (Opcional) Descrigao
4. Insira o endereco IP inicial para o intervalo de enderecgos IP em Blocos de Enderecos IP.
5. Insira 0 Tamanho do intervalo de IP como o nimero de enderecos IP a serem incluidos no bloco.
6. Clique em Adicionar um bloco para adicionar um bloco ndo continuo de enderecos IP para esta VLAN.
7. Clique em Criar VLAN.

Veja os detalhes da rede virtual
Passos
1. Clique em Cluster > Rede.
2. Revise os detalhes.
o ID: Identificacao unica da rede VLAN, atribuida pelo sistema.
> Nome: Nome exclusivo atribuido pelo usuario para a rede VLAN.
o Etiqueta VLAN: Etiqueta VLAN atribuida quando a rede virtual foi criada.
o SVIP: Endereco IP virtual de armazenamento atribuido a rede virtual.
o Mascara de rede: Mascara de rede para esta rede virtual.

o Gateway: Endereco IP exclusivo de um gateway de rede virtual. O VRF deve estar ativado.

o

VRF ativado: Indica se o roteamento e encaminhamento virtual esta ativado ou n3o.

o

IPs Utilizados: O intervalo de enderecgos IP da rede virtual utilizados para a rede virtual.

Habilitar roteamento e encaminhamento virtuais

Vocé pode habilitar o roteamento e encaminhamento virtual (VRF), que permite que
varias instancias de uma tabela de roteamento existam em um roteador e funcionem
simultaneamente. Essa funcionalidade esta disponivel apenas para redes de
armazenamento.
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Vocé s6 pode habilitar o VRF no momento da criagao de uma VLAN. Se vocé quiser voltar a usar uma VLAN
sem VRF, vocé deve excluir e recriar a VLAN.
1. Clique em Cluster > Rede.
2. Para ativar o VRF em uma nova VLAN, selecione Criar VLAN.
a. Insira as informacgdes relevantes para a nova VRF/VLAN. Consulte Adicionando uma rede virtual.
b. Selecione a caixa de selecao Ativar VRF.
c. Opcional: Insira um gateway.
3. Clique em Criar VLAN.

Encontre mais informagoes

Adicionar uma rede virtual

Editar uma rede virtual

Vocé pode alterar os atributos da VLAN, como nome da VLAN, mascara de rede e
tamanho dos blocos de enderecos IP. Atag VLAN e o SVIP ndo podem ser modificados
para uma VLAN. O atributo gateway ndo € um parametro valido para VLANs que nao
sejam VRF.

Caso existam sessdes iSCSI, de replicagdo remota ou outras sessodes de rede em andamento, a modificagao
podera falhar.

Ao gerenciar o tamanho dos intervalos de enderecgos IP de VLANSs, vocé deve observar as seguintes
limitacdes:

* Vocé s6 pode remover enderecgos IP do intervalo de enderecos IP inicial atribuido no momento em que a
VLAN foi criada.

* Vocé pode remover um bloco de enderecos IP que foi adicionado apds o intervalo de enderegos IP inicial,
mas nao pode redimensionar um bloco de IP removendo enderecos IP.

* Ao tentar remover enderecos IP, seja do intervalo de enderecos IP inicial ou de um bloco de IP, que
estejam em uso por nés no cluster, a operagao pode falhar.

* Nao é possivel reatribuir enderecos IP especificos em uso a outros nés do cluster.
Vocé pode adicionar um bloco de enderegos IP seguindo o procedimento abaixo:

1. Selecione Cluster > Rede.

Selecione o icone Agdes da VLAN que deseja editar.

Selecione Editar.

Na caixa de didlogo Editar VLAN, insira os novos atributos para a VLAN.

Selecione Adicionar um bloco para adicionar um bloco néo continuo de enderegos IP para a rede virtual.

© o k~ w0 BN

Selecione Salvar alteragoes.

Link para artigos da base de conhecimento sobre resolucao de problemas

Acesse os artigos da Base de Conhecimento para obter ajuda na resolugéo de problemas relacionados ao
gerenciamento de seus intervalos de enderecos |IP de VLAN.
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* "Aviso de IP duplicado apds adicionar um né de armazenamento em uma VLAN no cluster Element.”

+ "Como determinar quais IPs de VLAN estdo em uso e a quais nés esses IPs estdo atribuidos no

Element?"

Editar VLANs VRF

Vocé pode alterar os atributos da VLAN VRF, como nome da VLAN, mascara de rede,

gateway e blocos de enderecgos IP.

1.

Clique em Cluster > Rede.

2. Clique no icone A¢des da VLAN que deseja editar.
3. Clique em Editar.

4.
5

. Clique em Salvar alteragdes.

Insira os novos atributos para a VLAN VRF na caixa de dialogo Editar VLAN.

Excluir uma rede virtual

Vocé pode remover um objeto de rede virtual. Vocé deve adicionar os blocos de
endereco a outra rede virtual antes de remover uma rede virtual.

1.
2.
3.
4.

Clique em Cluster > Rede.
Clique no icone Agdes da VLAN que deseja excluir.
Clique em Excluir.

Confirme a mensagem.

Encontre mais informagoes

Editar uma rede virtual
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