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Configure uma relacao de replicacao

Crie um agendamento de tarefas de replicagao

Quer vocé esteja replicando dados do Element para o ONTAP ou do ONTAP para o
Element, € necessario configurar um agendamento de tarefas, especificar uma politica e
criar e inicializar o relacionamento. Vocé pode usar uma politica padrao ou
personalizada.

Vocé pode usar 0 job schedule cron create comando para criar um agendamento de tarefa de
replicagdo. O agendamento da tarefa determina quando o SnapMirror atualiza automaticamente a relagao de
protecdo de dados a qual o agendamento esta atribuido.

Sobre esta tarefa

Vocé define um cronograma de tarefas ao criar uma relagéo de protegao de dados. Se vocé nao atribuir um
cronograma de trabalho, devera atualizar o relacionamento manualmente.

Etapa
1. Criar um cronograma de trabalho:

job schedule cron create -name job name -month month -dayofweek day of week
-day day of month -hour hour -minute minute

Para -month , -dayofweek , € ~hour , vocé pode especificar all para executar o trabalho
mensalmente, diariamente e a cada hora, respectivamente.

A partir do ONTAP 9.10.1, vocé pode incluir o Vserver no seu agendamento de tarefas:

job schedule cron create -name job name -vserver Vserver name -month month
-dayofweek day of week -day day of month -hour hour -minute minute

O exemplo a seguir cria uma programacao de tarefas chamada my weekly que acontece aos sabados as
3h da manha:

cluster dst::> job schedule cron create -name my weekly -dayofweek

"Saturday" -hour 3 -minute O

Personalize uma politica de replicacao

Crie uma politica de replicagao personalizada

Vocé pode usar uma politica padréao ou personalizada ao criar uma relagao de
replicacdo. Para uma politica de replicacao unificada personalizada, vocé deve definir
uma ou mais regras que determinem quais cépias de snapshot serdo transferidas
durante a inicializacao e a atualizagao.

Vocé pode criar uma politica de replicacéo personalizada se a politica padrao para um relacionamento nao for



adequada. Vocé pode querer compactar os dados em uma transferéncia de rede, por exemplo, ou modificar o
numero de tentativas que o SnapMirror faz para transferir copias do snapshot.

Sobre esta tarefa

O tipo de politica da politica de replicagao determina o tipo de relacionamento que ela suporta. A tabela
abaixo mostra os tipos de apdlices disponiveis.

Tipo de politica Tipo de relacionamento
espelho-assincrono SnapMirror DR

cofre de espelhos Replicagao unificada
Etapa

1. Criar uma politica de replicacédo personalizada:

snapmirror policy create -vserver SVM -policy policy -type async-
mirror|mirror-vault -comment comment -tries transfer tries -transfer-priority
low|normal -is-network-compression-enabled true|false

Para obter a sintaxe completa dos comandos, consulte a pagina do manual.

A partir do ONTAP 9.5, vocé pode especificar o agendamento para criar um agendamento comum de
copia de snapshots para relacionamentos SnapMirror Sincronos usando 0 —common-snapshot
-schedule parametro. Por padrédo, o agendamento comum de copia de snapshots para relacionamentos
SnapMirror Sincronos é de uma hora. Vocé pode especificar um valor de 30 minutos a duas horas para o
agendamento de copia de instantdneos em relacionamentos SnapMirror Sincronos.

O exemplo a seguir cria uma politica de replicagédo personalizada para o SnapMirror DR que habilita a
compressao de rede para transferéncias de dados:

cluster dst::> snapmirror policy create -vserver svml -policy
DR compressed -type async-mirror -comment “DR with network compression
enabled” -is-network-compression-enabled true

O exemplo a seguir cria uma politica de replicagao personalizada para replicagao unificada:

cluster dst::> snapmirror policy create -vserver svml -policy my unified

-type mirror-vault

Depois que vocé terminar

Para os tipos de politica “mirror-vault”’, vocé deve definir regras que determinem quais cépias de snapshot
serdo transferidas durante a inicializagao e a atualizagao.

Use 0 snapmirror policy show comando para verificar se a politica SnapMirror foi criada. Para obter a
sintaxe completa dos comandos, consulte a pagina do manual.



Defina uma regra para uma politica.

Para politicas personalizadas com o tipo de politica “mirror-vault’, vocé deve definir pelo
menos uma regra que determine quais copias de snapshot serao transferidas durante a
inicializagao e a atualizagdo. Vocé também pode definir regras para politicas padrao com
o tipo de politica “mirror-vault”.

Sobre esta tarefa

Toda politica com o tipo “mirror-vault” deve ter uma regra que especifique quais copias de snapshot devem ser
replicadas. A regra “bimestral”, por exemplo, indica que apenas as cépias de snapshot atribuidas ao rétulo
SnapMirror “bimestral” devem ser replicadas. Vocé atribui o rétulo SnapMirror ao configurar as copias de
instantaneo do Elemento.

Cada tipo de politica esta associado a uma ou mais regras definidas pelo sistema. Essas regras séo
atribuidas automaticamente a uma politica quando vocé especifica o tipo de politica. A tabela abaixo mostra
as regras definidas pelo sistema.

Regra definida pelo sistema Utilizado em tipos de politica Resultado

sm_criado espelho-assincrono, cofre-espelho  Uma cépia instantanea criada pelo
SnapMirror € transferida na
inicializagao e na atualizacao.

diario cofre de espelhos Novas cdpias instantaneas na
origem com o rétulo SnapMirror
“daily” séo transferidas na
inicializagédo e na atualizagéo.

semanalmente cofre de espelhos Novas cdpias instantaneas na
origem com o rétulo SnapMirror
“weekly” sao transferidas na
inicializagdo e na atualizagéo.

mensal cofre de espelhos Novas copias instantaneas na
origem com o rétulo SnapMirror
“monthly” séo transferidas na
inicializagdo e na atualizagao.

Vocé pode especificar regras adicionais conforme necessario, para politicas padréo ou personalizadas. Por
exemplo:

* Para o padréo MirrorAndvault Em termos de politica, vocé pode criar uma regra chamada “bimestral”
para corresponder as copias de snapshot na origem com o rétulo SnapMirror “bimestral”.

« Para uma politica personalizada com o tipo de politica “mirror-vault”, vocé pode criar uma regra chamada
“bi-weekly” para corresponder as copias de snapshot na origem com o rétulo SnapMirror “bi-weekly”.

Etapa
1. Defina uma regra para uma politica:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror
-label snapmirror-label -keep retention count



Para obter a sintaxe completa dos comandos, consulte a pagina do manual.

O exemplo a seguir adiciona uma regra com o rétulo SnapMirror. bi-monthly para o padrao
MirrorAndvVault politica:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
MirrorAndVault -snapmirror-label bi-monthly -keep 6

O exemplo a seguir adiciona uma regra com o rotulo SnapMirror. bi-weekly ao costume my snapvault
politica:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
my snapvault -snapmirror-label bi-weekly -keep 26

O exemplo a seguir adiciona uma regra com o rotulo SnapMirror. app consistent ao costume Sync
politica:

cluster dst::> snapmirror policy add-rule -vserver svml -policy Sync
-snapmirror-label app consistent -keep 1

Em seguida, vocé pode replicar copias de snapshots do cluster de origem que correspondam a este rétulo
do SnapMirror :

cluster src::> snapshot create -vserver vsl -volume voll -snapshot
snapshotl -snapmirror-label app consistent

Criar uma relacao de replicacao

Criar uma relagcao de uma origem Element para um destino ONTAP

A relagdo entre o volume de origem no armazenamento primario e o volume de destino
no armazenamento secundario € chamada de relacdo de protecdo de dados. Vocé pode
usar o snapmirror create Comando para criar uma relacdo de protecao de dados de
uma origem Element para um destino ONTAP , ou de uma origem ONTAP para um
destino Element.

Vocé pode usar o SnapMirror para replicar copias instantdneas de um volume do Element para um sistema de
destino ONTAP . Em caso de desastre no site do Element, vocé pode fornecer dados aos clientes a partir do
sistema ONTAP e, em seguida, reativar o volume de origem do Element quando o servico for restaurado.

Antes de comecar
* O no Element que contém o volume a ser replicado deve ter sido disponibilizado ao ONTAP.

* O volume Element deve ter sido habilitado para replicacao SnapMirror .



« Se vocé estiver usando o tipo de politica “mirror-vault”, um rétulo SnapMirror deve ter sido configurado
para que as copias de snapshot do Elemento sejam replicadas.

@ Vocé so6 pode realizar esta tarefa no"Interface web do software Element" ou usando
0"Métodos API" .

Sobre esta tarefa

Vocé deve especificar o caminho de origem do elemento no formato <hostip:>/lun/<name> , onde “lun” &
a string real “lun” e name € o nome do volume do Elemento.

Um volume Element é aproximadamente equivalente a um LUN ONTAP . O SnapMirror cria um LUN com o
nome do volume do Element quando uma relacéo de protecédo de dados entre o software Element e o ONTAP
€ inicializada. O SnapMirror replica dados para um LUN existente se o LUN atender aos requisitos para
replicagdo do software Element para o ONTAP.

As regras de replicacédo sdo as seguintes:

» Um volume ONTAP pode conter dados de apenas um volume Element.

* Nao é possivel replicar dados de um volume ONTAP para varios volumes Element.

No ONTAP 9.3 e versdes anteriores, um volume de destino pode conter até 251 copias de snapshot. No
ONTAP 9.4 e versoes posteriores, um volume de destino pode conter até 1019 cépias de snapshot.

Etapa

1. A partir do cluster de destino, crie uma relagéo de replicagao de uma origem Element para um destino
ONTAP :

snapmirror create -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy
<policy>

Para obter a sintaxe completa dos comandos, consulte a pagina do manual.
O exemplo a seguir cria um relacionamento de recuperagao de desastres (DR) do SnapMirror usando a

configuragéo padrdo. MirrorLatest politica:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—-destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorLatest

O exemplo a seguir cria uma relagao de replicacao unificada usando a configuragao padréo.
MirrorAndvVault politica:

cluster dst:> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorAndVault

O exemplo a seguir cria uma relagao de replicagdo unificada usando o Unified7year politica:


concept_snapmirror_labels.html
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cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy Unified7year

O exemplo a seguir cria uma relagao de replicagdo unificada usando o recurso personalizado.
my unified politica:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—-destination-path svm backup:volA dst -type XDP -schedule my daily
-policy my unified

Depois que vocé terminar

Use 0 snapmirror show comando para verificar se a relagdo SnapMirror foi criada. Para obter a sintaxe
completa dos comandos, consulte a pagina do manual.

Criar uma relagao de uma origem ONTAP para um destino Element.

A partir do ONTAP 9.4, vocé pode usar o SnapMirror para replicar cépias instantaneas
de um LUN criado em uma origem ONTAP de volta para um destino Element. Vocé pode
estar usando o LUN para migrar dados do ONTAP para o software Element.

Antes de comecar
* O no6 de destino do elemento deve ter sido tornado acessivel ao ONTAP.

* O volume Element deve ter sido habilitado para replicacao SnapMirror .

Sobre esta tarefa

Vocé deve especificar o caminho de destino do elemento no formulario. <hostip:>/lun/<name>, onde
“lun” é a string real “lun” e name € o nome do volume do Elemento.

As regras de replicacéo séo as seguintes:
» Arelacao de replicagao deve ter uma politica do tipo “async-mirror”.
Vocé pode usar uma politica padrao ou personalizada.

» Somente LUNs iSCSI séo suportadas.
* Nao é possivel replicar mais de um LUN de um volume ONTAP para um volume Element.

* Nao é possivel replicar um LUN de um volume ONTAP para varios volumes Element.

Etapa
1. Criar uma relagao de replicagdo de uma origem ONTAP para um destino Element:

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy
<policy>



Para obter a sintaxe completa dos comandos, consulte a pagina do manual.

O exemplo a seguir cria um relacionamento de recuperagao de desastres (DR) do SnapMirror usando a
configuracéo padrdo. MirrorLatest politica:

cluster dst::> snapmirror create -source-path svm 1l:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

O exemplo a seguir cria um relacionamento de recuperagao de desastres (DR) do SnapMirror usando o
personalizado my mirror politica:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily

-policy my mirror

Depois que vocé terminar

Use 0 snapmirror show comando para verificar se a relagdo SnapMirror foi criada. Para obter a sintaxe
completa dos comandos, consulte a pagina do manual.

Inicializar uma relacao de replicacao

Para todos os tipos de relacionamento, a inicializacao realiza uma transferéncia de linha
de base: ela cria uma cdpia instantanea do volume de origem e, em seguida, transfere
essa copia e todos os blocos de dados aos quais ela faz referéncia para o volume de
destino.

Antes de comecgar
* O no Element que contém o volume a ser replicado deve ter sido disponibilizado ao ONTAP.
* O volume Element deve ter sido habilitado para replicacao SnapMirror .

« Se vocé estiver usando o tipo de politica “mirror-vault”, um rétulo SnapMirror deve ter sido configurado
para que as copias de snapshot do Elemento sejam replicadas.

@ Vocé s6 pode realizar esta tarefa no"Interface web do software Element" ou usando
0"Métodos API" .

Sobre esta tarefa

Vocé deve especificar o caminho de origem do elemento no formato <hostip:>/lun/<name> , onde “lun” &
a string real “lun” e name € o nome do volume do Elemento.

A inicializagdo pode ser demorada. Vocé pode querer executar a transferéncia de linha de base fora dos
horarios de pico.
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Se a inicializagao de um relacionamento de uma origem ONTAP para um destino Element
falhar por qualquer motivo, ela continuara falhando mesmo depois que vocé corrigir o problema
(um nome de LUN invalido, por exemplo). A solugao alternativa é a seguinte:
@ 1. Exclua o relacionamento.
2. Exclua o volume de destino do elemento.
3. Crie um novo volume de destino Element.

4. Crie e inicialize um novo relacionamento da origem ONTAP para o volume de destino do
Elemento.

Etapa
1. Inicializar uma relagéo de replicagao:

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume|cluster://SVM/volume>

Para obter a sintaxe completa dos comandos, consulte a pagina do manual.

O exemplo a seguir inicializa a relagao entre o volume de origem 0005 no enderego IP 10.0.0.11 e o
volume de destino volA dst sobre svm backup :

cluster dst::> snapmirror initialize -source-path 10.0.0.11:/1un/0005
—-destination-path svm backup:volA dst
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