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Gerencie o armazenamento com o NetApp
Hybrid Cloud Control.

Adicione e gerencie clusters de armazenamento usando o
NetApp Hybrid Cloud Control.

Vocé pode adicionar clusters de armazenamento ao inventario de ativos do né de
gerenciamento para que eles possam ser gerenciados usando o NetApp Hybrid Cloud
Control (HCC). O primeiro cluster de armazenamento adicionado durante a configuragao
do sistema € o padrdo."cluster de armazenamento autoritativo” , mas clusters adicionais
podem ser adicionados usando a interface de usuario do HCC.

Apos a adigdo de um cluster de armazenamento, vocé pode monitorar o desempenho do cluster, alterar as
credenciais do cluster de armazenamento para o ativo gerenciado ou remover um cluster de armazenamento
do inventario de ativos do n6 de gerenciamento, caso ele ndo precise mais ser gerenciado usando o HCC.

O que vocé vai precisar

* Permissdes de administrador do cluster: Vocé tem permissdées de administrador no cluster."cluster de
armazenamento autoritativo” . O cluster autoritativo € o primeiro cluster adicionado ao inventario de nés de
gerenciamento durante a configuragao do sistema.

» Software Element: A versédo do seu cluster de armazenamento é a 11.3 ou posterior do software NetApp
Element .

* N6 de gerenciamento: Vocé implantou um né de gerenciamento executando a versao 11.3 ou posterior.
» Servigos de gerenciamento: Vocé atualizou seu pacote de servigos de gerenciamento para a versao
2.17 ou posterior.
Opgodes
» Adicionar um cluster de armazenamento
» Confirme o status do cluster de armazenamento.
 Editar credenciais do cluster de armazenamento
* Remover um cluster de armazenamento

* Ativar e desativar o modo de manutencao

Adicionar um cluster de armazenamento

Vocé pode adicionar um cluster de armazenamento ao inventario de ativos do n6é de gerenciamento usando o
NetApp Hybrid Cloud Control. Isso permite gerenciar e monitorar o cluster usando a interface de usuario do
HCC.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador autorizado do
cluster de armazenamento.

2. No painel de controle, selecione o menu de opgdes no canto superior direito e selecione Configurar.
3. No painel Clusters de armazenamento, selecione Detalhes do cluster de armazenamento.

4. Selecione Adicionar cluster de armazenamento.


../concepts/concept_intro_clusters.html#authoritative-storage-clusters
../concepts/concept_intro_clusters.html#authoritative-storage-clusters
../concepts/concept_intro_clusters.html#authoritative-storage-clusters

5. Insira as seguintes informagdes:

> endereco IP virtual de gerenciamento de cluster de armazenamento

@ Somente clusters de armazenamento remoto que n&o estejam sendo gerenciados por
um no de gerenciamento podem ser adicionados.

o Nome de usuario e senha do cluster de armazenamento

6. Selecione Adicionar.

Apds adicionar o cluster de armazenamento, o inventario do cluster pode levar até 2
minutos para ser atualizado e exibir a nova adigdo. Vocé pode precisar atualizar a pagina
no seu navegador para ver as alteracgdes.

Confirme o status do cluster de armazenamento.

Vocé pode monitorar o status da conexao dos ativos de clusters de armazenamento usando a interface de
usuario do NetApp Hybrid Cloud Control.

Passos

1. Faga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador autorizado do
cluster de armazenamento.

2. No painel de controle, selecione o0 menu de opg¢des no canto superior direito e selecione Configurar.
3. Analise o estado dos clusters de armazenamento no inventario.

4. No painel Clusters de armazenamento, selecione Detalhes do cluster de armazenamento para obter
informacdes adicionais.

Editar credenciais do cluster de armazenamento

Vocé pode editar o nome de usuario e a senha do administrador do cluster de armazenamento usando a
interface de usuario do NetApp Hybrid Cloud Control.

Passos

1. Faga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador autorizado do
cluster de armazenamento.

No painel de controle, selecione o menu de opg¢des no canto superior direito e selecione Configurar.
No painel Clusters de armazenamento, selecione Detalhes do cluster de armazenamento.
Selecione o menu Agdes do cluster e selecione Editar credenciais do cluster.

. Atualize o nome de usuario e a senha do cluster de armazenamento.

o o A W N

. Selecione Salvar.

Remover um cluster de armazenamento

Remover um cluster de armazenamento do NetApp Hybrid Cloud Control remove o cluster do inventario de
nos de gerenciamento. Apds a remogao de um cluster de armazenamento, ele ndo podera mais ser
gerenciado pelo HCC e vocé s6 podera acessa-lo navegando diretamente até seu endereco IP de
gerenciamento.



N&o € possivel remover o cluster autoritativo do inventario. Para determinar o cluster
@ autoritativo, acesse Gerenciamento de usuarios > Usuarios. O cluster autorizado esta listado
ao lado do cabecalho Usuarios.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador autorizado do
cluster de armazenamento.

2. No painel de controle, selecione o menu de opg¢des no canto superior direito e selecione Configurar.
3. No painel Clusters de armazenamento, selecione Detalhes do cluster de armazenamento.

4. Selecione o menu Agodes do cluster e selecione Remover Cluster de Armazenamento.
@ Selecionar Sim em seguida remove o cluster da instalagao.

5. Selecione Sim.

Ativar e desativar o modo de manutengao

Se precisar desativar um né de armazenamento para manutengao, como atualizagbes de software ou reparos
no host, vocé pode minimizar o impacto de E/S no restante do cluster de armazenamento da seguinte

forma:permitindo Modo de manutengéo para esse né. Quando vocédesabilitar No modo de manutencéo, o nd
€ monitorado para garantir que determinados critérios sejam atendidos antes que ele possa sair desse modo.

O que vocé vai precisar

» Software Element: A versédo do seu cluster de armazenamento é a 12.2 ou posterior do software NetApp
Element .

* N6 de gerenciamento: Vocé implantou um né de gerenciamento executando a versdo 12.2 ou posterior.

» Servigos de gerenciamento: Vocé atualizou seu pacote de servigos de gerenciamento para a versao
2.19 ou posterior.

* Vocé tem acesso para fazer login no nivel de administrador.

Ativar modo de manutengao

Vocé pode usar o procedimento a seguir para ativar o modo de manutencao em um né de cluster de
armazenamento.

@ Apenas um no pode estar em modo de manutencéo por vez.

Passos

1. Abra o endereco IP do né de gerenciamento em um navegador da web. Por exemplo:
https://[management node IP address]

2. Facga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento all-flash SolidFire .

@ As opgdes do modo de manutengao estao desativadas no nivel somente leitura.



3. Na caixa de navegacéao azul a esquerda, selecione a instalagao SolidFire all-flash.
4. No painel de navegacgao a esquerda, selecione Noés.
5. Para visualizar informagdes sobre o inventario de armazenamento, selecione Armazenamento.

6. Ativar o modo de manutengdo em um no6 de armazenamento:

A tabela de nés de armazenamento é atualizada automaticamente a cada dois minutos para
agdes ndo iniciadas pelo usuério. Antes de executar uma acéao, para garantir que vocé
tenha o status mais atualizado, vocé pode atualizar a tabela de nés usando o icone de
atualizagao localizado no canto superior direito da tabela.
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Enable Maintenance Mode

a. Em Acgoes, selecione Ativar Modo de Manutengao.

Enquanto o Modo de Manutengao estiver ativado, as agbes desse modo ficardo indisponiveis para o
no selecionado e para todos os outros nés do mesmo cluster.

Apos a conclusao da Habilitagdo do Modo de Manutengao, a coluna Status do N6 exibe um icone de
chave inglesa e o texto "Modo de Manutengéao" para o n6 que esta em modo de manutencgéo.

Desativar o modo de manuteng¢ao

Apos um no ser colocado com sucesso em modo de manutengéo, a agdo Desativar Modo de Manutengao
estara disponivel para esse nd. As acdes nos outros nos ficardo indisponiveis até que o modo de manutencgao
seja desativado com sucesso no né6 em manutengao.

Passos
1. Para o n6 em modo de manutengao, em Agdes, selecione Desativar Modo de Manutengao.

Enquanto o Modo de Manutencgao estiver desativado, as agdes do modo de manutengao ficardo
indisponiveis para o n6 selecionado e para todos os outros nés do mesmo cluster.

Apos a concluséo da desativagao do modo de manutencéao, a coluna Status do né exibira Ativo.

Quando um no esta em modo de manutengao, ele ndo aceita novos dados.
Consequentemente, a desativagdo do modo de manutengao pode demorar mais, pois 0 no

@ precisa sincronizar seus dados novamente antes de poder sair desse modo. Quanto mais
tempo vocé permanecer no modo de manutencao, mais tempo podera levar para desativa-
lo.



Solugao de problemas

Se vocé encontrar erros ao ativar ou desativar o modo de manutengao, uma mensagem de erro sera exibida
na parte superior da tabela de nés. Para obter mais informagdes sobre o erro, vocé pode selecionar o link
Mostrar detalhes fornecido no banner para visualizar o que a API retornou.

Encontre mais informagoes

* "Criar e gerenciar ativos de cluster de armazenamento”

* "Documentacao do SolidFire e do Element Software"

Configurar acesso a interface web do nome de dominio
totalmente qualificado (FQDN)

O armazenamento all-flash SolidFire com o software NetApp Element versao 12.2 ou
posterior permite acessar as interfaces web do cluster de armazenamento usando o
Nome de Dominio Totalmente Qualificado (FQDN). Se vocé deseja usar o FQDN para
acessar interfaces de usuario da web, como a interface web do Element, a interface por
nd ou a interface do n6 de gerenciamento, primeiro vocé deve adicionar uma
configuragao de cluster de armazenamento para identificar o FQDN usado pelo cluster.

Esse processo permite que o cluster redirecione corretamente uma sessao de login € melhora a integragao
com servigos externos, como gerenciadores de chaves e provedores de identidade para autenticagéo
multifator.

O que vocé vai precisar
« Este recurso requer o Element 12.2 ou posterior.

» A configuragéo desse recurso usando as APIs REST do NetApp Hybrid Cloud Control requer os servigos
de gerenciamento verséo 2.15 ou posterior.

A configuragao desse recurso usando a interface de usuario do NetApp Hybrid Cloud Control requer os
servigos de gerenciamento versdo 2.19 ou posterior.

» Para usar as APIs REST, vocé precisa ter implantado um né de gerenciamento executando a versao 11.5
ou posterior.

* Vocé precisa de nomes de dominio totalmente qualificados para o n6 de gerenciamento e para cada
cluster de armazenamento, que sejam resolvidos corretamente para o enderecgo IP do n6 de
gerenciamento e para o endereco IP de cada cluster de armazenamento.

Vocé pode configurar ou remover o acesso a interface web por FQDN usando o NetApp Hybrid Cloud Control
e a API REST. Vocé também pode solucionar problemas relacionados a FQDNs configurados incorretamente.
+ Configure o acesso a interface web por FQDN usando o NetApp Hybrid Cloud Control.
» Configure o acesso a interface web por FQDN usando a APl REST.
* Remova o acesso a interface web do FQDN usando o NetApp Hybrid Cloud Control.
* Remova o acesso a interface web por FQDN usando a API REST.

» Solucédo de problemas


https://docs.netapp.com/pt-br/element-software-128/mnode/task_mnode_manage_storage_cluster_assets.html
https://docs.netapp.com/us-en/element-software/index.html

Configure o acesso a interface web por FQDN usando o NetApp Hybrid Cloud
Control.

Passos
1. Abra o endereco IP do né de gerenciamento em um navegador da web:

https://<ManagementNodeIP>

2. Facga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento.

Selecione o icone de menu no canto superior direito da pagina.
Selecione Configurar.

No painel Nomes de Dominio Totalmente Qualificados, selecione Configurar.
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Na janela que se abirir, insira os FQDNs (nomes de dominio totalmente qualificados) do n6 de
gerenciamento e de cada cluster de armazenamento.

7. Selecione Salvar.

O painel Nomes de Dominio Totalmente Qualificados lista cada cluster de armazenamento com seu
MVIP e FQDN associados.

@ Somente os clusters de armazenamento conectados com o FQDN definido s&o listados no
painel Nomes de Dominio Totalmente Qualificados.

Configure o acesso a interface web por FQDN usando a APl REST.

Passos

1. Certifique-se de que os nds de armazenamento do Element e o mNode tenham o DNS configurado
corretamente para o ambiente de rede, de forma que os FQDNs (nomes de dominio totalmente
qualificados) no ambiente possam ser resolvidos. Para configurar o DNS, acesse a interface de usuario
especifica de cada n6 para os nos de armazenamento e para o né de gerenciamento e selecione
Configuragdes de Rede > Rede de Gerenciamento.

a. Interface de usuario por né para nés de armazenamento:
https://<storage node management IP>:442

b. Interface de usuario por n6 para o n6 de gerenciamento: https://<management node IP>:442

2. Altere as configuracdes do cluster de armazenamento usando a API do Element.

a. Acesse a API do Elemento e crie a seguinte preferéncia de interface de cluster usando o"Preferéncia
de Interface de Cluster Criar" Método da API, inserindo o FQDN do MVIP do cluster como valor de
preferéncia:

* Nome: mvip fgdn

* Valor: Fully Qualified Domain Name for the Cluster MVIP

Neste exemplo, FQDN=storagecluster.my.org:


https://<storage_node_management_IP>:442
https://<management_node_IP>:442
../api/reference_element_api_createclusterinterfacepreference.html
../api/reference_element_api_createclusterinterfacepreference.html

https://<Cluster MVIP>/json-rpc/12.2?
method=CreateClusterInterfacePreference&name=mvip fqgdné&value=storageclus
ter.my.org

3. Alterar as configuragdes do né de gerenciamento usando a APl REST no préoprio né de gerenciamento:

a

. Acesse a interface de usuario da API REST para o né de gerenciamento inserindo o endereco IP do
no de gerenciamento seguido por /mnode/2/

Por exemplo:

https://<management node IP>/mnode/2/

a.

Clique em Autorizar ou em qualquer icone de cadeado e insira 0 nome de usuario e a senha do
cluster.

. Insira o ID do cliente como mnode-client .

c. Clique em Autorizar para iniciar a sessao €, em seguida, feche a janela.

. Na lista de servidores, selecione mnode?2 .

. Clique em OBTER /configuragoées.

f. Cligue em Experimente.

. Clique em Executar.
. Anote todas as configuragdes de proxy relatadas no corpo da resposta.

. Cliqgue em PUT/configuragoes.

j- Cligue em Experimente.

k. Na area do corpo da solicitagao, insira o FQDN do n6 de gerenciamento como o valor para o

m.

Rem

mnode fqgdn pardmetro.

. Insira nos parametros restantes do corpo da solicitagdo quaisquer valores de configuracdo de proxy
qgue voceé tenha registrado anteriormente. Se vocé deixar os parametros de proxy vazios ou ndo os
incluir no corpo da solicitagao, as configuragdes de proxy existentes serdo removidas.

Cliqgue em Executar.

ova o acesso a interface web do FQDN usando o NetApp Hybrid Cloud

Control.

Vocé pode usar este procedimento para remover o acesso web por FQDN para o n6é de gerenciamento e os
clusters de armazenamento.

Passos

1. No painel Nomes de Dominio Totalmente Qualificados, selecione Editar.

2. Na janela que se abrir, apague o conteudo do campo de texto FQDN.

3. Selecione Salvar.

A janela fecha e o FQDN deixa de ser listado no painel Nomes de Dominio Totalmente Qualificados.


https://<management_node_IP>/mnode/2/
https://<management_node_IP>/mnode/2/
https://<management_node_IP>/mnode/2/
https://<management_node_IP>/mnode/2/
https://<management_node_IP>/mnode/2/

Remova o acesso a interface web por FQDN usando a APl REST.

Passos
1. Altere as configuracdes do cluster de armazenamento usando a APl do Element.

a. Acesse a API do Elemento e exclua a seguinte preferéncia de interface de cluster usando o
DeleteClusterInterfacePreference Método da API:

* Nome: mvip fgdn

Por exemplo:

https://<Cluster MVIP>/json-
rpc/12.2?method=DeleteClusterInterfacePreference&name=mvip fqgdn

2. Alterar as configuragbes do n6 de gerenciamento usando a APl REST no préprio né de gerenciamento:

a. Acesse a interface de usuario da APl REST para o n6 de gerenciamento inserindo o enderego IP do
né de gerenciamento seguido por /mnode/2/ . Por exemplo:

https://<management node IP>/mnode/2/

b. Selecione Autorizar ou qualquer icone de cadeado e insira 0 nome de usuario e a senha do cluster
Element.

C. Insira o ID do cliente como mnode-client .
. Selecione Autorizar para iniciar uma sessao.

. Fechar a janela.

— O o

. Selecione PUT /settings.

. Selecione Experimentar.

o Q@

- Na area do corpo da solicitagéo, ndo insira um valor para o mnode fqgdn parametro. Especifique
também se o proxy deve ser usado.(true ou false ) para 0 use_ proxy parametro.

{

"mnode fgdn":

mwn
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"use proxy": false

}

i. Selecione Executar.

Solucgao de problemas

Se os FQDNSs estiverem configurados incorretamente, vocé podera ter problemas para acessar o n6 de
gerenciamento, um cluster de armazenamento ou ambos. Utilize as informagdes a seguir para ajudar a
solucionar o problema.



Emitir
* Vocé recebe um erro do
navegador ao tentar acessar o
no de gerenciamento ou o

cluster de armazenamento
usando o FQDN.

* Nao é possivel fazer login no
noé de gerenciamento ou no
cluster de armazenamento
usando um endereco IP.

» Vocé recebe um erro do
navegador ao tentar acessar o
FQDN do cluster de
armazenamento.

* N&o ¢ possivel fazer login no
no de gerenciamento ou no
cluster de armazenamento
usando um endereco IP.

Vocé recebe um erro do
navegador ao tentar acessar o
FQDN do né de
gerenciamento.

Vocé pode fazer login no né de
gerenciamento e no cluster de
armazenamento usando um
endereco IP.

Encontre mais informacgoes

Causa

O FQDN do n6 de gerenciamento e
o FQDN do cluster de
armazenamento estao
configurados incorretamente.

O FQDN do n6 de gerenciamento
esta configurado corretamente,
mas o FQDN do cluster de
armazenamento esta configurado
incorretamente.

O FQDN do né de gerenciamento
esta configurado incorretamente,
mas o FQDN do cluster de
armazenamento esta configurado
corretamente.

* "Documentacao do SolidFire e do Element Software"

* "Plug-in NetApp Element para vCenter Server"

Resolugédo

Utilize as instrugdes da APl REST
nesta pagina para remover as
configuragdes de FQDN do n6 de
gerenciamento e do cluster de
armazenamento e configura-las
novamente.

Use as instrucdes da APl REST
nesta pagina para remover as
configuragbes de FQDN do cluster
de armazenamento e configura-las
novamente.

Faca login no NetApp Hybrid Cloud
Control para corrigir as
configuragdes de FQDN do n6 de
gerenciamento na interface do
usuario ou use as instrugcdes da
API REST nesta pagina para
corrigir as configuragdes.

Crie e gerencie contas de usuario usando o NetApp Hybrid

Cloud Control.

Em sistemas de armazenamento baseados em Element, usuarios autorizados do cluster
podem ser criados para permitir o acesso de login ao NetApp Hybrid Cloud Control,
dependendo das permissdes que vocé deseja conceder aos usuarios "Administrador” ou
"Somente leitura". Além dos usuarios do cluster, também existem contas de volume, que
permitem que os clientes se conectem a volumes em um né de armazenamento.

Gerencie os seguintes tipos de contas:

» Gerenciar contas de cluster autorizadas

¢ Gerenciar contas de volume


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Habilitar LDAP

Para usar o LDAP em qualquer conta de usuario, vocé precisa primeiro habilitar o LDAP.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, selecione o icone Opgdes no canto superior direito e, em seguida, selecione
Gerenciamento de usuarios.

. Na pagina Usuarios, selecione Configurar LDAP.
. Defina sua configuracdo LDAP.

. Selecione o tipo de autenticagéo: Pesquisar e Vincular ou Vinculagao Direta.

o o0 b~ W

. Antes de salvar as alteragdes, selecione Testar login LDAP na parte superior da pagina, insira 0 nome de
usuario e a senha de um usuario que vocé sabe que existe e selecione Testar.

7. Selecione Salvar.

Gerenciar contas de cluster autorizadas

"Contas de usuario autorizadas"Sao gerenciadas a partir da opgdo Gerenciamento de Usuarios no menu
superior direito do NetApp Hybrid Cloud Control. Esses tipos de contas permitem que vocé se autentique em
qualquer recurso de armazenamento associado a uma instancia de nos e clusters do NetApp Hybrid Cloud
Control. Com esta conta, vocé pode gerenciar volumes, contas, grupos de acesso e muito mais em todos os
clusters.

Crie uma conta de cluster autorizada

Vocé pode criar uma conta usando o NetApp Hybrid Cloud Control.

Esta conta pode ser usada para fazer login no Hybrid Cloud Control, na interface de usuario por né do cluster
e no cluster de armazenamento no software NetApp Element .

Passos

1. Faga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, selecione o icone Opgdes no canto superior direito e, em seguida, selecione
Gerenciamento de usuarios.

3. Selecione Criar Usuario.
4. Selecione o tipo de autenticacao: cluster ou LDAP.
5. Complete uma das seguintes opgoes:

> Se voceé selecionou LDAP, insira o DN.
Para usar LDAP, primeiro vocé precisa habilitar LDAP ou LDAPS. VerHabilitar LDAP .

> Se vocé selecionou Cluster como Tipo de Autenticagao, insira um nome e uma senha para a nova
conta.

6. Selecione as permissdes de Administrador ou Somente leitura.
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7.
8.

Para visualizar as permissdes do software NetApp Element , selecione Mostrar

permissoes legadas. Se vocé selecionar um subconjunto dessas permissdes, a conta
recebera permissdes somente de leitura. Se vocé selecionar todas as permissdes legadas,
a conta recebera permissées de Administrador.

Para garantir que todos os filhos de um grupo herdem as permissoes, crie um grupo de
administradores da organizagdo DN no servidor LDAP. Todas as contas infantis desse
grupo herdardo essas permissoes.

Marque a caixa indicando que "Li e aceito o Contrato de Licenga de Usuario Final da NetApp ".

Selecione Criar Usuario.

Editar uma conta de cluster autorizada

Vocé pode alterar as permissdes ou a senha de uma conta de usuario usando o NetApp Hybrid Cloud Control.

Passos

1.

N o g &

8.

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, clique no icone no canto superior direito e selecione Gerenciamento de usuarios.
Opcionalmente, filtre a lista de contas de usuario selecionando Cluster, LDAP ou Idp.

Se vocé configurou usuarios no cluster de armazenamento com LDAP, essas contas mostrardo um Tipo
de Usuario como "LDAP". Se vocé configurou usuarios no cluster de armazenamento com Idp, essas
contas mostrarao um Tipo de Usuario como "Idp".

Na coluna Ag¢des da tabela, expanda o menu da conta e selecione Editar.

Faca as alteragbes necessarias.

Selecione Salvar.

Saia do NetApp Hybrid Cloud Control.

A atualizagao do inventario pela interface do usuario do NetApp Hybrid Cloud Control pode
levar até 2 minutos. Para atualizar o inventario manualmente, acesse o servigo de

@ inventario da interface do usuario da APl REST. https://[management node
IP]/inventory/1/ e correr GET /installations/{id} para o cluster.

Faca login no NetApp Hybrid Cloud Control.

Excluir uma conta de usuario com autoridade

Vocé pode excluir uma ou mais contas quando elas ndo forem mais necessarias. Vocé pode excluir uma conta
de usuario LDAP.

Nao é possivel excluir a conta de usuario administrador principal do cluster autoritativo.

Passos

1.

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, clique no icone no canto superior direito e selecione Gerenciamento de usuarios.
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3. Na coluna Ag¢bes da tabela Usuarios, expanda o menu da conta e selecione Excluir.

4. Confirme a exclusao selecionando Sim.

Gerenciar contas de volume

"Contas de volume"sao gerenciados na tabela de volumes de controle do NetApp Hybrid Cloud. Essas contas
sdo especificas apenas para o cluster de armazenamento no qual foram criadas. Esses tipos de contas
permitem definir permissées em volumes em toda a rede, mas nao tém efeito fora desses volumes.

Uma conta de volume contém a autenticacdo CHAP necessaria para acessar os volumes a ela atribuidos.

Crie uma conta de volume

Crie uma conta especifica para este volume.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, selecione Armazenamento > Volumes.
Selecione a aba Contas.
Selecione o botao Criar conta.

Insira um nome para a nova conta.

o o &~ w0 D

Na secao Configuragdes CHAP, insira as seguintes informacoes:
o Segredo do iniciador para autenticagao de sessao de n6 CHAP

o Segredo alvo para autenticagdo de sessado de né CHAP

@ Para gerar automaticamente qualquer uma das senhas, deixe os campos de
credenciais em branco.

7. Selecione Criar conta.

Editar uma conta de volume

Vocé pode alterar as informagdes do CHAP e mudar se uma conta esta ativa ou bloqueada.

@ Excluir ou bloquear uma conta associada ao né de gerenciamento resulta em um n6 de
gerenciamento inacessivel.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, selecione Armazenamento > Volumes.
Selecione a aba Contas.
Na coluna Ag¢des da tabela, expanda o menu da conta e selecione Editar.

Faca as alteracbes necessarias.

o o > w0 b

Confirme as alteragdes selecionando Sim.
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Excluir uma conta de volume

Exclua uma conta que vocé n&o precisa mais.

Antes de excluir uma conta de volume, exclua e remova automaticamente todos os volumes associados a ela.

@ Excluir ou bloquear uma conta associada ao né de gerenciamento resulta em um n6 de
gerenciamento inacessivel.

Os volumes persistentes associados aos servigos de gerenciamento séo atribuidos a uma nova

@ conta durante a instalagdo ou atualizagdo. Se vocé estiver usando volumes persistentes, ndo
modifique nem exclua os volumes ou a conta associada a eles. Se vocé excluir essas contas,
podera tornar seu n6é de gerenciamento inutilizavel.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, selecione Armazenamento > Volumes.
Selecione a aba Contas.

Na coluna Ag¢des da tabela, expanda o menu da conta e selecione Excluir.

ok~ w0 D

Confirme a exclusio selecionando Sim.

Encontre mais informacgoes

» "Saiba mais sobre contas"
* "Trabalhar com contas usando CHAP"
* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"

Crie e gerencie volumes usando o NetApp Hybrid Cloud
Control.

Vocé pode criar um volume e associa-lo a uma determinada conta. Associar um volume
a uma conta concede a conta acesso ao volume por meio dos iniciadores iISCSI e das
credenciais CHAP.

Vocé pode especificar as configuracbes de QoS para um volume durante a sua criagao.
Vocé pode gerenciar volumes no NetApp Hybrid Cloud Control das seguintes maneiras:

* Criar um volume

+ Aplicar uma politica de QoS a um volume

+ Editar um volume

* Volumes clones

» Adicionar volumes a um grupo de acesso a volumes

e Excluir um volume
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* Restaurar um volume excluido

 Remover um volume excluido

Criar um volume
Vocé pode criar um volume de armazenamento usando o NetApp Hybrid Cloud Control.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegacéao a
esquerda.

3. Selecione Volumes > guia Viséao geral.

OVERVIEW  ACCESSGROUPS  ACCOUNTS  INITIATORS — QOSFPOLICIES

VOLUMES

Overview

T Nama Account Access Groups Access Used Size Snapshots QoS Palicy Min 10PS Max I0PS Burst I0PS iSCSi Sessions  Actions

NetApp-HCl-credential...

4. Selecione Criar Volume.
5. Insira um nome para o novo volume.

6. Insira o tamanho total do volume.

A selegao padrao do tamanho do volume é em GB. Vocé pode criar volumes usando
@ tamanhos medidos em GB ou GiB: 1 GB = 1.000.000.000 bytes; 1 GiB = 1.073.741.824
bytes

7. Selecione um tamanho de bloco para o volume.
8. Na lista Conta, selecione a conta que devera ter acesso ao volume.

Se a conta néo existir, selecione Criar nova conta, insira um nome para a nova conta e selecione Criar
conta. A conta é criada e associada ao novo volume na lista Contas.

@ Se houver mais de 50 contas, a lista ndo sera exibida. Comece a digitar e o recurso de
preenchimento automatico exibira valores para vocé escolher.

9. Para configurar a Qualidade de Servigo (QoS) para o volume, faga um dos seguintes procedimentos:
o Em Configuracoes de Qualidade de Servigo, defina valores minimos, maximos e de rajada
personalizados para IOPS ou use os valores de QoS padrao.

> Selecione uma politica de QoS existente ativando a opcao Atribuir Politica de Qualidade de Servigo
e escolhendo uma politica de QoS existente na lista resultante.

> Crie e atribua uma nova politica de QoS ativando a opgéo Atribuir Politica de Qualidade de Servigo
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e selecionando Criar Nova Politica de QoS. Na janela que se abrir, insira um nome para a politica de
QoS e, em seguida, insira os valores de QoS. Ao concluir, selecione Criar Politica de Qualidade de
Servico.

Volumes com um valor de IOPS maximo ou de burst superior a 20.000 IOPS podem exigir uma alta
profundidade de fila ou multiplas sessoes para atingir esse nivel de IOPS em um Unico volume.

10. Selecione Criar Volume.

Aplicar uma politica de QoS a um volume

Vocé pode aplicar uma politica de QoS a volumes de armazenamento existentes usando o NetApp Hybrid
Cloud Control. Se, em vez disso, vocé precisar definir valores de QoS personalizados para um volume, vocé
podeEditar um volume . Para criar uma nova politica de QoS, consulte"Criar e gerenciar politicas de QoS de
volume" .

Passos

1.

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegacéao a
esquerda.

3. Selecione Volumes > Visao geral.

Selecione um ou mais volumes para associar a uma politica de QoS.

5. Selecione a lista suspensa A¢oes na parte superior da tabela de volumes e selecione Aplicar politica de

QoS.

Na janela que se abrir, selecione uma politica de QoS na lista e clique em Aplicar Politica de QoS.

Se vocé estiver usando politicas de QoS em um volume, podera definir uma QoS

@ personalizada para remover a associagdo da politica de QoS com o volume. Os valores de
QoS personalizados substituem os valores da politica de QoS para configuragdes de QoS
de volume.

Editar um volume

Com o NetApp Hybrid Cloud Control, vocé pode editar atributos de volume, como valores de QoS, tamanho do
volume e a unidade de medida usada para calcular os valores em bytes. Vocé também pode modificar o
acesso a conta para uso de replicagédo ou restringir o acesso ao volume.

Sobre esta tarefa

Vocé pode redimensionar um volume quando houver espaco suficiente no cluster, sob as seguintes
condigdes:

» Condigdes normais de funcionamento.
» Estdo sendo relatados erros ou falhas de volume.
* O volume esta sendo clonado.

* O volume esta sendo ressincronizado.

Passos
1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
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armazenamento Element.

No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

3. Selecione Volumes > Visao geral.

Na coluna Ag¢des da tabela de volumes, expanda o menu do volume e selecione Editar.

5. Faca as alteracbes necessarias:
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a. Alterar o tamanho total do volume.

Vocé pode aumentar, mas ndo diminuir, o tamanho do volume. Vocé sé pode

@ redimensionar um volume por vez em uma uUnica operagao de redimensionamento. As
operagdes de coleta de lixo e as atualizagdes de software ndo interrompem a operagao
de redimensionamento.

Se vocé estiver ajustando o tamanho do volume para replicagao, primeiro aumente o

@ tamanho do volume atribuido como destino da replicagdo. Em seguida, vocé podera
redimensionar o volume de origem. O volume alvo pode ser maior ou igual em tamanho
ao volume de origem, mas nao pode ser menor.

A selegao padrao do tamanho do volume é em GB. Vocé pode criar volumes usando
@ tamanhos medidos em GB ou GiB: 1 GB = 1.000.000.000 bytes; 1 GiB = 1.073.741.824
bytes

b. Selecione um nivel de acesso a conta diferente:
= Somente leitura
= Ler/Escrever
= Trancado
= Alvo de replicacao
c. Selecione a conta que devera ter acesso ao volume.

Comece a digitar e a fungao de preenchimento automatico exibira os valores possiveis para vocé
escolher.

Se a conta néo existir, selecione Criar nova conta, insira um nome para a nova conta e selecione
Criar. A conta foi criada e associada ao volume existente.

d. Melhore a qualidade do servigo fazendo uma das seguintes agdes:

i. Selecione uma politica existente.

i. Em Configuragbes Personalizadas, defina os valores minimo, maximo e de rajada para IOPS ou
use os valores padréo.

Se vocé estiver usando politicas de QoS em um volume, podera definir uma QoS

@ personalizada para remover a associagao da politica de QoS com o volume. A QoS
personalizada substituira os valores da politica de QoS para configuragées de QoS
de volume.



Ao alterar os valores de IOPS, vocé deve incrementa-los em dezenas ou centenas. Os

valores de entrada devem ser numeros inteiros validos. Configure volumes com um valor de

burst extremamente alto. Isso permite que o sistema processe cargas de trabalho

sequenciais de blocos grandes ocasionais mais rapidamente, ao mesmo tempo que limita o

numero de IOPS sustentados para um volume.

6. Selecione Salvar.

Volumes clones

Vocé pode criar um clone de um unico volume de armazenamento ou clonar um grupo de volumes para fazer
uma copia dos dados em um determinado momento. Ao clonar um volume, o sistema cria um instantaneo do

volume e, em seguida, cria uma copia dos dados referenciados por esse instantaneo.

Antes de comecgar

* Pelo menos um cluster deve ser adicionado e estar em execucéo.
* Pelo menos um volume foi criado.
* Uma conta de usuario foi criada.

* O espago nao provisionado disponivel deve ser igual ou superior ao tamanho do volume.

Sobre esta tarefa

O cluster suporta até duas solicitagdes de clonagem em execugao por volume simultaneamente e até 8
operagoes de clonagem de volume ativas ao mesmo tempo. Solicitagbes que excedam esses limites sdo
enfileiradas para processamento posterior.

A clonagem de volumes é um processo assincrono, e o tempo necessario para conclui-la depende do
tamanho do volume que esta sendo clonado e da carga atual do cluster.

@ Os volumes clonados ndo herdam a associagéo ao grupo de acesso ao volume do volume de
origem.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegacéo a
esquerda.

Selecione a aba Volumes > Visao geral.
Selecione cada volume que deseja clonar.

Selecione a lista suspensa Agdes na parte superior da tabela de volumes e selecione Clonar.

o ok~ w

Na janela que se abrir, faga o seguinte:

a. Insira um prefixo para o nome do volume (opcional).
b. Selecione o tipo de acesso na lista Acesso.

c. Escolha uma conta para associar ao novo clone do volume (por padréo, Copiar do Volume esta
selecionado, o que usara a mesma conta que o volume original).

d. Se a conta nao existir, selecione Criar nova conta, insira um nome para a nova conta e selecione
Criar conta. A conta é criada e associada ao volume.
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Utilize as melhores praticas de nomenclatura descritiva. Isso € especialmente
importante se varios clusters ou servidores vCenter forem usados em seu ambiente.

Aumentar o tamanho do volume de um clone resulta em um novo volume com espaco livre
adicional no final. Dependendo de como vocé utiliza o volume, pode ser necessario
estender as particoes ou criar novas particobes no espaco livre para aproveita-lo.

a. Selecione Clonar Volumes.

O tempo necessario para concluir uma operagao de clonagem é afetado pelo tamanho
do volume e pela carga atual do cluster. Atualize a pagina se o volume clonado nao
aparecer na lista de volumes.

Adicionar volumes a um grupo de acesso a volumes

Vocé pode adicionar um unico volume ou um grupo de volumes a um grupo de acesso a volumes.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

3. Selecione Volumes > Visao geral.
4. Selecione um ou mais volumes para associar a um grupo de acesso a volumes.

5. Selecione a lista suspensa Agdes na parte superior da tabela de volumes e selecione Adicionar ao
Grupo de Acesso.

6. Na janela que se abrir, selecione um grupo de acesso a volumes na lista Grupos de Acesso a Volumes.

7. Selecione Adicionar volume.

Excluir um volume

Vocé pode excluir um ou mais volumes de um cluster de armazenamento Element.

Sobre esta tarefa

O sistema nao apaga imediatamente os volumes excluidos; eles permanecem disponiveis por
aproximadamente oito horas. Apos oito horas, eles sdo apagados e nao estdo mais disponiveis. Se vocé
restaurar um volume antes que o sistema o exclua completamente, o volume voltara a ficar online e as
conexdes iISCSI seréo restabelecidas.

Se um volume usado para criar um snapshot for excluido, seus snapshots associados ficarao inativos.
Quando os volumes de origem excluidos s&o removidos permanentemente, os snapshots inativos associados
também sao removidos do sistema.

Os volumes persistentes associados aos servigos de gerenciamento séo criados e atribuidos a

@ uma nova conta durante a instalacao ou atualizagdo. Se vocé estiver usando volumes
persistentes, nao modifique nem exclua os volumes ou a conta associada a eles. Se vocé
excluir esses volumes, podera tornar seu né de gerenciamento inutilizavel.
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Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

Selecione Volumes > Visao geral.
Selecione um ou mais volumes para excluir.

Selecione a lista suspensa Ag¢des na parte superior da tabela de volumes e selecione Excluir.

S

Na janela que aparecer, confirme a agao selecionando Sim.

Restaurar um volume excluido

Apds um volume de armazenamento ser excluido, vocé ainda podera restaura-lo se o fizer dentro de oito
horas apés a exclusao.

O sistema nao apaga imediatamente os volumes excluidos; eles permanecem disponiveis por
aproximadamente oito horas. Apos oito horas, eles sdo apagados e nao estdo mais disponiveis. Se vocé
restaurar um volume antes que o sistema o exclua completamente, o volume voltara a ficar online e as
conexdes iISCSI serdo restabelecidas.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

Selecione Volumes > Visao geral.
Selecione Excluido.

Na coluna Ag¢des da tabela Volumes, expanda o menu do volume e selecione Restaurar.

o o ~ »w

Confirme o processo selecionando Sim.

Remover um volume excluido

Apds a exclusao dos volumes de armazenamento, eles permanecem disponiveis por aproximadamente oito
horas. Apds oito horas, eles sdo apagados automaticamente e deixam de estar disponiveis. Se vocé nao
quiser esperar as oito horas, pode excluir.

Passos

1. Faga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegacéao a
esquerda.

Selecione Volumes > Visao geral.
Selecione Excluido.

Selecione um ou mais volumes para excluir.

o o k~ w

Faca um dos seguintes:

o Se vocé selecionou varios volumes, selecione o filtro rapido Limpar na parte superior da tabela.
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o Se vocé selecionou um unico volume, na coluna Ag¢oées da tabela Volumes, expanda o menu do
volume e selecione Limpar.

7. Na coluna Ag¢bées da tabela Volumes, expanda o menu do volume e selecione Limpar.

8. Confirme o processo selecionando Sim.

Encontre mais informacgoes

» "Aprenda sobre volumes"
* "Documentacgédo do SolidFire e do Element Software"
* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"

Criar e gerenciar grupos de acesso por volume

Vocé pode criar novos grupos de acesso a volumes, alterar o nome, os iniciadores
associados ou os volumes associados aos grupos de acesso, ou excluir grupos de
acesso a volumes existentes usando o NetApp Hybrid Cloud Control.

O que vocé vai precisar

» Vocé possui credenciais de administrador para este sistema de armazenamento totalmente em flash
SolidFire .

* Vocé atualizou seus servigos de gerenciamento para pelo menos a versao 2.15.28. O gerenciamento de
armazenamento do NetApp Hybrid Cloud Control ndo esta disponivel em versdes anteriores do pacote de
Servicos.

» Assegure-se de ter um esquema de nomenclatura l6gico para os grupos de acesso a volumes.

Adicionar um grupo de acesso a volumes

Vocé pode adicionar um grupo de acesso a volumes a um cluster de armazenamento usando o NetApp Hybrid
Cloud Control.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

Selecione Volumes.
Selecione a guia Grupos de Acesso.
Selecione o botéo Criar Grupo de Acesso.

Na caixa de dialogo que aparecer, insira um nome para o novo grupo de acesso ao volume.

N o o k> W

(Opcional) Na secéo Iniciadores, selecione um ou mais iniciadores para associar ao novo grupo de
acesso ao volume.

Se vocé associar um iniciador ao grupo de acesso ao volume, esse iniciador podera acessar cada volume
do grupo sem a necessidade de autenticagao.

20


https://docs.netapp.com/pt-br/element-software-128/concepts/concept_solidfire_concepts_volumes.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html

8. (Opcional) Na secao Volumes, selecione um ou mais volumes para incluir neste grupo de acesso a
volumes.

9. Selecione Criar Grupo de Acesso.

Editar um grupo de acesso a volume

Vocé pode editar as propriedades de um grupo de acesso a volumes existente usando o NetApp Hybrid Cloud
Control. Vocé pode alterar o nome, os iniciadores associados ou os volumes associados de um grupo de
acesso.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

3. Selecione Volumes.
4. Selecione a guia Grupos de Acesso.

5. Na coluna Agodes da tabela de grupos de acesso, expanda o menu de opg¢des do grupo de acesso que
VvOCcé precisa editar.

No menu de opc¢des, selecione Editar.
Faca as alteragcbdes necessarias no nome, nos iniciadores associados ou nos volumes associados.

Confirme as alteragdes selecionando Salvar.

© © N ©

Na tabela Grupos de Acesso, verifique se 0 grupo de acesso reflete suas alteragoes.

Excluir um grupo de acesso a volume

E possivel remover um grupo de acesso a volumes usando o NetApp Hybrid Cloud Control e, a0 mesmo
tempo, remover os iniciadores associados a esse grupo de acesso do sistema.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagéao a
esquerda.

3. Selecione Volumes.
4. Selecione a guia Grupos de Acesso.

5. Na coluna Agodes da tabela de grupos de acesso, expanda o menu de opgdes do grupo de acesso que
VOCé precisa excluir.

6. No menu de opc¢des, selecione Excluir.

7. Caso nao deseje excluir os iniciadores associados ao grupo de acesso, desmarque a caixa de selegao
Excluir iniciadores neste grupo de acesso.

8. Confirme a operagéao de excluséo selecionando Sim.

Encontre mais informacgoes

» "Saiba mais sobre grupos de acesso por volume"
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» "Adicionar iniciador a um grupo de acesso a volume"
* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"

Criar e gerenciar iniciadores

Vocé pode usar'iniciadores" para acesso a volumes baseado em CHAP em vez de
acesso baseado em conta. Vocé pode criar e excluir iniciadores, além de atribuir-lhes
aliases amigaveis para simplificar a administracdo e o acesso ao volume. Ao adicionar
um iniciador a um grupo de acesso a volumes, esse iniciador habilita o acesso a todos
os volumes do grupo.

O que vocé vai precisar
* Vocé possui credenciais de administrador de cluster.

» Vocé atualizou seus servigos de gerenciamento para pelo menos a versao 2.17. O gerenciamento do
iniciador do NetApp Hybrid Cloud Control ndo esta disponivel em versdes anteriores do pacote de
Servicos.

Opgodes
* Criar um iniciador
» Adicionar iniciadores a um grupo de acesso por volume

« Alterar o alias do iniciador

¢ Excluir iniciadores

Criar um iniciador

Vocé pode criar iniciadores iSCSI ou Fibre Channel e, opcionalmente, atribuir-lhes aliases.

Sobre esta tarefa

O formato aceito para um IQN de iniciador € ign.yyyy-mm onde y e m sao digitos seguidos por um texto que
deve conter apenas digitos, letras mindsculas e um ponto.(. ), célon(: ) ou trago(- ). Segue um exemplo do
formato:

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09bb8b

O formato aceito para um WWPN de iniciador Fibre Channel é :2a:bB:CC:dd:11:22:33:44 ou
AabBCCdd11223344 . Segue um exemplo do formato:

5f:47:ac:c0:5¢c:74:d4:02

Passos

1. Faga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegacéao a
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3.
4.
5.

esquerda.
Selecione Volumes.
Selecione a aba Iniciadores.

Selecione o botao Criar Iniciadores.

Opcao Passos

Crie um ou mais iniciadores a.

Criar iniciadores em massa a.

Insira o IQN ou WWPN do iniciador no campo
IQN/WWPN.

Insira um nome amigavel para o iniciador no
campo Alias.

(Opcional) Selecione Adicionar Iniciador para
abrir novos campos de iniciador ou use a opgéo
de criagdo em massa.

Selecione Criar Iniciadores.

Selecione Adicionar IQNs/WWPNs em massa.

Insira uma lista de IQNs ou WWPNs na caixa
de texto. Cada IQN ou WWPN deve ser
separado por virgula ou espago, ou estar em
sua propria linha.

Selecione Adicionar IQNs/WWPNs.

(Opcional) Adicione aliases exclusivos a cada
iniciador.

Remova da lista qualquer iniciador que ja exista
na instalacao.

Selecione Criar Iniciadores.

Adicionar iniciadores a um grupo de acesso por volume

Vocé pode adicionar iniciadores a um grupo de acesso a volume. Ao adicionar um iniciador a um grupo de
acesso a volumes, o iniciador habilita 0 acesso a todos os volumes desse grupo de acesso a volumes.

Passos

1.

© N o g bk~ W

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de

armazenamento Element.

No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a

esquerda.

Selecione Volumes.

Selecione a aba Iniciadores.

Selecione um ou mais iniciadores que deseja adicionar.
Selecione Agdes > Adicionar ao Grupo de Acesso.

Selecione o grupo de acesso.

Confirme as alteragdes selecionando Adicionar Iniciador.
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Alterar o alias do iniciador

Vocé pode alterar o alias de um iniciador existente ou adicionar um alias caso ainda n&o exista.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

Selecione Volumes.

Selecione a aba Iniciadores.

Na coluna Ag¢des, expanda o menu de opgdes do iniciador.
Selecione Editar.

Faca as alteracbes necessarias no alias ou adicione um novo alias.

© N o g bk~ W

Selecione Salvar.

Excluir iniciadores

Vocé pode excluir um ou mais iniciadores. Ao excluir um iniciador, o sistema o remove de qualquer grupo de
acesso a volume associado. Qualquer conexao que utilize o iniciador permanecera valida até que a conexao
seja reiniciada.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

2. No painel de controle, expanda o nome do seu cluster de armazenamento no menu de navegagao a
esquerda.

3. Selecione Volumes.

4. Selecione a aba Iniciadores.

5. Excluir um ou mais iniciadores:
a. Selecione um ou mais iniciadores que deseja excluir.
b. Selecione Agdes > Excluir.

c. Confirme a operagao de exclusao e selecione Sim.

Encontre mais informagoes

+ "Saiba mais sobre os iniciadores"
+ "Saiba mais sobre grupos de acesso por volume"
* "Plug-in NetApp Element para vCenter Server"

* "Documentagéo do SolidFire e do Element Software"

Criar e gerenciar politicas de QoS de volume

Uma politica de QoS (Qualidade de Servigo) permite criar e salvar uma configuragéo
padronizada de qualidade de servico que pode ser aplicada a varios volumes. O cluster
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selecionado deve ser Element 10.0 ou posterior para usar politicas de QoS; caso
contrario, as fung¢des de politica de QoS nao estardo disponiveis.

Consulte o conteudo Conceitos de armazenamento all-flash SolidFire para obter mais
informacgdes sobre como usa-lo."Politicas de QoS" em vez de volume individual'Qualidade de
Servico" .

Utilizando o NetApp Hybrid Cloud Control, vocé pode criar e gerenciar politicas de QoS concluindo as
seguintes tarefas:

* Criar uma politica de QoS

+ Aplicar uma politica de QoS a um volume

+ Alterar a atribuicdo da politica de QoS de um volume

« Editar uma politica de QoS

* Excluir uma politica de QoS

Criar uma politica de QoS

Vocé pode criar politicas de QoS e aplica-las a volumes que devem ter desempenho equivalente.

Se vocé estiver usando politicas de QoS, ndo use QoS personalizado em um volume. A QoS
@ personalizada substituira e ajustara os valores da politica de QoS para as configuragdes de
QoS de volume.

Passos

1.

o o &~ 0 b

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o menu do seu cluster de armazenamento.
Selecione Armazenamento > Volumes.

Selecione a aba Politicas de QoS.

Selecione Criar Politica.

Insira o Nome da Apdlice.

Utilize as melhores praticas de nomenclatura descritiva. Isso é especialmente importante se
varios clusters ou servidores vCenter forem usados em seu ambiente.

Insira os valores minimos de IOPS, maximos de IOPS e de IOPS em rajada.

Selecione Criar Politica de QoS.

Um ID de sistema € gerado para a politica, e a politica aparece na pagina de Politicas de QoS com seus
valores de QoS atribuidos.

Aplicar uma politica de QoS a um volume

Vocé pode atribuir uma politica de QoS existente a um volume usando o NetApp Hybrid Cloud Control.

O que vocé vai precisar
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A politica de QoS que vocé deseja atribuir foicriado .

Sobre esta tarefa

Esta tarefa descreve como atribuir uma politica de QoS a um volume individual, alterando suas configuracgdes.
A versao mais recente do NetApp Hybrid Cloud Control ndo possui uma opcéao de atribuigdo em massa para
mais de um volume. Até que a funcionalidade de atribuicdo em massa seja disponibilizada em uma versao
futura, vocé pode usar a interface web do Element ou a interface do plug-in do vCenter para atribuir politicas
de QoS em massa.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o menu do seu cluster de armazenamento.
Selecione Armazenamento > Volumes.
Selecione o menu Ag¢des ao lado do volume que deseja modificar.

No menu que aparecer, selecione Editar.

o gk~ W0 D

Na caixa de dialogo, habilite Atribuir Politica de QoS e selecione a politica de QoS na lista suspensa a
ser aplicada ao volume selecionado.

@ A atribuicdo de QoS substituira quaisquer valores de QoS de volume individuais que
tenham sido aplicados anteriormente.

7. Selecione Salvar.

Alterar a atribuicao da politica de QoS de um volume

Vocé pode remover a atribuicdo de uma politica de QoS de um volume ou selecionar uma politica de QoS
diferente ou uma QoS personalizada.

O que vocé vai precisar
O volume que vocé deseja modificar éatribuido uma politica de QoS.

Passos

1. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o menu do seu cluster de armazenamento.
Selecione Armazenamento > Volumes.
Selecione o menu Ag¢des ao lado do volume que deseja modificar.

No menu que aparecer, selecione Editar.

o gk~ w0 D

Na caixa de dialogo, faca um dos seguintes procedimentos:

o Desative a opgao Atribuir Politica de QoS e modifique os valores de IOPS Minimo, IOPS Maximo e
IOPS de Rajada para a QoS de volume individual.

@ Quando as politicas de QoS estéo desativadas, o volume usa os valores padréo de
IOPS de QoS, a menos que sejam modificados.

> Selecione uma politica de QoS diferente na lista suspensa para aplicar ao volume selecionado.

26



7.

Selecione Salvar.

Editar uma politica de QoS

Vocé pode alterar o nome de uma politica de QoS existente ou editar os valores associados a ela. Alterar os
valores de desempenho da politica de QoS afeta a QoS de todos os volumes associados a politica.

Passos

1.

N o ok~ 0 DN

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o menu do seu cluster de armazenamento.
Selecione Armazenamento > Volumes.
Selecione a aba Politicas de QoS.
Selecione o menu Agodes ao lado da politica de QoS que vocé deseja modificar.
Selecione Editar.
Na caixa de dialogo Editar Politica de QoS, altere uma ou mais das seguintes opgoes:
> Nome: O nome definido pelo usuario para a politica de QoS.
o IOPS minimos: O numero minimo de IOPS garantido para o volume. Valor padréo = 50.
o IOPS Maximo: O numero maximo de IOPS permitido para o volume. Valor padrao = 15.000.

o IOPS de pico: O numero maximo de IOPS permitido durante um curto periodo de tempo para o
volume. Valor padréao = 15.000.

Selecione Salvar.

Vocé pode selecionar o link na coluna Volumes Ativos de uma politica para exibir uma lista
filtrada dos volumes atribuidos a essa politica.

Excluir uma politica de QoS

Vocé pode excluir uma politica de QoS se ela nao for mais necessaria. Ao excluir uma politica de QoS, todos
os volumes atribuidos a essa politica mantém os valores de QoS definidos anteriormente, mas como valores
de QoS individuais para cada volume. Qualquer associagdo com a politica de QoS excluida sera removida.

Passos

1.

N o o k> 0 DN

Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

No painel de controle, expanda o menu do seu cluster de armazenamento.
Selecione Armazenamento > Volumes.

Selecione a aba Politicas de QoS.

Selecione o menu Agodes ao lado da politica de QoS que vocé deseja modificar.
Selecione Excluir.

Confirme a acao.

Encontre mais informacgoes
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* "Plug-in NetApp Element para vCenter Server"

* "Documentagédo do SolidFire e do Element Software"

Monitore seu sistema SolidFire com o NetApp Hybrid Cloud
Control.

Monitore os recursos de armazenamento no Painel de Controle da Nuvem Hibrida.

Com o painel de controle da NetApp Hybrid Cloud, vocé pode visualizar todos os seus
recursos de armazenamento rapidamente. Além disso, vocé pode monitorar a
capacidade e o desempenho do armazenamento.

Ao iniciar uma nova sessao do NetApp Hybrid Cloud Control pela primeira vez, pode haver um
atraso no carregamento da visualizagdo do painel do NetApp Hybrid Cloud Control quando o n6

@ de gerenciamento estiver gerenciando muitos clusters. O tempo de carregamento varia
dependendo do numero de clusters que estdo sendo gerenciados ativamente pelo né de
gerenciamento. Em inicializagdes subsequentes, vocé notara tempos de carregamento mais
rapidos.

* Acesse o painel de controle do NetApp HCC
* Monitorar recursos de armazenamento
* Monitorar capacidade de armazenamento

* Monitorar o desempenho do armazenamento

Acesse o painel de controle do NetApp HCC

1. Abra o endereco IP do né de gerenciamento em um navegador da web. Por exemplo:
https://[management node IP address]

2. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento all-flash SolidFire .

3. Veja o painel de controle da nuvem hibrida.
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Monitorar recursos de armazenamento

Use o painel Armazenamento para visualizar todo o seu ambiente de armazenamento. Vocé pode monitorar
o numero de clusters de armazenamento, nés de armazenamento e volumes totais.

Para ver os detalhes, no painel Armazenamento, selecione Mostrar detalhes.

Storage @ Connected
Storage Cluster  Total Storage Modes  Total Volumes
» Hide Detaild
Cluster Name Nodes Volumes Connection Status
hei-tt-test8-cluster 4 16 & Connecied

Updated 2021-10-04 at 4:52 PM

Configure Storage Clusters =
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O numero total de nés de armazenamento nao inclui os nds de testemunha de clusters de
@ armazenamento de dois nés. Os noés testemunhas estéo incluidos na contagem de nés na
secao de detalhes desse cluster.

Para visualizar os dados mais recentes do cluster de armazenamento, use a pagina Clusters de
Armazenamento, onde a atualizacdo ocorre com mais frequéncia do que no Painel de Controle.

Monitorar capacidade de armazenamento

Monitorar a capacidade de armazenamento do seu ambiente € fundamental. Usando o painel Capacidade de
armazenamento, vocé pode determinar os ganhos de eficiéncia da sua capacidade de armazenamento com
ou sem os recursos de compactacgao, deduplicacao e provisionamento dinamico ativados.

Vocé pode visualizar o espaco de armazenamento fisico total disponivel em seu cluster na guia BRUTO e
informagdes sobre o armazenamento provisionado na guia EFETIVO.

Storage Capacity
EFFECTIVE RAW
rciude Thin Provisioning

Effective Capacity

473.09718
@ Effective Capacity

I CLESR
Tatal

1.5 TB [1%) Used

; =R ;

Efficdlencles

197.13x  1.49x 1.20x 110.50x

Total Comgpression  Deduplication  Thin Provisioning

Passos

1. Selecione a aba RAW para visualizar o espaco de armazenamento fisico total usado e disponivel em seu
cluster.

Observe as linhas verticais para determinar se a sua capacidade utilizada é inferior ao total ou aos limites
de Aviso, Erro ou Critico. Passe o cursor sobre as linhas para ver os detalhes.

Vocé pode definir o limite para o alerta, que por padrao é 3% abaixo do limite de erro. Os
@ limites de erro e critico sdo predefinidos e ndo podem ser configurados por padrao. O limite

de erro indica que resta menos de um né com capacidade disponivel no cluster. Para obter

instrugbes sobre como definir o limite, consulte"Definindo o limite maximo do cluster" .

Para obter detalhes sobre os limites de cluster relacionados a API Element,

consulte"“getClusterFullThreshold™ na documentagdo da API do software Element. Para
visualizar detalhes sobre a capacidade de blocos e metadados, consulte"Compreendendo
os niveis de plenitude dos aglomerados" na documentagdo do software Element.

2. Selecione a aba EFETIVO para ver informacgdes sobre o armazenamento total provisionado para os hosts
conectados e para ver as classificagoes de eficiéncia.
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a. Opcionalmente, marque a opcéao Incluir Provisionamento Dinamico para visualizar as taxas de
eficiéncia do provisionamento dindmico no grafico de barras de Capacidade Efetiva.

b. Grafico de barras da capacidade efetiva: Observe as linhas verticais para determinar se a sua
capacidade utilizada € menor que o total ou menor que os limites de Aviso, Erro ou Critico.
Semelhante a aba "Raw", vocé pode passar o cursor sobre as linhas verticais para ver os detalhes.

c. Eficiéncia: Consulte essas classificagdes para determinar os ganhos de eficiéncia da sua capacidade
de armazenamento com os recursos de compressao, deduplicacao e provisionamento dinadmico
ativados. Por exemplo, se a compressao for exibida como "1,3x", isso significa que a eficiéncia de
armazenamento com a compressao ativada € 1,3 vezes maior do que sem ela.

A eficiéncia total é igual a (espaco maximo utilizado * fator de eficiéncia) / 2, onde

@ fatorDeEficiéncia = (fatorDeProvisionamentoFino * fatorDeDuplicacao *
fatorDeCompresséo). Quando o Thin Provisioning esta desativado, ele ndo é incluido
no calculo da Eficiéncia Total.

d. Se a capacidade de armazenamento efetiva se aproximar de um limite de Erro ou Critico, considere
limpar os dados do seu sistema.

3. Para analises adicionais e contexto historico, consulte: "Detalhes do NetApp SolidFire Active 1Q" .

Monitorar o desempenho do armazenamento

Vocé pode verificar quantas IOPS ou taxa de transferéncia pode obter de um cluster sem ultrapassar o
desempenho util desse recurso usando o painel Desempenho de Armazenamento. O desempenho de
armazenamento € o ponto em que se obtém a utilizagdo maxima antes que a laténcia se torne um problema.

O painel Desempenho de Armazenamento ajuda vocé a identificar se 0 desempenho esta chegando ao ponto
em que pode se degradar caso as cargas de trabalho aumentem.

As informacgdes neste painel sdo atualizadas a cada 10 segundos e mostram a média de todos os pontos no
grafico.

Para obter detalhes sobre o método da API de Elemento associado, consulte 0"ObterEstatisticasDoCluster"”
meétodo na documentacao da API do software Element.

Passos

1. Visualize o painel Desempenho de armazenamento. Para obter detalhes, passe o cursor sobre os pontos
no grafico.

a. Aba IOPS: Veja as operacoes atuais por segundo. Procure por tendéncias ou picos nos dados. Por
exemplo, se vocé observar que o maximo de IOPS é 160 mil e que 100 mil dessas IOPS sao livres ou
disponiveis, vocé pode considerar adicionar mais cargas de trabalho a esse cluster. Por outro lado, se
vocé perceber que apenas 140 KB estéo disponiveis, pode considerar transferir tarefas para outros
servidores ou expandir seu sistema.
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Storage Performance
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b. Aba Taxa de transferéncia: Monitore padrbes ou picos na taxa de transferéncia. Monitore também
valores de throughput continuamente altos, o que pode indicar que vocé esta se aproximando do
desempenho maximo util do recurso.

Storage Performance
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c. Aba Utilizagao: Monitore a utilizacao de IOPS em relacéo ao total de IOPS disponiveis, somados no
nivel do cluster.

& 1.



Storage Performance
urning Averages

1oPs Throughput Utilization

6% 439.9¢p/s KOBES

|4

nA%

121913 pm 122047 pm 122221 pm 12:23°55 pm 12:25:29 pm 122703 pm

2. Para uma analise mais aprofundada, examine o desempenho do armazenamento usando o plug-in
NetApp Element para vCenter Server.

"Desempenho demonstrado no plug-in NetApp Element para vCenter Server".

Encontre mais informagdes

* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"

Veja seu inventario na pagina de Noés.

Vocé pode visualizar seus ativos de armazenamento em seu sistema e determinar seus
enderecos IP, nomes e versodes de software.

Vocé pode visualizar informagdes de armazenamento para seus sistemas com multiplos nés. Se"dominios de

protecao personalizados" Apos a atribuicao, vocé pode ver quais dominios de protecao estéo atribuidos a nos
especificos.

Passos

1. Abra o endereco IP do n6 de gerenciamento em um navegador da web. Por exemplo:

https://[management node IP address]

2. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento all-flash SolidFire .

3. Na navegacéao a esquerda, selecione Nés.
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Ao iniciar uma nova sessao do NetApp Hybrid Cloud Control pela primeira vez, pode haver
um atraso no carregamento da pagina de nés do NetApp Hybrid Cloud Control quando o n6

@ de gerenciamento estiver gerenciando muitos clusters. O tempo de carregamento varia

dependendo do numero de clusters que estdo sendo gerenciados ativamente pelo né de
gerenciamento. Em inicializa¢des subsequentes, vocé notara tempos de carregamento mais
rapidos.

4. Na aba Armazenamento da pagina N&s, revise as seguintes informacoes:

a.

Clusters de dois nos: Uma etiqueta "dois n6s" aparece na guia Armazenamento e os nos de
testemunha associados sao listados.

. Clusters de trés nés: Os nds de armazenamento e os nds testemunhas associados estio listados.

Clusters de trés nos possuem um N6 Testemunha implantado em modo de espera para manter alta
disponibilidade em caso de falha de um né.

. Clusters com quatro ou mais nés: Aparecem informacoes para clusters com quatro ou mais nés. Os

nos de testemunha nao se aplicam. Se vocé comegou com dois ou trés nés de armazenamento e
adicionou mais noés, os nos de testemunha ainda aparecerédo. Caso contrario, a tabela de Nos de
Testemunha nao aparece.

Versao do pacote de firmware: A partir da verséo 2.14 dos servigos de gerenciamento, se vocé tiver
clusters executando o Element 12.0 ou posterior, podera visualizar a versdo do pacote de firmware
desses clusters. Se os n6s em um cluster tiverem versdes de firmware diferentes, vocé podera ver
Multiplas na coluna Versao do Pacote de Firmware.

Dominios de protecao personalizados: Se dominios de protecao personalizados estiverem em uso no
cluster, vocé podera ver as atribuicdes de dominio de protecao personalizado para cada né do cluster.
Se os dominios de protecdo personalizados nao estiverem ativados, esta coluna ndo aparecera.

5. Vocé pode manipular as informacdes nessas paginas de diversas maneiras:
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b.

a. Para filtrar a lista de itens nos resultados, selecione o icone Filtrar e escolha os filtros. Vocé também

pode inserir texto para o filtro.

Para mostrar ou ocultar colunas, selecione o icone Mostrar/Ocultar Colunas.



c. Para baixar a tabela, selecione o icone Download.

Para visualizar a quantidade de armazenamento, consulte o painel de controle do NetApp
@ Hybrid Cloud Control (HCC). Ver"Monitore os recursos de armazenamento com o painel de
controle do HCC." .

Encontre mais informagoes

* "Plug-in NetApp Element para vCenter Server"
* "Documentacgdo do SolidFire e do Element Software"
Monitore os volumes em seu cluster de armazenamento.

O sistema SolidFire provisiona armazenamento usando volumes. Os volumes séo
dispositivos de bloco acessados pela rede por clientes iSCSI ou Fibre Channel. Vocé
pode monitorar detalhes sobre grupos de acesso, contas, iniciadores, capacidade
utilizada, status de protegcédo de dados do Snapshot, numero de sessdes iISCSI e a
politica de Qualidade de Servigo (QoS) associada ao volume.

Vocé também pode visualizar detalhes sobre volumes ativos e excluidos.
Com essa visualizagao, vocé pode comegar monitorando a coluna Capacidade utilizada.

Vocé s6 podera acessar essas informagoes se tiver privilégios administrativos no NetApp Hybrid Cloud
Control.

Passos
1. Abra o endereco IP do n6 de gerenciamento em um navegador da web. Por exemplo:

https://[management node IP address]

2. Faca login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento all-flash SolidFire .

3. Na caixa de navegacéao azul a esquerda, selecione a instalagdo de armazenamento totalmente em flash

SolidFire .

4. Na navegacao a esquerda, selecione o cluster e selecione Armazenamento > Volumes.

OVERVIEW ~ ACCESSGROUPS  ACCOUNTS  IMITIATORS — QOSPOLICIES

VOLUMES

Overview

Size Snapshots QoS Palicy Min I0PS Max10PS BurstlOPS  ISCSI Sessions

5 NetApp-HCl-hi-monitor Read/Write

5. Na pagina Volumes, utilize as seguintes opgdes:
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T~ m - c .

a. Filtre os resultados selecionando o icone Filtrar.

b. Oculte ou mostre colunas selecionando o icone Ocultar/Mostrar.

c. Atualize os dados selecionando o icone Atualizar.

d. Faca o download de um arquivo CSV selecionando o icone Download.

6. Monitore a coluna Capacidade utilizada. Se os limites de Aviso, Erro ou Critico forem atingidos, a cor
representa o status da capacidade utilizada:

a. Aviso - Amarelo
b. Erro - Laranja
c. Critico - Vermelho
7. Na visualizacao Volumes, selecione as abas para ver detalhes adicionais sobre os volumes:
a. Grupos de Acesso: Vocé pode visualizar os grupos de acesso a volumes que sdo mapeados de
iniciadores para uma cole¢do de volumes para acesso seguro.

Veja informagdes sobre "grupos de acesso a volume".

b. Contas: Vocé pode visualizar as contas de usuario, que permitem que os clientes se conectem aos
volumes em um né. Ao criar um volume, ele é atribuido a uma conta de usuario especifica.

Veja informagdes sobre "contas de usuario do sistema de armazenamento all-flash SolidFire".

c. Iniciadores: Vocé pode ver o IQN do iniciador iSCSI ou os WWPNs do Fibre Channel para o volume.
Cada IQN adicionado a um grupo de acesso pode acessar todos os volumes do grupo sem a
necessidade de autenticagdo CHAP. Cada WWPN adicionado a um grupo de acesso permite o acesso
a rede Fibre Channel aos volumes presentes no grupo de acesso.

d. Politicas de QoS: Vocé pode ver a politica de QoS aplicada ao volume. Uma politica de QoS aplica
configuragbes padronizadas de IOPS minimo, IOPS maximo e IOPS de rajada a multiplos volumes.

Veja informagdes sobre "politicas de desempenho e QoS".

Encontre mais informagoes

* "Documentacao do SolidFire e do Element"
* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"

Colete registros para solucionar problemas.

Se vocé tiver problemas com a instalagado do seu armazenamento all-flash SolidFire ,
podera coletar registros para enviar ao Suporte da NetApp para auxiliar no diagndéstico.
Vocé pode usar o NetApp Hybrid Cloud Control ou a APl REST para coletar logs em um
sistema Element.

O que voceé vai precisar
« Certifique-se de que a versao do seu cluster de armazenamento esteja executando o software NetApp
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Element 11.3 ou posterior.

« Certifique-se de ter implantado um n6 de gerenciamento executando a versao 11.3 ou posterior.

Opgoes de coleta de logs
Escolha uma das seguintes opcdes:

« Utilize o NetApp Hybrid Cloud Control para coletar logs.
+ Utilize a API REST para coletar registros.

Utilize o NetApp Hybrid Cloud Control para coletar logs.

Vocé pode acessar a area de coleta de logs a partir do Painel de Controle do NetApp Hybrid Cloud.

Passos

1. Abra o endereco IP do né de gerenciamento em um navegador da web. Por exemplo:

https://[management node IP address]

2. Facga login no NetApp Hybrid Cloud Control fornecendo as credenciais de administrador do cluster de
armazenamento Element.

3. No painel de controle, selecione 0 menu no canto superior direito.

4. Selecione Coletar Logs.

Se vocé ja coletou registros anteriormente, pode baixar o pacote de registros existente ou iniciar uma nova
coleta.

5. Selecione um intervalo de datas no menu suspenso Intervalo de Datas para especificar quais datas os
registros devem incluir.

Se vocé especificar uma data de inicio personalizada, podera selecionar a data de inicio do intervalo de
datas. Os registros serao coletados a partir dessa data até o presente momento.

6. Na secao Coleta de Logs, selecione os tipos de arquivos de log que o pacote de logs deve incluir.

Para obter os registros de armazenamento, vocé pode expandir a lista de nés de armazenamento e
selecionar noés individuais dos quais deseja coletar os registros (ou todos os nés da lista).

7. Selecione Coletar Logs para iniciar a coleta de logs.

A coleta de logs € executada em segundo plano e a pagina exibe o progresso.

Dependendo dos registros coletados, a barra de progresso pode permanecer em uma
determinada porcentagem por varios minutos ou progredir muito lentamente em alguns
pontos.

8. Selecione Baixar registros para baixar o pacote de registros.

O pacote de logs esta em um arquivo compactado no formato .tgz do UNIX.
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Utilize a API REST para coletar registros.

Vocé pode usar a API REST para coletar registros do Element.

Passos
1. Localize o ID do cluster de armazenamento:

a. Abra a interface de usuario da APl REST do n6 de gerenciamento no n6 de gerenciamento:

https://[management node IP]/logs/1/

b. Selecione Autorizar e complete o seguinte:
i. Insira 0 nome de usuario e a senha do cluster.
ii. Insira o ID do cliente como mnode-client se o valor ainda ndo estiver preenchido.
iii. Selecione Autorizar para iniciar uma sessao.
2. Coletar registros do Element:
a. Selecione POST /bundle.
b. Selecione Experimentar.

c. Altere os valores dos seguintes parametros no campo Corpo da solicitagdo, dependendo do tipo de
logs que vocé precisa coletar e do intervalo de tempo:

Parametro Tipo Descricao

modifiedSince String de data Incluir apenas os registros
modificados apos esta data e
hora. Por exemplo, o valor
"2020-07-14T20:19:00.000Z2"
define uma data de inicio de 14
de julho de 2020 as 20:19 UTC.

mnodelLogs Booleano Defina este parametro para
true Incluir os registros do n6
de gerenciamento.

storageCrashDumps Booleano Defina este parametro para
true Incluir registros de
depuracgao de falhas do n6 de
armazenamento.

storagelLogs Booleano Defina este parametro para
true Incluir registros de nos de
armazenamento.

38



d.

Parametro Tipo Descrigcao

storageNodeIds matriz UUID Se storageLogs esta definido
para true Preencha este
parametro com os IDs dos nds
do cluster de armazenamento
para limitar a coleta de logs a
esses nos de armazenamento
especificos. Use 0 GET
https://[management node
IP]/logs/1/bundle/option
s endpoint para visualizar todos
os IDs de n6 possiveis que vocé
pode usar.

Selecione Executar para iniciar a coleta de logs. A resposta devera ser semelhante a seguinte:

" links": {
"self": "https://10.1.1.5/logs/1/bundle"
b
"taskId": "4157881b-z889-45ce-adb4-92b1843c53ee",
"taskLink": "https://10.1.1.5/1logs/1/bundle"

3. Verifique o status da tarefa de coleta de logs:

a.
b.

C.

e.

Selecione GET /bundle.

Selecione Experimentar.

Selecione Executar para retornar o status da tarefa de coleta.

Deslize a tela até o final do corpo da resposta.

Vocé deveria ver um percentComplete Atributo que detalha o progresso da coleta. Se a colegéo

estiver completa, 0 downloadLink O atributo contém o link completo para download, incluindo o
nome do arquivo do pacote de logs.

Copie o nome do arquivo no final do downloadLink atributo.

4. Baixe o pacote de logs coletados:

a.
b.

C.

Selecione GET /bundle/{filename}.
Selecione Experimentar.
Cole o nome do arquivo que vocé copiou anteriormente no £ilename campo de texto do parametro.

Selecione Executar.
Apds a execugdo, um link para download aparece no corpo da resposta.
Selecione Baixar arquivo e salve o arquivo resultante em seu computador.

O pacote de logs esta em um arquivo compactado no formato .tgz do UNIX.
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Encontre mais informagoes

* "Plug-in NetApp Element para vCenter Server"

* "Documentacao do SolidFire e do Element Software"
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