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Recuperacao de desastres usando SnapMirror

Recuperacao de desastres usando SnapMirror

Em caso de problema com um volume ou cluster que execute o software NetApp
Element , use a funcionalidade SnapMirror para interromper a relagao e realizar o
failover para o volume de destino.

(D Caso o cluster original tenha falhado completamente ou nao exista mais, entre em contato com
o Suporte da NetApp para obter assisténcia adicional.

Realizar um failover a partir de um cluster Element

Vocé pode realizar um failover do cluster Element para tornar o volume de destino
legivel/gravavel e acessivel aos hosts no lado de destino. Antes de realizar um failover
do cluster Element, vocé deve quebrar a relacdo SnapMirror .

Utilize a interface de usuario do NetApp Element para realizar o failover. Caso a interface de usuario do
Element ndo esteja disponivel, vocé também pode usar o ONTAP System Manager ou a CLI do ONTAP para
executar o comando de interrupg¢ao de relacionamento.

O que voceé vai precisar
 Existe uma relagao SnapMirror com pelo menos um snapshot véalido no volume de destino.
* Vocé precisa realizar um failover para o volume de destino devido a uma interrupgéo néo planejada ou a
um evento planejado no site primario.

Passos
1. Na interface do usuario do Element, clique em Protecdao de Dados > *Relacionamentos SnapMirror *.

2. Encontre a relagdo com o volume de origem para o qual vocé deseja realizar o failover.
3. Clique no icone Agoes.
4. Clique em Interromper.
5. Confirme a agao.
O volume no cluster de destino agora possui acesso de leitura e gravagao e pode ser montado nos hosts

da aplicagéo para retomar as cargas de trabalho de producédo. Toda a replicagao do SnapMirror sera
interrompida como resultado dessa agéo. O relacionamento demonstra estar rompido.

Realizar um failback para o Elemento

Saiba mais sobre como realizar um failback para o Element.

Quando o problema no lado primario for resolvido, vocé devera ressincronizar o volume
de origem original e retornar ao software NetApp Element . Os passos a seguir variam
dependendo se o volume de origem original ainda existe ou se € necessario recorrer a
um volume recém-criado.



Cenarios de failback do SnapMirror

A funcionalidade de recuperagao de desastres do SnapMirror € ilustrada em dois cenarios de failback. Essas
premissas pressupdem que o relacionamento original tenha sido rompido.

Os passos dos procedimentos correspondentes sao adicionados para referéncia.

Nos exemplos aqui apresentados, R1 = a relagdo original na qual o cluster que executa o

@ software NetApp Element € o volume de origem original (Element) e o ONTAP é o volume de
destino original (ONTAP). R2 e R3 representam as relagdes inversas criadas através da
operacao de ressincronizacao reversa.

Aimagem a seguir mostra o cenario de failback quando o volume de origem ainda existe:
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A imagem a seguir mostra o cenario de failback quando o volume de origem nao existe mais:
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Encontre mais informagoes

* Execute um failback quando o volume de origem ainda existir.
* Execute um failback quando o volume de origem nao existir mais.

» Cenarios de failback do SnapMirror

Execute um failback quando o volume de origem ainda existir.

Vocé pode ressincronizar o volume de origem original e reverter o processo usando a
interface do usuario do NetApp Element . Este procedimento aplica-se a cenarios em
gue o volume de origem original ainda existe.

1. Na interface do usuario do Element, localize o relacionamento que vocé quebrou para realizar o failover.
2. Clique no icone Ac¢des e clique em Reverter Sincronizagao.

3. Confirme a agéo.

A operagao de ressincronizagao reversa cria um novo relacionamento no qual os papéis
dos volumes de origem e destino originais s&o invertidos (isso resulta em dois
relacionamentos, pois o relacionamento original persiste). Quaisquer novos dados do

@ volume de destino original séo transferidos para o volume de origem original como parte da
operagao de ressincronizagao reversa. Vocé pode continuar acessando e gravando dados
no volume ativo no lado de destino, mas precisara desconectar todos os hosts do volume
de origem e executar uma atualizagdo do SnapMirror antes de redirecionar de volta para o
volume primario original.

4. Clique no icone Agdes da relagéo inversa que vocé acabou de criar e clique em Atualizar.

Agora que vocé concluiu a resincronizagao reversa e garantiu que nao ha sessoées ativas conectadas ao
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volume no destino e que os dados mais recentes estdo no volume primario original, vocé pode executar as
seguintes etapas para concluir o failback e reativar o volume primario original:

5. Clique no icone Agdes da relacao inversa e clique em Quebrar.

6. Clique no icone A¢des do relacionamento original e clique em Ressincronizar.

O volume primatrio original agora pode ser montado para retomar as cargas de trabalho de
produgdo no volume primario original. A replicagao original do SnapMirror é retomada com
base na politica € no agendamento configurados para o relacionamento.

7. Apos confirmar que o status original do relacionamento € “snapmirrored”, clique no icone Agdes do
relacionamento inverso e clique em Excluir.

Encontre mais informagoes

Cenarios de failback do SnapMirror

Execute um failback quando o volume de origem nao existir mais.

Vocé pode ressincronizar o volume de origem original e reverter o processo usando a
interface do usuario do NetApp Element . Esta secéo se aplica a cenarios em que o
volume de origem original foi perdido, mas o cluster original permanece intacto. Para
obter instrugdes sobre como restaurar para um novo cluster, consulte a documentacao
no site de suporte da NetApp .

O que vocé vai precisar

» Existe uma relagao de replicagao interrompida entre os volumes Element e ONTAP .
* O volume do Elemento esta irremediavelmente perdido.

+ O nome do volume original aparece como NAO ENCONTRADO.

Passos

1. Na interface do usuario do Element, localize o relacionamento que vocé quebrou para realizar o failover.

Boa pratica: Anote a politica do SnapMirror e os detalhes do relacionamento original que foi interrompido.
Essas informacdes serao necessarias para recriar o relacionamento.

2. Clique no icone Agdes e cligue em Reverter Sincronizagao.

3. Confirme a agéo.

A operacdo de ressincronizacao reversa cria uma nova relagao na qual os papéis do
volume de origem original e do volume de destino sao invertidos (isso resulta em duas
relagdes, pois a relagao original persiste). Como o volume original ndo existe mais, o

@ sistema cria um novo volume Element com o mesmo nome e tamanho do volume de origem
original. Ao novo volume é atribuida uma politica de QoS padrao chamada sm-recovery e
ele é associado a uma conta padrao também chamada sm-recovery. Vocé precisara editar
manualmente a conta e a politica de QoS para todos os volumes criados pelo SnapMirror, a
fim de substituir os volumes de origem originais que foram destruidos.

Os dados do snapshot mais recente sao transferidos para o novo volume como parte da operacao de
ressincronizagéo reversa. Vocé pode continuar acessando e gravando dados no volume ativo no destino,
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mas precisara desconectar todos os hosts do volume ativo e executar uma atualizagdo do SnapMirror
antes de restabelecer o relacionamento primario original em uma etapa posterior. Apds concluir a
resincronizagao reversa e garantir que ndo haja sessdes ativas conectadas ao volume no destino e que os
dados mais recentes estejam no volume primario original, siga os passos abaixo para concluir o failback e
reativar o volume primario original:

4. Clique no icone Ag¢oes da relagao inversa que foi criada durante a operagao de ressincronizagao reversa
e clique em Interromper.

5. Clique no icone Agdes da relacao original, na qual o volume de origem néo existe, e clique em Excluir.

6. Clique no icone Agdes da relagao inversa, que vocé quebrou na etapa 4, e clique em Ressincronizar.

7. Isso inverte a origem e o destino, resultando em uma relagdo com a mesma origem € 0 mesmo destino de
volume da relagao original.

8. Clique no icone Agodes e em Editar para atualizar essa relagdo com a politica de QoS original e as
configuragdes de agendamento que vocé anotou.

9. Agora vocé pode excluir com seguranca a relagéo inversa que vocé ressincronizou na etapa 6.

Encontre mais informagoes

Cenarios de failback do SnapMirror

Realize uma transferéncia ou migragao unica do ONTAP
para o Element.

Normalmente, quando vocé usa o SnapMirror para recuperagao de desastres de um
cluster de armazenamento SolidFire executando o software NetApp Element para o
software ONTAP , o Element é a origem e 0 ONTAP ¢é o destino. No entanto, em alguns
casos, o sistema de armazenamento ONTAP pode servir como origem e o Element como
destino.

» Existem dois cenarios:

o N&o existe historico de relacionamento em recuperagao de desastres. Siga todos os passos deste
procedimento.

o Existe um histérico de recuperagao de desastres, mas nao entre os volumes que estdo sendo usados
para essa mitigagdo. Nesse caso, siga apenas os passos 3 e 4 abaixo.

O que vocé vai precisar
* O no6 de destino do elemento deve ter sido tornado acessivel ao ONTAP.

» O volume Element deve ter sido habilitado para replicagdo SnapMirror .

Vocé deve especificar o caminho de destino do Elemento no formato hostip:/lun/<id_number>, onde lun é a
string “lun” e id_number & o ID do volume do Elemento.

Passos
1. Utilizando o ONTAP, crie o relacionamento com o cluster Element:
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snapmirror create -source-path SVM:volume|cluster://SVM/volume
-destination-path hostip:/lun/name -type XDP -schedule schedule -policy
policy

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

2. Verifique se a relagao SnapMirror foi criada usando o comando ONTAP snapmirror show.

Consulte as informagdes sobre como criar uma relagéo de replicacdo na documentacdo do ONTAP e, para
obter a sintaxe completa dos comandos, consulte a pagina de manual do ONTAP .

3. Usando o0 ElementCreatevVolume API, crie o volume de destino e defina o modo de acesso do volume
de destino como SnapMirror:

Crie um volume de Elemento usando a API de Elemento.

"method": "CreateVolume",

"params": {
"name": "SMTargetVolumeTest2",
"accountID": 1,
"totalSize": 100000000000,
"enablebl2e": true,

"attributes": {},

"gosPolicyID": 1,

"enableSnapMirrorReplication”: true,
"access": "snapMirrorTarget"

}l

"id": 1

4. Inicialize a relagdo de replicagdo usando o ONTAP. snapmirror initialize comando:

snapmirror initialize -source-path hostip:/lun/name

-destination-path SVM:volume|cluster://SVM/volume
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