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Conceitos

Aprenda conceitos basicos relacionados ao software Element.

» "Visao geral do produto"

* Viséo geral da arquitetura SolidFire
* Nos

* Clusters

« "Seguranga"

» Contas e permissoes

* "Volumes"

* Protecdo de dados

» Desempenho e qualidade do servigo

Visao geral do produto

Um sistema de storage all-flash da SolidFire é composto por componentes de hardware
distintos (unidades e nés) combinados em um unico pool de recursos de storage. Esse

cluster unificado apresenta-se como um unico sistema de storage para uso por clientes
externos e é gerenciado com o software NetApp Element.

Com a interface Element, a API ou outras ferramentas de gerenciamento, vocé pode monitorar a capacidade e
a performance de storage do cluster do SolidFire e gerenciar a atividade de storage em uma infraestrutura de
alocacgao a varios clientes.

Recursos do SolidFire

Um sistema SolidFire fornece os seguintes recursos:

» Oferece storage de alto desempenho para sua infraestrutura de nuvem privada de grande escala
* Fornece uma escala flexivel que permite atender as necessidades dinamicas de storage

* Usa uma interface de software de elemento de gerenciamento de storage orientada por API

» Garante o desempenho usando politicas de qualidade de Servico

* Inclui balanceamento de carga automatico em todos os ndés do cluster

* Reequilibra clusters automaticamente quando os nos s&o adicionados ou subtraidos

Implantagao de SolidFire
Usar os nos de storage fornecidos pelo NetApp e integrados ao software NetApp Element.

"Viséo geral da arquitetura de storage all-flash SolidFire"

Encontre mais informagoes

* "Plug-in do NetApp Element para vCenter Server"


https://docs.netapp.com/us-en/vcp/index.html

Arquitetura e componentes

Saiba mais sobre a arquitetura SolidFire .

Um sistema de storage all-flash da SolidFire € composto por componentes de hardware
distintos (unidades e nés) combinados em um pool de recursos de storage com o
software NetApp Element executado independentemente em cada né. Esse unico
sistema de storage € gerenciado como uma unica entidade usando a |U do software
Element, a API e outras ferramentas de gerenciamento.

Um sistema de storage SolidFire inclui os seguintes componentes de hardware:

* Cluster: O hub do sistema de armazenamento SolidFire que € uma colegao de nds.

* *No6s*: Os componentes de hardware agrupados em um cluster. Existem dois tipos de nos:
> Nés de storage, que séo servidores que contém uma colegcéo de unidades
> Noés Fibre Channel (FC), usados para se conectar a clientes FC

* Unidades: Usado em nés de storage para armazenar dados para o cluster. Um n6 de armazenamento
contém dois tipos de unidades:

o As unidades de metadados de volume armazenam informacdes que definem os volumes e outros
objetos dentro de um cluster.

o Unidades de bloco armazenam blocos de dados para volumes.
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Vocé pode gerenciar, monitorar e atualizar o sistema usando a IU da Web do Element e outras ferramentas
compativeis:

* "Interfaces de software SolidFire"
* "SolidFire Active IQ"
* "N6 de gerenciamento do software Element"

* "Servigos de gestao"

URLs comuns

Esses sdo os URLs comuns que vocé usa com um sistema de storage all-flash SolidFire:

URL Descrigédo
https://[storage cluster MVIP address] Acesse a |U do software NetApp Element.
https://activeiq.solidfire.com Monitore dados e receba alertas sobre gargalos de

desempenho ou possiveis problemas de sistema.

https://[management node IP address] Acesse o Controle de nuvem hibrida da NetApp para
atualizar seus servigos de gerenciamento de
instalagéo e atualizagcéo de storage.

https://[IP address]:442 A partir da IU por nd, acesse as configuragdes de
rede e cluster e utilize testes e utilitarios do sistema.
"Saiba mais."

https://[management node IP Use a APl REST de servigos de gerenciamento e

address]/mnode outras funcionalidades do n6 de gerenciamento.
"Saiba mais."

https://[management node IP Registre o pacote vCenter Plug-in no vSphere Web

address] :9443 Client. "Saiba mais."

Encontre mais informagoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Interfaces de software SolidFire

Vocé pode gerenciar um sistema de storage SolidFire usando diferentes interfaces de
software NetApp Element e utilitarios de integracao.

Opgodes
* Interface do usuario do software NetApp Element
* API do software NetApp Element
* Plug-in do NetApp Element para vCenter Server
» Controle de nuvem hibrida da NetApp
* Uls de n6 de gestao

« Utilitarios e ferramentas de integracdo adicionais


https://activeiq.solidfire.com
https://docs.netapp.com/pt-br/element-software/storage/task_per_node_access_settings.html
https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_work_overview.html
https://docs.netapp.com/us-en/vcp/vcp_task_getstarted.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Interface do usuario do software NetApp Element

Permite configurar o storage Element, monitorar a capacidade e a performance do cluster e gerenciar as
atividades de storage em uma infraestrutura de alocagao a varios clientes. Element é o sistema operacional
de storage no centro de um cluster SolidFire. O software Element é executado independentemente em todos
0s nds do cluster e permite que os nds do cluster combinem recursos que sao apresentados como um unico
sistema de storage para clientes externos. O software Element é responsavel por toda a coordenacgéo, escala
e gerenciamento de cluster do sistema como um todo. A interface do software & construida sobre a API
Element.

"Gerenciar storage com o software Element"

API do software NetApp Element

Permite que vocé use um conjunto de objetos, métodos e rotinas para gerenciar o0 armazenamento de
elementos. AAPI Element é baseada no protocolo JSON-RPC em HTTPS. Vocé pode monitorar operagdes
de API na IU do Element habilitando o Registro de API; isso permite que vocé veja os métodos que estao
sendo emitidos para o sistema. Vocé pode habilitar solicitacdes e respostas para ver como o sistema
responde aos métodos que sao emitidos.

"Gerencie o storage com a API Element"

Plug-in do NetApp Element para vCenter Server

Permite configurar e gerenciar clusters de storage que executam o software Element usando uma interface
alternativa para a IU do Element no VMware vSphere.

"Plug-in do NetApp Element para vCenter Server"

Controle de nuvem hibrida da NetApp

Permite atualizar os servigos de gerenciamento e storage Element e gerenciar ativos de storage usando a
interface de controle de nuvem hibrida da NetApp.

"Gerencie e monitore o storage com o controle de nuvem hibrida da NetApp"

Uls de n6 de gestao

O no6 de gerenciamento contém duas Uls: Uma IU para gerenciar servigos baseados EM REST e uma IU por
no para gerenciar configuracoes de rede e cluster e testes e utilitarios do sistema operacional. Na IU da API
REST, vocé pode acessar um menu de APls relacionadas a servigos que controlam a funcionalidade do
sistema baseado em servigos a partir do né de gerenciamento.

Utilitarios e ferramentas de integracao adicionais

Embora vocé geralmente gerencie seu storage com o NetApp Element, a APl NetApp Element e o plug-in do
NetApp Element para vCenter Server, vocé pode usar utilitarios e ferramentas de integragao adicionais para
acessar o storage.

CLI do elemento

"CLI do elemento” Permite controlar um sistema de storage SolidFire usando uma interface de linha de
comando sem precisar usar a AP| Element.


https://docs.netapp.com/pt-br/element-software/storage/index.html
https://docs.netapp.com/pt-br/element-software/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/pt-br/element-software/hccstorage/task-hcc-manage-storage-clusters.html
https://mysupport.netapp.com/site/tools/tool-eula/elem-cli

Ferramentas do Element PowerShell

"Ferramentas do Element PowerShell" Vocé pode usar uma colegao de fungdes do Microsoft Windows
PowerShell que usam a API Element para gerenciar um sistema de storage SolidFire.

SDKs do elemento

"SDKs do elemento" Permita que vocé gerencie seu cluster SolidFire usando estas ferramentas:

* Element Java SDK: Permite aos programadores integrar a APl Element com a linguagem de programagao
Java.

* Element .NET SDK: Permite aos programadores integrar a API Element com a plataforma de programacéao
.NET.

* Element Python SDK: Permite aos programadores integrar a AP| Element com a linguagem de
programacao Python.

Pacote de testes da APl do SolidFire Postman

Permite que os programadores usem uma colegao "Carteiro"de fungdes que testem chamadas de API
Element.

Adaptador de replicacdo de armazenamento SolidFire

"Adaptador de replicacdo de armazenamento SolidFire" Integra-se ao VMware Site Recovery Manager (SRM)
para permitir a comunicagao com clusters de armazenamento SolidFire replicados e executar fluxos de
trabalho suportados.

SolidFire Vro

"SolidFire Vro" Fornece uma maneira conveniente de usar a AP| Element para administrar seu sistema de
storage SolidFire com o VMware vRealize Orchestrator.

Fornecedor VSS SolidFire

"Fornecedor VSS SolidFire" Integra copias de sombra do VSS a clones e snapshots do Element.

Encontre mais informagoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

SolidFire Active 1Q

"SolidFire Active 1Q" é uma ferramenta baseada na web que fornece visualizagbes
histéricas continuamente atualizadas de dados em todo o cluster. Vocé pode configurar
alertas para eventos, limites ou métricas especificos. Com o SolidFire Active 1Q, vocé
monitora a performance e a capacidade do sistema, além de se manter informado sobre
a integridade do cluster.

Vocé pode encontrar as seguintes informagdes sobre seu sistema no SolidFire Active 1Q:

* Numero de nds e status dos nds: Saudavel, offline ou falha


https://mysupport.netapp.com/site/tools/tool-eula/elem-powershell-tools
https://mysupport.netapp.com/site/products/all/details/netapphci-solidfire-elementsoftware/tools-tab
https://github.com/solidfire/postman
https://mysupport.netapp.com/site/products/all/details/elementsra/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vro/downloads-tab
https://mysupport.netapp.com/site/products/all/details/solidfire-vss-provider/downloads-tab
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://activeiq.solidfire.com

* Representacéao grafica da CPU, uso de memodria e limitagdo de né

» Detalhes sobre o n6, como numero de série, localizagao do slot no chassi, modelo e versdo do software
NetApp Element executado no no6 de storage

* Informacgbes relacionadas a CPU e ao armazenamento sobre as maquinas virtuais

Para saber mais sobre o SolidFire Active IQ, consulte "Documentacao do SolidFire Active 1Q".

Para mais informagoes

* "Documentacao do software SolidFire e Element"”
* "Plug-in do NetApp Element para vCenter Server"

* Site de suporte da NetApp > Ferramentas para Active 1Q

N6 de gerenciamento do software Element

"No6 de gerenciamento (mNode)"O é uma maquina virtual que € executada em paralelo
com um ou mais clusters de storage baseados em software Element. Ele é usado para
atualizar e fornecer servigos de sistema, incluindo monitoramento e telemetria, gerenciar
ativos e configuragdes de cluster, executar testes e utilitarios do sistema e habilitar o
acesso ao suporte NetApp para solugao de problemas.

O né de gerenciamento interage com um cluster de armazenamento para executar agdes de gerenciamento,
mas nao € membro do cluster de armazenamento. Os nds de gerenciamento coletam periodicamente
informacgdes sobre o cluster por meio de chamadas de API e relatam essas informagdes ao Active IQ para
monitoramento remoto (se ativado). Os nds de gerenciamento também sao responsaveis pela coordenacgao
das atualizacoes de software dos nés do cluster.

A partir da verséo do Element 11,3, o né de gerenciamento funciona como um host microservice, permitindo

atualizacbes mais rapidas de servigos de software selecionados fora das principais versoes. Esses
microsservicos ou "servicos de gestdo” sdo atualizados frequentemente como pacotes de servicos.

Servigos de gerenciamento para storage all-flash SolidFire

A partir da versao do Element 11,3, servigos de gerenciamento s&o hospedados no "no
de gerenciamento", permitindo atualizagées mais rapidas de servigos de software
selecionados fora dos principais langamentos.

Os servigos de gerenciamento fornecem recursos de gerenciamento central e estendido para storage all-flash

SolidFire. Esses servigos incluem "Controle de nuvem hibrida da NetApp", telemetria do sistema Active 1Q, log
e atualizagdes de servigco, bem como o servico QSSIOC para o plug-in Element para vCenter.

Saiba mais "langcamentos de servigos de gerenciamento"sobre o .
Nos

Os nds sao recursos de hardware ou virtuais agrupados em um cluster para fornecer
recursos de computagao e storage em bloco.

O software NetApp Element define varias fungdes de n6 para um cluster. Os tipos de fungdes de nés sdo os


https://docs.netapp.com/us-en/solidfire-active-iq/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://mysupport.netapp.com/site/tools/tool-eula/5ddb829ebd393e00015179b2
https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_work_overview.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes

seguintes:

* N6 de gerenciamento
* NoO de storage
* N6 Fibre Channel

estados dos nos varia dependendo da associagéo de cluster.

N6 de gerenciamento

Um né de gerenciamento € uma maquina virtual usada para atualizar e fornecer servigos de sistema, incluindo
monitoramento e telemetria, gerenciar ativos e configuragdes de cluster, executar testes e utilitarios do
sistema e habilitar o acesso ao suporte NetApp para solugédo de problemas. "Saiba mais"

N6 de storage

Um né de armazenamento SolidFire € um servidor que contém uma colegédo de unidades que se comunicam
entre si através da interface de rede Bond10G. As unidades no n6 contém espacgo de bloco e metadados para
storage e gerenciamento de dados. Cada né contém uma imagem de fabrica do software NetApp Element.

Os no6s de storage tém as seguintes caracteristicas:
» Cada n6 tem um nome exclusivo. Se um nome de noé nao for especificado por um administrador, o padrao

sera SF-XXXX, onde XXXX é quatro carateres aleatorios gerados pelo sistema.

« Cada no tem seu proprio cache de gravagao de memoria de acesso aleatério (NVRAM) nao volatil de alto
desempenho para melhorar o desempenho geral do sistema e reduzir a laténcia de gravagao.

« Cada no é conetado a duas redes, armazenamento e gerenciamento, cada um com dois links
independentes para redundancia e desempenho. Cada no requer um endereco IP em cada rede.

* Vocé pode criar um cluster com novos noés de storage ou adicionar nés de storage a um cluster existente
para aumentar a capacidade de storage e a performance.

* Vocé pode adicionar ou remover nés do cluster a qualquer momento sem interromper o servico.

No6 Fibre Channel

Os n6s Fibre Channel da SolidFire fornecem conetividade a um switch Fibre Channel, que vocé pode se
conetar a clientes Fibre Channel. Os nos Fibre Channel agem como um conversor de protocolo entre os
protocolos Fibre Channel e iISCSI; isso permite adicionar conectividade Fibre Channel a qualquer cluster
SolidFire novo ou existente.

Os nos Fibre Channel tém as seguintes caracteristicas:

* Os switches Fibre Channel gerenciam o estado da malha, fornecendo interconexdes otimizadas.

+ O trafego entre duas portas flui apenas através dos switches; ele néo é transmitido para nenhuma outra
porta.

« Afalha de uma porta € isolada e nao afeta a operagéo de outras portas.

 Varios pares de portas podem se comunicar simultaneamente em uma malha.



estados de operagao do n6
Um no pode estar em um de varios estados, dependendo do nivel de configuragao.
» Disponivel
O ndé ndo tem nome de cluster associado e ainda nao faz parte de um cluster.
* Pendente
O né é configurado e pode ser adicionado a um cluster designado.
A autenticacdo nao é necessaria para acessar o no.
* Pendente ativo

O sistema esta em processo de instalagao do software Element compativel no n6. Quando concluido, o n6
se movera para o estado Ativo.

+ Ativo
O no esta participando de um cluster.

A autenticagdo é necessaria para modificar o no.
Em cada um desses estados, alguns campos séo lidos somente.

Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Clusters

Um cluster é o centro de um sistema de storage SolidFire e € composto por uma colecao
de nds. E necessario ter pelo menos quatro nds em um cluster para que as eficiéncias
de storage do SolidFire sejam obtidas. Um cluster aparece na rede como um unico grupo
I6gico e pode ser acessado como armazenamento de bloco.

A criacéo de um novo cluster inicializa um né como proprietario de comunicacdes para um cluster e
estabelece comunicagdes de rede para cada no6 no cluster. Este processo é realizado apenas uma vez para
cada novo cluster. Vocé pode criar um cluster usando a IU do Element ou a API.

E possivel fazer escalabilidade horizontal de um cluster adicionando nés adicionais. Quando vocé adiciona um
novo no, nao ha interrupgao do servigo e o cluster usa automaticamente a performance e a capacidade do
novo no.

Os administradores e hosts podem acessar o cluster usando enderecos IP virtuais. Qualquer n6 no cluster
pode hospedar os enderecgos IP virtuais. O IP virtual de gerenciamento (MVIP) permite o gerenciamento de
cluster por meio de uma conexédo 1GbE, enquanto o IP virtual de armazenamento (SVIP) permite o acesso do
host ao armazenamento por meio de uma conexao 10GbEG. Esses enderecos IP virtuais permitem conexdes
consistentes, independentemente do tamanho ou da composicdo de um cluster SolidFire. Se um n6 que
hospeda um endereco IP virtual falhar, outro né no cluster comecgara a hospedar o endereco IP virtual.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

A partir do elemento versao 11,0, os ndés podem ser configurados com IPv4, IPv6 ou ambos os
enderecgos para sua rede de gerenciamento. Isso se aplica aos nos de storage e aos nos de

@ gerenciamento, com exceg¢ao do no de gerenciamento 11,3 e posterior que nao oferece suporte
para IPv6. Ao criar um cluster, apenas um unico endereco IPv4 ou IPv6 pode ser usado para o
MVIP e o tipo de endereco correspondente deve ser configurado em todos 0s noés.

Mais sobre clusters

* Clusters de storage autoritativo
* Regra dos tercos

» Capacidade ociosa

« Eficiéncia de storage

* Quorum do cluster de storage

Clusters de storage autoritativo

O cluster de armazenamento autorizado é o cluster de armazenamento que o NetApp Hybrid Cloud Control
usa para autenticar usuarios.

Se o0 seu n6 de gerenciamento tiver apenas um cluster de storage, ele sera o cluster autoritativo. Se o n6 de
gerenciamento tiver dois ou mais clusters de storage, um desses clusters sera atribuido como o cluster
autoritativo e somente os usuarios desse cluster poderao fazer login no controle de nuvem hibrida da NetApp.
Para descobrir qual cluster é o cluster autorizado, vocé pode usar a GET /mnode/about API. Na resposta, o
enderecgo IP token url no campo é o enderego IP virtual de gerenciamento (MVIP) do cluster de
armazenamento autorizado. Se vocé tentar fazer login no Controle de nuvem hibrida do NetApp como um
usuario que nao esta no cluster autoritativo, a tentativa de login falhara.

Muitos recursos de controle de nuvem hibrida da NetApp foram desenvolvidos para funcionar com varios
clusters de storage, mas a autenticagcéo e a autorizagdo tém limitagdes. A limitacdo em torno da autenticagao
e autorizacdo é que o usuario do cluster autorizado pode executar agdes em outros clusters vinculados ao
Controle de nuvem hibrida NetApp mesmo que ndo seja um usuario nos outros clusters de armazenamento.

Antes de prosseguir com o gerenciamento de varios clusters de storage, vocé deve garantir que os usuarios
definidos nos clusters autoritativos sejam definidos em todos os outros clusters de storage com as mesmas
permissdes. Pode gerir utilizadores a partir do "Interface do usuario do software Element".

Consulte "criar e gerenciar ativos de cluster de storage" para obter mais informagdes sobre como trabalhar
com ativos de cluster de storage de nds de gerenciamento.

Regra dos tercos

Quando vocé mistura tipos de nds de storage em um cluster de storage da NetApp SolidFire, nenhum né de
storage pode conter mais de 33% da capacidade total do cluster de storage.

Capacidade ociosa

Se um no recém-adicionado representar mais de 50% da capacidade total do cluster, parte da capacidade
desse no sera inutilizavel ("encalhado"), de modo que esteja em conformidade com a regra de capacidade.
Esse continua sendo o caso até que mais capacidade de storage seja adicionada. Se um né muito grande for
adicionado que também desobedeca a regra de capacidade, o n6 anteriormente encalhado n&o ficara mais
encalhado, enquanto o n6 recém-adicionado fica encalhado. A capacidade deve ser sempre adicionada em
pares para evitar que isso aconteca. Quando um né fica preso, uma falha de cluster apropriada é lancada.


https://docs.netapp.com/pt-br/element-software/storage/concept_system_manage_manage_cluster_administrator_users.html
https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_manage_storage_cluster_assets.html

Eficiéncia de storage

Os clusters de storage do NetApp SolidFire utilizam deduplicagéo, compactagéo e thin Provisioning para
reduzir a quantidade de storage fisico necessaria para armazenar um volume.

+ Compressao

A compactagao reduz a quantidade de storage fisico necessaria para um volume, combinando blocos de
dados em grupos de compactagao, cada um dos quais € armazenado como um unico bloco.

* Desduplicagdo

A deduplicacao reduz a quantidade de storage fisico necessaria para um volume descartando blocos de
dados duplicados.

* * Provisionamento thin*

Um volume ou LUN com thin Provisioning € aquele para o qual o storage néo é reservado com
antecedéncia. Em vez disso, o storage é alocado dinamicamente, conforme necessario. O espaco livre é
liberado de volta ao sistema de armazenamento quando os dados no volume ou LUN s&o excluidos

Quorum do cluster de storage

O software Element cria um cluster de storage a partir de nds selecionados, que mantém um banco de dados
replicado da configuragéo do cluster. E necessario um minimo de trés nds para participar do conjunto de
cluster para manter o quorum para resiliéncia de cluster.

Seguranca

Quando vocé usa seu sistema de storage all-flash SolidFire, seus dados sao protegidos
por protocolos de seguranga padrao do setor.

Criptografia em repouso (hardware)

Todas as unidades nos nos de storage sao capazes de criptografia aproveitar a criptografia AES de 256 bits
no nivel da unidade. Cada unidade tem sua prépria chave de criptografia, que é criada quando a unidade &
inicializada pela primeira vez. Quando vocé ativa o recurso de criptografia, uma senha em todo o cluster é
criada e partes da senha sao entao distribuidas para todos os nés do cluster. Nenhum n6 Unico armazena a
senha inteira. A senha é entao usada para proteger com senha todo o acesso as unidades. A senha é
necessaria para desbloquear a unidade e, em seguida, ndo & necessaria, a menos que a energia seja
removida da unidade ou a unidade esteja bloqueada.

"Ativar o recurso de criptografia de hardware em repouso” ndo afeta o desempenho ou a eficiéncia no cluster.
Se uma unidade ou n6 habilitado para criptografia for removido da configuragao do cluster com a APl Element
ou a U do Element, a criptografia em repouso sera desativada nas unidades. Depois que a unidade é
removida, a unidade pode ser protegida apagada usando o SecureEraseDrives método APIl. Se uma
unidade fisica ou no for removido a forga, os dados permanecerao protegidos pela senha de todo o cluster e
pelas chaves de criptografia individuais da unidade.

Criptografia em repouso (software)

Outro tipo de criptografia em repouso, a criptografia de software em repouso permite que todos os dados
gravados em SSDs em um cluster de storage sejam criptografados. "Quando ativado", criptografa todos os
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dados gravados e descriptografa todos os dados lidos automaticamente no software. A criptografia de
software em repouso espelha a implementagéo do SED (Self-Encrypting Drive) no hardware para fornecer
seguranga de dados na auséncia de SED.

@ Para clusters de storage all-flash do SolidFire, a criptografia de software em repouso deve ser
ativada durante a criagao do cluster e ndo pode ser desativada apds a criagcao do cluster.

A criptografia em repouso baseada em software e hardware pode ser usada independentemente ou em
combinag¢do com a outra.

Gerenciamento de chaves externas

Vocé pode configurar o software Element para usar um KMS (servigo de gerenciamento de chaves em
conformidade com KMIP) de terceiros para gerenciar chaves de criptografia de cluster de storage. Quando
vOCé ativa esse recurso, a chave de criptografia de senha de acesso a unidade em todo o cluster de
armazenamento é gerenciada por um KMS que vocé especificar.

O Element pode usar os seguintes servigos de gerenciamento de chaves:

* Gemalto SafeNet KeySecure

« SAFENET NA KeySecure

* HyTrust KeyControl

» Vormetric Data Security Manager

» IBM Security Key Lifecycle Manager

Para obter mais informagbes sobre como configurar o gerenciamento de chaves externas, "comece a usar o
gerenciamento de chaves externas" consulte a documentagao.

Autenticacao de varios fatores

A autenticagao multifator (MFA) permite exigir que os usuarios apresentem varios tipos de evidéncias para se
autenticar com a IU da Web ou a IU do n6 de storage do NetApp Element no login. Vocé pode configurar o
Element para aceitar apenas autenticagdo multifator para logins integrados ao seu sistema de gerenciamento
de usuario e provedor de identidade existente. Vocé pode configurar o Element para integrar com um provedor
de identidade SAML 2,0 existente que pode impor varios esquemas de autenticacdo, como senha e
mensagem de texto, senha e mensagem de e-mail ou outros métodos.

Vocé pode emparelhar a autenticagao multifator com provedores de identidade (IDPs) compativeis com SAML
2,0 comuns, como o Microsoft ative Directory Federation Services (ADFS) e o Shibboleth.

Para configurar a MFA, consulte "ativar autenticagao multifator" documentagéo.

FIPS 140-2 para HTTPS e criptografia de dados em repouso

Os clusters de storage do NetApp SolidFire oferecem suporte a criptografia em conformidade com os
requisitos FIPS (Federal Information Processing Standard) 140-2 para médulos criptograficos. Vocé pode
ativar a conformidade com o FIPS 140-2 no cluster do SolidFire para comunicagées HTTPS e criptografia de
unidade.

Quando vocé ativa o modo operacional FIPS 140-2 no cluster, o cluster ativa o modulo de seguranca

criptografica (NCSM) do NetApp e aproveita a criptografia com certificacao FIPS 140-2 nivel 1 para todas as
comunicacoes via HTTPS para a IU e API do NetApp Element. Use a EnableFeature APl Element com o
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fips parametro para habilitar a criptografia HTTPS FIPS 140-2. Em clusters de storage com hardware
compativel com FIPS, vocé também pode ativar a criptografia de unidade FIPS para dados em repouso
usando a EnableFeature APl Element com o FipsDrives parametro.

Para obter mais informagbes sobre como preparar um novo cluster de armazenamento para criptografia FIPS
140-2-2, "Criar um cluster compativel com unidades FIPS"consulte .

Para obter mais informagbes sobre como ativar o FIPS 140-2 em um cluster preparado existente, "A API
EnableFeature Element"consulte .

Para mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Contas e permissoes

Para administrar e fornecer acesso a recursos de storage em seu sistema, vocé
precisara configurar contas para recursos do sistema.

Com o storage Element, vocé pode criar e gerenciar os seguintes tipos de contas:

+ Contas de usuario do administrador para o cluster de armazenamento
» Contas de usuario para acesso ao volume de armazenamento

* Contas de usuarios de cluster autoritativas para o controle de nuvem hibrida da NetApp

Contas de administrador de cluster de storage

Existem dois tipos de contas de administrador que podem existir em um cluster de storage executando o
software NetApp Element:

» Conta de administrador de cluster principal: Esta conta de administrador é criada quando o cluster é
criado. Esta conta é a conta administrativa primaria com o mais alto nivel de acesso ao cluster. Essa conta
€ analoga a um usuario root em um sistema Linux. Pode alterar a palavra-passe desta conta de
administrador.

» Conta de administrador de cluster: Vocé pode dar a uma conta de administrador de cluster um intervalo
limitado de acesso administrativo para executar tarefas especificas dentro de um cluster. As credenciais
atribuidas a cada conta de administrador de cluster sdo usadas para autenticar solicitagdes de API e IU de
elementos no sistema de storage.

E necessaria uma conta de administrador de cluster local (ndo LDAP) para aceder a nés ativos
num cluster através da IU por né. As credenciais da conta ndo sdo necessarias para acessar
um noé que ainda nao faz parte de um cluster.

Vocé pode "gerenciar contas de administrador de cluster”criar, excluir e editar contas de administrador de
cluster, alterar a senha do administrador de cluster e configurar configuragbes LDAP para gerenciar o acesso
do sistema para os usuarios.
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Contas de utilizador

As contas de usuario s&o usadas para controlar o acesso aos recursos de armazenamento em uma rede
baseada no software NetApp Element. Pelo menos uma conta de usuario € necessaria antes que um volume
possa ser criado.

Quando vocé cria um volume, ele é atribuido a uma conta. Se vocé criou um volume virtual, a conta sera o
recipiente de armazenamento.

Aqui estdo algumas consideragdes adicionais:

» A conta contém a autenticacdo CHAP necessaria para acessar os volumes atribuidos a ela.

* Uma conta pode ter até 2000 volumes atribuidos a ela, mas um volume pode pertencer a apenas uma
conta.

* As contas de usuario podem ser gerenciadas a partir do ponto de extensao Gerenciamento do NetApp
Element.

Contas de usuario de cluster autoritativas

As contas de usuarios de cluster autoritativas podem se autenticar em qualquer ativo de storage associado a
instancia de controle de nuvem hibrida da NetApp de nds e clusters. Com essa conta, vocé pode gerenciar
volumes, contas, grupos de acesso e muito mais em todos os clusters.

As contas de usuario autoritativas sdo gerenciadas a partir do menu superior direito opgao Gerenciamento de
usuarios no Controle de nuvem hibrida do NetApp.

O "cluster de storage autoritativo” € o cluster de storage que o Controle de nuvem hibrida da NetApp usa para
autenticar usuarios.

Todos os usuarios criados no cluster de storage autoritativo podem fazer login no controle de nuvem hibrida
da NetApp. Os usuarios criados em outros clusters de armazenamento ndo podem fazer login no Hybrid Cloud
Control.

» Se o seu no de gerenciamento tiver apenas um cluster de storage, ele sera o cluster autoritativo.

+ Se 0 n6 de gerenciamento tiver dois ou mais clusters de storage, um desses clusters sera atribuido como
o cluster autoritativo e somente os usuarios desse cluster poderao fazer login no controle de nuvem
hibrida da NetApp.

Embora muitos recursos de controle de nuvem hibrida da NetApp funcionem com varios clusters de storage, a
autenticacado e a autorizagao tém as limitagdes necessarias. A limitagdo em torno da autenticacéo e
autorizagao € que os usuarios do cluster autoritativo podem executar agdes em outros clusters vinculados ao
Controle de nuvem hibrida NetApp mesmo que nao sejam um usuario nos outros clusters de armazenamento.
Antes de prosseguir com o gerenciamento de varios clusters de storage, vocé deve garantir que os usuarios
definidos nos clusters autoritativos sejam definidos em todos os outros clusters de storage com as mesmas
permissodes. Vocé pode gerenciar usuarios a partir do controle de nuvem hibrida da NetApp.

Contas de volume

As contas especificas de volume sao especificas apenas para o cluster de armazenamento em que foram
criadas. Essas contas permitem que vocé defina permissées em volumes especificos na rede, mas nao tém
efeito fora desses volumes.

As contas de volume s&o gerenciadas na tabela volumes de controle de nuvem hibrida da NetApp.
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Armazenamento

Volumes

O sistema de storage NetApp Element provisiona o storage usando volumes. Os
volumes sao dispositivos de bloco acessados pela rede por clientes iSCSI ou Fibre
Channel.

O storage Element permite criar, exibir, editar, excluir, clonar, fazer backup ou restaurar volumes para contas
de usuario. Vocé também pode gerenciar cada volume em um cluster e adicionar ou remover volumes em
grupos de acesso de volume.

Volumes persistentes

Os volumes persistentes permitem que os dados de configuragéo do n6 de gerenciamento sejam
armazenados em um cluster de storage especificado, em vez de localmente com uma VM, para que os dados
possam ser preservados em caso de perda ou remogéo do n6 de gerenciamento. Volumes persistentes sdo
uma configuragao de n6 de gerenciamento opcional, mas recomendada.

Uma opc¢ao para ativar volumes persistentes esta incluida nos scripts de instalagéo e atualizagao quando
"implantando um novo noé de gerenciamento”o . Os volumes persistentes sdo volumes em um cluster de
storage baseado em software Element que contém informagdes de configuragdo de n6 de gerenciamento para
a VM do n6 de gerenciamento de host que permanecem além da vida util da VM. Se o né de gerenciamento
for perdido, uma VM de né de gerenciamento de substituigido podera se reconetar e recuperar dados de
configuragédo da VM perdida.

A funcionalidade de volumes persistentes, se ativada durante a instalagdo ou atualizagao, cria
automaticamente varios volumes. Esses volumes, como qualquer volume baseado no software Element,
podem ser visualizados usando a interface da Web do software Element, o plug-in do NetApp Element para
vCenter Server ou a API, dependendo de sua preferéncia e instalagdo. Os volumes persistentes devem estar
ativos e em execugdo com uma conexao iSCSI ao n6 de gerenciamento para manter os dados de
configuragéo atuais que podem ser usados para recuperagao.

Volumes persistentes associados a servigos de gerenciamento sdo criados e atribuidos a uma
nova conta durante a instalagdo ou atualizagdo. Se vocé estiver usando volumes persistentes,
nao modifique ou exclua os volumes ou a conta associada

Volumes virtuais (vVols)

O vSphere Virtual volumes é um paradigma de armazenamento para VMware que
transfere grande parte do gerenciamento de armazenamento para o vSphere do sistema
de armazenamento para o VMware vCenter. Com o Virtual volumes (vVols), vocé pode
alocar o storage de acordo com os requisitos de maquinas virtuais individuais.

Ligagoes

O cluster do NetApp Element escolhe um ponto de extremidade de protocolo ideal, cria uma ligagéo que
associa o host ESXi e o volume virtual ao ponto de extremidade do protocolo e retorna a ligagéo ao host ESXi.
Depois que estiver vinculado, o host ESXi pode executar operagdes de €/S com o volume virtual vinculado.
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Endpoints do protocolo

Os hosts do VMware ESXi usam proxies de e/S légicos conhecidos como endpoints de protocolo para se
comunicar com volumes virtuais. Os hosts ESXi vinculam volumes virtuais a endpoints de protocolo para
executar operagdes de e/S. Quando uma maquina virtual no host executa uma operagéo de e/S, o endpoint
de protocolo associado direciona €/S para o volume virtual com o qual é emparelhado.

Os endpoints de protocolo em um cluster NetApp Element funcionam como unidades légicas administrativas
SCSI. Cada ponto de extremidade do protocolo é criado automaticamente pelo cluster. Para cada né em um
cluster, & criado um endpoint de protocolo correspondente. Por exemplo, um cluster de quatro nos tera quatro
pontos de extremidade de protocolo.

ISCSI é o unico protocolo suportado para o software NetApp Element. O protocolo Fibre Channel néo é
suportado. Os endpoints de protocolo ndo podem ser excluidos ou modificados por um usuario, ndo estao
associados a uma conta e ndo podem ser adicionados a um grupo de acesso de volume.

Contéineres de armazenamento

Os contéineres de storage sao construgdes légicas que mapeiam para contas NetApp Element e sdo usados
para geracao de relatérios e alocagdo de recursos. Eles agregam capacidade de storage bruto ou
funcionalidades de storage agregado que o sistema de storage pode fornecer a volumes virtuais. Um
datastore VVol criado no vSphere € mapeado para um contentor de storage individual. Por padréo, um unico
contéiner de storage tem todos os recursos disponiveis no cluster do NetApp Element. Se for necessaria uma
governanga mais granular para a alocagao a varios clientes, € possivel criar varios contéineres de storage.

Os contéineres de armazenamento funcionam como contas tradicionais e podem conter volumes virtuais e
volumes tradicionais. Suporte para um maximo de quatro contéineres de storage por cluster. E necessario
pelo menos um contéiner de storage para usar a funcionalidade do Vols. Vocé pode descobrir contéineres de
storage no vCenter durante a criagao do Vols.

Fornecedor VASA

Para que o vSphere fique ciente do recurso vVol no cluster do NetApp Element, o administrador do vSphere
deve Registrar o provedor NetApp Element VASA no vCenter. O provedor VASA € o caminho de controle fora
da banda entre o vSphere e o cluster do Element. Ele é responsavel pela execucao de solicitacdes no cluster
Element em nome do vSphere, como criacdo de VMs, disponibilizacado de VMs para o vSphere e publicidade
de recursos de storage para o vSphere.

O provedor VASA é executado como parte do mestre do cluster no software Element. O mestre de cluster é
um servico altamente disponivel que faz failover para qualquer né no cluster, conforme necessario. Se o
master do cluster falhar, o provedor VASA se move com ele, garantindo alta disponibilidade para o provedor
VASA. Todas as tarefas de gerenciamento de provisionamento e armazenamento usam o provedor VASA, que
lida com todas as alteragdes necessarias no cluster do Element.

Para o Element 12,5 e anterior, ndo Registre mais de um provedor NetApp Element VASA em
@ uma unica instancia do vCenter. Quando um segundo provedor NetApp Element VASA é
adicionado, isso torna todos os armazenamentos de dados VVOL inacessiveis.

O suporte DO VASA para até 10 vCenters esta disponivel como um patch de atualizagcao se
vocé ja registrou um provedor VASA no vCenter. Para instalar, siga as instrucdes no manifesto
@ VASAS39 e baixe o arquivo .tar.gz do "Transferéncias de software da NetApp"site. O fornecedor
NetApp Element VASA utiliza um certificado NetApp. Com esse patch, o certificado é usado nao
modificado pelo vCenter para oferecer suporte a varios vCenters para uso em VASA e VVols.
Nao modifique o certificado. Certificados SSL personalizados nao sao suportados pela VASA.
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Encontre mais informagoes

* "Documentacao do software SolidFire e Element"”

* "Plug-in do NetApp Element para vCenter Server'

Grupos de acesso de volume

Ao criar e usar grupos de acesso de volume, vocé pode controlar o acesso a um
conjunto de volumes. Quando vocé associa um conjunto de volumes e um conjunto de
iniciadores a um grupo de acesso de volume, o grupo de acesso concede a esses
iniciadores acesso a esse conjunto de volumes.

Os grupos de acesso de volume no armazenamento NetApp SolidFire permitem que os IQNs do iniciador
iISCSI ou WWPNSs do Fibre Channel acessem uma colegao de volumes. Cada IQN que vocé adicionar a um
grupo de acesso pode acessar cada volume no grupo sem usar a autenticagdo CHAP. Cada WWPN que vocé
adicionar a um grupo de acesso permite o acesso a rede Fibre Channel aos volumes no grupo de acesso.

Os grupos de acesso ao volume tém os seguintes limites:

* Um maximo de 128 iniciadores por grupo de acesso de volume.

* Um maximo de 64 grupos de acesso por volume.

* Um grupo de acesso pode ser composto por um maximo de 2000 volumes.

* Um IQN ou WWPN pode pertencer a apenas um grupo de acesso de volume.

 Para clusters Fibre Channel, um tnico volume pode pertencer a um maximo de quatro grupos de acesso.

Iniciadores

Os iniciadores permitem que clientes externos acessem volumes em um cluster, servindo
como ponto de entrada para comunicacao entre clientes e volumes. Vocé pode usar
iniciadores para acesso baseado em CHAP em vez de baseado em conta a volumes de
armazenamento. Um unico iniciador, quando adicionado a um grupo de acesso de
volume, permite que os membros do grupo de acesso de volume acessem todos os
volumes de armazenamento adicionados ao grupo sem exigir autenticagédo. Um iniciador
pode pertencer a apenas um grupo de acesso.

Protecao de dados

Os recursos de protecao de dados incluem replicagao remota, snapshots de volume,
clonagem de volume, dominios de protecéo e alta disponibilidade com tecnologia Double
Helix.

A protecao de dados de storage do Element inclui os seguintes conceitos:

* Tipos de replicacao remota
» Snapshots de volume para protecédo de dados
* Clones de volume

* Visao geral do processo de backup e restauragdo para armazenamento de elementos
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* Dominios de protecéo
* Dominios de prote¢ao personalizados

* Dupla Helix alta disponibilidade

Tipos de replicagao remota
A replicagao remota de dados pode assumir as seguintes formas:
* Replicagao sincrona e assincrona entre clusters

* Replicagdo somente snapshot

* Replicagao entre clusters Element e ONTAP com o SnapMirror

Para obter mais informacgdes, "TR-4741: Replicacao remota do software NetApp Element"consulte .

Replicagao sincrona e assincrona entre clusters

Para clusters que executam o software NetApp Element, a replicagdo em tempo real permite a criacao rapida
de copias remotas de dados de volume.

E possivel emparelhar um cluster de storage com até quatro outros clusters de storage. E possivel replicar
dados de volume de forma sincrona ou assincrona de qualquer cluster em um par de cluster para cenarios de
failover e failback.

Replicagéo sincrona

A replicagao sincrona replica continuamente os dados do cluster de origem para o cluster de destino e é
afetada pela laténcia, perda de pacotes, jitter e largura de banda.

A replicagao sincrona € apropriada para as seguintes situagoes:

* Replicacao de varios sistemas a uma curta distancia
* Um local de recuperacao de desastres que é geograficamente local para a fonte
» Aplicacbes sensiveis ao tempo e a prote¢do de bancos de dados

 Aplicagbes de continuidade dos negocios que exigem que o local secundario atue como o local principal
quando o local principal esta inativo

Replicagao assincrona

A replicacao assincrona replica continuamente os dados de um cluster de origem para um cluster de destino
sem esperar pelos confirmagdes do cluster de destino. Durante a replicagéo assincrona, as gravagoes sao
confirmadas para o cliente (aplicativo) apds serem confirmadas no cluster de origem.

A replicagao assincrona € apropriada para as seguintes situagdes:

* O local de recuperacgéo de desastre esta longe de ser a fonte, e a aplicagéo nao tolera laténcias induzidas
pela rede.

» Ha limitagdes de largura de banda na rede conetando os clusters de origem e destino.

Replicagcdao somente snapshot

A protecao de dados somente snapshot replica os dados alterados em momentos especificos para um cluster
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remoto. Somente os snapshots criados no cluster de origem sao replicados. As gravagodes ativas do volume
de origem nao sao.

E possivel definir a frequéncia das replicacdes de instantaneos.

A replicagao Snapshot nao afeta a replicagédo assincrona ou sincrona.

Replicacao entre clusters Element e ONTAP com o SnapMirror

Com a tecnologia NetApp SnapMirror, é possivel replicar snapshots obtidos usando o software NetApp
Element para a ONTAP para fins de recuperacéo de desastres. Em uma relagdo SnapMirror, Element é um
endpoint e ONTAP é o outro.

O SnapMirror € uma tecnologia de replicagdo Snapshot da NetApp que facilita a recuperagao de desastres,
projetada para failover de armazenamento primario para armazenamento secundario em um local remoto
geograficamente. A tecnologia SnapMirror cria uma réplica, ou espelho, dos dados em funcionamento no
storage secundario a partir da qual vocé pode continuar fornecendo dados se houver interrupgéo no local
primario. Os dados séo espelhados no nivel do volume.

A relacao entre o volume de origem no storage primario e o volume de destino no storage secundario é
chamada de relagao de protegdo de dados. Os clusters séo referidos como pontos de extremidade nos quais
os volumes residem e os volumes que contém os dados replicados devem ser colocados em campo. Um
relacionamento de pares permite que clusters e volumes troquem dados com segurancga.

O SnapMirror é executado nativamente nas controladoras NetApp ONTAP e ¢ integrado ao Element, que é
executado nos clusters NetApp HCI e SolidFire. A légica para controlar o SnapMirror reside no software
ONTAP; portanto, todas as relagdes do SnapMirror devem envolver pelo menos um sistema ONTAP para
executar o trabalho de coordenagéo. Os usuarios gerenciam relacionamentos entre clusters Element e
ONTAP principalmente por meio da IU do Element. No entanto, algumas tarefas de gerenciamento residem no
Gerenciador de sistemas do NetApp ONTAP. Os usuarios também podem gerenciar o SnapMirror por meio da
CLI e da API, que estao disponiveis no ONTAP e no Element.

Consulte "TR-4651: Arquitetura e Configuracao do NetApp SolidFire SnapMirror" (login necessario)

Vocé deve habilitar manualmente a funcionalidade do SnapMirror no nivel do cluster usando o software
Element. A funcionalidade SnapMirror esta desativada por predefinicao e nao é ativada automaticamente
como parte de uma nova instalacao ou atualizagao.

Depois de ativar o SnapMirror, vocé pode criar relacionamentos do SnapMirror a partir da guia protecao de
dados no software Element.

O software NetApp Element 10,1 e superior suporta a funcionalidade SnapMirror para copiar e restaurar
snapshots com sistemas ONTAP.

Os sistemas que executam o elemento 10,1 e acima incluem codigo que pode se comunicar diretamente com
o SnapMirror em sistemas ONTAP executando 9,3 ou superior. AAPI do Element fornece métodos para
habilitar a funcionalidade do SnapMirror em clusters, volumes e snapshots. Além disso, a IU do Element inclui
recursos para gerenciar as relagdes do SnapMirror entre o software Element e os sistemas ONTAP.

A partir dos sistemas Element 10,3 e ONTAP 9.4, é possivel replicar volumes originados do ONTAP para
volumes de elementos em casos de uso especificos com funcionalidade limitada.

Para obter mais informacgoes, "Replicacéo entre o software NetApp Element e o ONTAP (CLI da
ONTAP)"consulte .
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Snapshots de volume para prote¢ao de dados

Um snapshot de volume é uma cépia pontual de um volume que vocé poderia usar posteriormente para
restaurar um volume para esse tempo especifico.

Embora os snapshots sejam semelhantes aos clones de volume, os snapshots sdo simplesmente réplicas de
metadados de volume, para que vocé nao possa monta-los ou grava-los. A criagdo de um snapshot de volume
também exige apenas uma pequena quantidade de recursos e espago do sistema, o que torna a criagao de
snapshot mais rapida do que a clonagem.

Vocé pode replicar snapshots para um cluster remoto e usa-los como uma cépia de backup do volume. Isso
permite reverter um volume para um ponto especifico no tempo usando o snapshot replicado. Vocé também
pode criar um clone de um volume a partir de um snapshot replicado.

E possivel fazer backup de snapshots de um cluster de elementos para um armazenamento de objetos
externo ou para outro cluster de elementos. Ao fazer backup de um snapshot em um armazenamento de
objetos externo, vocé deve ter uma conexdo com o armazenamento de objetos que permita operacdes de
leitura/gravacao.

Vocé pode tirar um snapshot de um volume individual ou varios para prote¢ao de dados.

Clones de volume

Um clone de um unico volume ou varios volumes € uma copia pontual dos dados. Quando vocé clonar um
volume, o sistema cria um snapshot do volume e cria uma coépia dos dados referenciados pelo snapshot.

Este é um processo assincrono, e a quantidade de tempo que o processo requer depende do tamanho do
volume que vocé esta clonando e da carga atual do cluster.

O cluster da suporte a até duas solicitagbes de clone em execugao por volume de cada vez e até oito
operacgdes de clone de volume ativo de cada vez. Solicitacbes além desses limites sdo enfileiradas para
processamento posterior.

Visao geral do processo de backup e restauracao para armazenamento de
elementos

Vocé pode fazer backup e restaurar volumes para outro storage SolidFire, bem como para armazenamentos
de objetos secundarios compativeis com Amazon S3 ou OpenStack Swift.

Pode efetuar uma cépia de seguranga de um volume para o seguinte:

» Um cluster de storage SolidFire
* Um armazenamento de objetos do Amazon S3
* Um armazenamento de objetos OpenStack Swift
Ao restaurar volumes do OpenStack Swift ou Amazon S3, vocé precisa de informag¢des de manifesto do

processo de backup original. Se vocé estiver restaurando um volume que foi feito backup em um sistema de
storage SolidFire, nenhuma informagédo de manifesto sera necessaria.

Dominios de protecao

Um dominio de protegcdo é um né ou um conjunto de nés agrupados de modo que qualquer parte ou até
mesmo todos eles possam falhar, mantendo a disponibilidade dos dados. Os dominios de protegao permitem
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que um cluster de armazenamento recupere automaticamente da perda de um chassi (afinidade de chassi) ou
de um dominio inteiro (grupo de chassi).

Vocé pode ativar manualmente o monitoramento de dominio de protecéo usando o ponto de extensao de
configuragdo do NetApp Element no plug-in do NetApp Element para vCenter Server. Vocé pode selecionar
um limite de dominio de protecdo com base em dominios de n6 ou chassi. Vocé também pode ativar o
monitoramento do dominio de protegdao usando a APl Element ou a IU da Web.

Um layout do dominio de protegéo atribui cada né a um dominio de protegao especifico.
Dois layouts diferentes de dominio de prote¢do, chamados niveis de dominio de protegéo, sao suportados.

* No nivel do nd, cada n6 esta em seu préprio dominio de protecéo.
* No nivel do chassi, apenas os nds que compartilham um chassi estdo no mesmo dominio de protegao.

> O layout do nivel do chassi € determinado automaticamente a partir do hardware quando o no6 &
adicionado ao cluster.

o Em um cluster onde cada n6 estda em um chassi separado, esses dois niveis sdo funcionalmente
idénticos.

Ao criar um novo cluster, se vocé estiver usando nés de storage que residem em um chassi compartilhado,
considere a possibilidade de criar uma protegéo contra falhas no nivel do chassi usando o recurso dominios
de protegao.

dominios de protecao personalizados

Vocé pode definir um layout personalizado do dominio de prote¢ao que corresponda ao layout especifico do
chassi e do n6 e onde cada n6 esta associado a um e apenas um dominio de protecao personalizado. Por
padréo, cada no € atribuido ao mesmo dominio de protecao personalizado padréo.

Se nao forem atribuidos dominios de protegéo personalizados:

» A operacao do cluster nao é afetada.

* O nivel personalizado nao é tolerante nem resiliente.

Quando vocé configura dominios de protegédo personalizados para um cluster, ha trés niveis possiveis de
protecdo, que vocé pode ver no painel da IU da Web do Element:

* Nao protegido: O cluster de armazenamento ndo esta protegido contra a falha de um de seus dominios de
protegéo personalizados. Para corrigir isso, adicione capacidade de armazenamento adicional ao cluster
ou reconfigure os dominios de protecao personalizados do cluster para proteger o cluster contra possiveis
perdas de dados.

« Tolerante a falhas: O cluster de armazenamento tem capacidade livre suficiente para evitar a perda de
dados ap6s a falha de um de seus dominios de protegao personalizados.

* Resistente a falhas: O cluster de armazenamento tem capacidade livre suficiente para se auto-curar apos
a falha de um de seus dominios de protecao personalizados. Apds a conclusao do processo de
recuperagao, o cluster sera protegido contra a perda de dados se dominios adicionais falharem.

Se mais de um dominio de protecao personalizado for atribuido, cada subsistema atribuira duplicatas a
dominios de protegéo personalizados separados. Se isso ndo for possivel, ele reverte a atribuir duplicatas a
nos separados. Cada subsistema (por exemplo, compartimentos, fatias, provedores de endpoint de protocolo
e ensemble) faz isso de forma independente.
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Vocé pode usar a IU do Element para "Configurar dominios de protegéao personalizados"ou usar os seguintes
métodos de API:

» "GetProtectionDomainLayout" - Mostra em qual chassi e em qual dominio de proteg¢ao personalizado cada
no esta.

» "SetProtectionDomainLayout" - Permite que um dominio de protecéo personalizado seja atribuido a cada
no.

Dupla Helix alta disponibilidade

A protecao de dados Double Helix € um método de replicacdo que espalha pelo menos duas cépias
redundantes de dados em todas as unidades dentro de um sistema. A abordagem "sem RAID" permite que
um sistema absorva varias falhas simultaneas em todos os niveis do sistema de storage e faga o reparo
rapidamente.

Desempenho e qualidade do servico

Um cluster de storage da SolidFire pode fornecer parametros de qualidade do servigo
(QoS) por volume. Vocé pode garantir o desempenho do cluster medido em entradas e
saidas por segundo (IOPS) usando trés parametros configuraveis que definem QoS: Min
IOPS, Max IOPS e Burst IOPS.

@ O SolidFire Active IQ tem uma pagina de recomendagdes de QoS que fornece conselhos sobre
a configuragéo ideal e a configuragdo de configuragbes de QoS.

Parametros de qualidade do servigo
Os parametros de IOPS sao definidos das seguintes maneiras:

« IOPS minimo - o numero minimo de entradas e saidas sustentadas por segundo (IOPS) que o cluster de
armazenamento fornece a um volume. O IOPS minimo configurado para um volume é o nivel garantido de
desempenho para um volume. O desempenho nao desce abaixo deste nivel.

* IOPS maximo - o numero maximo de IOPS continuo que o cluster de armazenamento fornece a um
volume. Quando os niveis de IOPS do cluster sao extremamente altos, esse nivel de desempenho de
IOPS nao é excedido.

* IOPS de explosao - o nimero maximo de IOPS permitido em um cenario de pico curto. Se um volume
estiver em execugao abaixo do IOPS maximo, os créditos de pico sazonal serdo acumulados. Quando os
niveis de desempenho se tornam muito altos e sdo empurrados para os niveis maximos, pequenas
explosdes de IOPS sao permitidas no volume.

O software Element usa IOPS Burst quando um cluster esta sendo executado em um estado de baixa
utilizagdo de IOPS do cluster.

Um Unico volume pode acumular IOPS Burst e usar os créditos para estourar acima de seu IOPS maximo
até seu nivel de IOPS Burst por um "periodo de exploséo" definido. Um volume pode estourar por até 60
segundos se o cluster tiver a capacidade de acomodar a sobrecarga. Um volume acumula um segundo de
crédito de explosao (até um maximo de 60 segundos) para cada segundo em que o volume € executado
abaixo do limite maximo de IOPS.

As IOPS de exploséao sao limitadas de duas maneiras:
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> Um volume pode estourar acima de seu IOPS maximo por um numero de segundos igual ao niumero
de créditos de explosdao acumulados pelo volume.

o Quando um volume ultrapassa sua configuracdo de IOPS maximo, ele é limitado por sua configuragao
IOPS Burst. Portanto, o IOPS de pico continuo nunca excede a configuragéo IOPS de pico continuo
do volume.

» Largura de banda maxima efetiva - a largura de banda maxima é calculada multiplicando o nimero de
IOPS (com base na curva de QoS) pelo tamanho de e/S.

Exemplo: As configuragbes de parametros de QoS de 100 IOPS minimo, 1000 IOPS maximo e 1500 IOPs
Burst tém os seguintes efeitos na qualidade do desempenho:

> Os workloads podem alcangar e sustentar um maximo de 1000 IOPS até que a condi¢do de contengao
de workload para IOPS fique aparente no cluster. Em seguida, as IOPS sao reduzidas de forma
incremental até que as IOPS em todos os volumes estejam dentro dos intervalos de QoS designados
e a contencdo de desempenho seja aliviada.

o A performance em todos os volumes é empurrada para o IOPS minimo de 100K. Os niveis néo ficam
abaixo da configuragdo min IOPS, mas podem permanecer acima de 100 IOPS quando a contengéo
de workload é aliviada.

> A performance nunca é superior a 1000 IOPS ou inferior a 100 IOPS por um periodo continuo. O
desempenho de 1500 IOPS (IOPS Burst) é permitido, mas somente para os volumes que acumularam
créditos de explosao executando abaixo de IOPS maximo e permitido por curtos periodos de tempo.
Os niveis de exploséo nunca sao sustentados.

Limites de valor de QoS

Aqui estao os possiveis valores minimos € maximos para QoS.

Parametros Valor min Padrao 4 4KB 5 8KB 6 16KB 262 KB
IOPS min 50 50 15.000 9.375* 5556* 385*
IOPS max 100 15.000 200.000** 125.000 74.074 5128
IOPS de 100 15.000 200.000** 125.000 74,074 5128
explosao

*Estas estimativas sdo aproximadas. **IOPS maximo e IOPS de explosdo podem ser definidos até 200.000K;
no entanto, essa configuragcéo s6 pode ser descompactada efetivamente o desempenho de um volume. O
desempenho maximo de um volume no mundo real é limitado pelo uso do cluster e pelo desempenho por né.

Desempenho de QoS

A curva de desempenho de QoS mostra a relagao entre o tamanho do bloco e a porcentagem de IOPS.

O tamanho do bloco e a largura de banda t€m um impactos direto no numero de IOPS que um aplicativo pode
obter. O software Element leva em conta os tamanhos de bloco que recebe normalizando os tamanhos de
bloco para 4K. Com base no workload, o sistema pode aumentar os tamanhos de blocos. A medida que os
tamanhos de blocos aumentam, o sistema aumenta a largura de banda para um nivel necessario para
processar os tamanhos de blocos maiores. A medida que a largura de banda aumenta o nimero de IOPS, o
sistema pode atingir diminuigdes.

A curva de desempenho de QoS mostra a relagéo entre o aumento dos tamanhos de bloco e a porcentagem
decrescente de IOPS:
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Por exemplo, se os tamanhos de bloco forem 4K e a largura de banda for 4000 kbps, as IOPS sdo 1000. Se
os tamanhos de bloco aumentarem para 8k, a largura de banda aumenta para 5000 kbps e o IOPS diminui
para 625. Levando em consideracédo o tamanho dos blocos, o sistema garante que workloads de prioridade
mais baixa que usam tamanhos de bloco mais altos, como backups e atividades de hipervisor, ndo levem
muito da performance necessaria ao trafego de prioridade mais alta usando tamanhos de bloco menores.

Politicas de QoS

Uma politica de QoS permite que vocé crie e salve uma configuragéo padronizada de qualidade de servigo
que pode ser aplicada a muitos volumes.

As politicas de QoS sdo melhores para ambientes de servigo, por exemplo, com servidores de banco de
dados, aplicativos ou infraestrutura que raramente reiniciam e precisam de acesso igual e constante ao
storage. A QoS de volume individual € a melhor para VMs de uso leve, como desktops virtuais ou VMs
especializadas do tipo quiosque, que podem ser reinicializadas, ligadas ou desligadas diariamente ou varias
vezes ao dia.

As politicas de QoS e QoS nao devem ser usadas juntas. Se vocé estiver usando politicas de QoS, néo use

QoS personalizado em um volume. A QoS personalizada substituira e ajustara os valores da politica de QoS
para configuragdes de QoS de volume.

@ O cluster selecionado deve ser o elemento 10,0 ou posterior para usar politicas de QoS; caso
contrario, as fungdes de politica de QoS n&o estao disponiveis.

Encontre mais informagoes

* "Documentacao do software SolidFire e Element"
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Informacgoes sobre direitos autorais

Copyright © 2025 NetApp, Inc. Todos os direitos reservados. Impresso nos EUA. Nenhuma parte deste
documento protegida por direitos autorais pode ser reproduzida de qualquer forma ou por qualquer meio —
grafico, eletrbnico ou mecanico, incluindo fotocopia, gravagéo, gravagao em fita ou storage em um sistema de
recuperacao eletrobnica — sem permissao prévia, por escrito, do proprietario dos direitos autorais.

O software derivado do material da NetApp protegido por direitos autorais esta sujeito a seguinte licenca e
isencao de responsabilidade:

ESTE SOFTWARE E FORNECIDO PELA NETAPP "NO PRESENTE ESTADO" E SEM QUAISQUER
GARANTIAS EXPRESSAS OU IMPLICITAS, INCLUINDO, SEM LIMITAGOES, GARANTIAS IMPLICITAS DE
COMERCIALIZACAO E ADEQUAGCAO A UM DETERMINADO PROPOSITO, CONFORME A ISENCAO DE
RESPONSABILIDADE DESTE DOCUMENTO. EM HIPOTESE ALGUMA A NETAPP SERA RESPONSAVEL
POR QUALQUER DANO DIRETO, INDIRETO, INCIDENTAL, ESPECIAL, EXEMPLAR OU
CONSEQUENCIAL (INCLUINDO, SEM LIMITACOES, AQUISICAO DE PRODUTOS OU SERVICOS
SOBRESSALENTES; PERDA DE USO, DADOS OU LUCROS; OU INTERRUPCAO DOS NEGOCIOS),
INDEPENDENTEMENTE DA CAUSA E DO PRINCIPIO DE RESPONSABILIDADE, SEJA EM CONTRATO,
POR RESPONSABILIDADE OBJETIVA OU PREJUIZO (INCLUINDO NEGLIGENCIA OU DE OUTRO
MODO), RESULTANTE DO USO DESTE SOFTWARE, MESMO SE ADVERTIDA DA RESPONSABILIDADE
DE TAL DANO.

A NetApp reserva-se o direito de alterar quaisquer produtos descritos neste documento, a qualquer momento
e sem aviso. A NetApp ndo assume nenhuma responsabilidade nem obrigagédo decorrentes do uso dos
produtos descritos neste documento, exceto conforme expressamente acordado por escrito pela NetApp. O
uso ou a compra deste produto ndo representam uma licenca sob quaisquer direitos de patente, direitos de
marca comercial ou quaisquer outros direitos de propriedade intelectual da NetApp.

O produto descrito neste manual pode estar protegido por uma ou mais patentes dos EUA, patentes
estrangeiras ou pedidos pendentes.

LEGENDA DE DIREITOS LIMITADOS: o uso, a duplicagéo ou a divulgagéo pelo governo estéo sujeitos a
restricdes conforme estabelecido no subparagrafo (b)(3) dos Direitos em Dados Técnicos - Itens Nao
Comerciais no DFARS 252.227-7013 (fevereiro de 2014) e no FAR 52.227- 19 (dezembro de 2007).

Os dados aqui contidos pertencem a um produto comercial e/ou servigo comercial (conforme definido no FAR
2.101) e sao de propriedade da NetApp, Inc. Todos os dados técnicos e software de computador da NetApp
fornecidos sob este Contrato sdo de natureza comercial e desenvolvidos exclusivamente com despesas
privadas. O Governo dos EUA tem uma licenga mundial limitada, irrevogavel, ndo exclusiva, intransferivel e
nao sublicenciavel para usar os Dados que estdo relacionados apenas com o suporte e para cumprir 0s
contratos governamentais desse pais que determinam o fornecimento de tais Dados. Salvo disposi¢ao em
contrario no presente documento, nao é permitido usar, divulgar, reproduzir, modificar, executar ou exibir os
dados sem a aprovagao prévia por escrito da NetApp, Inc. Os direitos de licenga pertencentes ao governo dos
Estados Unidos para o Departamento de Defesa estéo limitados aos direitos identificados na clausula
252.227-7015(b) (fevereiro de 2014) do DFARS.

Informagoes sobre marcas comerciais
NETAPP, o logotipo NETAPP e as marcas listadas em http://www.netapp.com/TM sao marcas comerciais da

NetApp, Inc. Outros nomes de produtos e empresas podem ser marcas comerciais de seus respectivos
proprietarios.
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