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Configurar um cluster com nés de storage

Configurar um né de storage

Vocé deve configurar nés individuais antes de adiciona-los a um cluster. Depois de
instalar e ligar um né em uma unidade de rack e liga-lo, vocé pode configurar as
configuragdes de rede do né usando a IU por n6 ou a interface do usuario do terminal do
no (TUI). Certifique-se de que tem as informagdes de configuragédo de rede necessarias
para o no antes de continuar.

Ha duas opg¢des para configurar nds de storage:

* U por noUtilize a interface de usuario por né. (https://<node management IP>:442) para configurar
as definicdes de rede do no.

* TUI: Use a interface do usuario do terminal de n6 (TUI) para configurar o no.

Nao é possivel adicionar um né com enderecos IP atribuidos por DHCP a um cluster. Vocé pode usar o
endereco IP DHCP para configurar inicialmente o né na IU, TUI ou API por né. Durante esta configuragéo
inicial, vocé pode adicionar informagdes de endereco IP estatico para que vocé possa adicionar o né a um
cluster.

Apos a configuracgao inicial, vocé pode acessar o n6 usando o endereco |IP de gerenciamento do né. Em
seguida, vocé pode alterar as configuragdes do no, adiciona-lo a um cluster ou usar o n6 para criar um cluster.
Vocé também pode configurar um novo né usando os métodos da API do software Element.

A partir do elemento versao 11,0, os ndés podem ser configurados com IPv4, IPv6 ou ambos os
enderecos para sua rede de gerenciamento. Isso se aplica aos nos de storage e aos nos de

@ gerenciamento, com exceg¢ao do nd de gerenciamento 11,3 e posterior que ndo oferece suporte
para IPv6. Quando vocé cria um cluster, apenas um unico enderego IPv4 ou IPv6 pode ser
usado para o MVIP e o tipo de enderego correspondente deve ser configurado em todos os
noés.

Configurar um né de storage usando a IU por né
Vocé pode configurar nés usando a interface de usuario por né.

Sobre esta tarefa

* Vocé pode configurar o n6 para ter um enderecgo IPv4 ou IPv6.

* Vocé precisa do endereco DHCP exibido na TUI para acessar um n6. Nao € possivel usar enderecos
DHCP para adicionar um né a um cluster.

Vocé deve configurar as interfaces de gerenciamento (Bond1G) e armazenamento
(Bond10G) para sub-redes separadas. As interfaces Bond1G e Bond10G configuradas para
a mesma sub-rede causam problemas de roteamento quando o trafego de armazenamento

@ € enviado através da interface Bond1G. Se vocé precisar usar a mesma sub-rede para o
trafego de gerenciamento e armazenamento, configure manualmente o trafego de
gerenciamento para usar a interface Bond10G. Vocé pode fazer isso para cada né usando a
pagina Configuracdes de cluster da |U por né.


https://<node_management_IP>:442

Passos
1. Em uma janela do navegador, insira o enderego IP DHCP de um né.

Vocé precisa adicionar a extensao. : 442 para acessar o no; por exemplo,
https://172.25.103.6:442.

A guia Configuragoes de rede é aberta com a se¢édo Bond1G.

Introduza as definigbes de rede de gestao 1G.

Clique em aplicar alteragoes.

Cliqgue em Bond10G para exibir as configuragdes de rede de armazenamento 10G.
Introduza as definigbes de rede de armazenamento 10G.

Clique em aplicar alteragoes.

Cliqgue em Configuragoes de cluster.

Introduza o nome de anfitrido da rede 10G.
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Introduza o nome do cluster.

Esse nome deve ser adicionado a configuragao de todos os nés antes que um cluster possa
ser criado. Todos os nds de um cluster devem ter nomes de cluster idénticos. Os nomes de
cluster diferenciam maiusculas de minusculas.

10. Clique em aplicar alteragoes.

Configure um né de storage usando a TUI
Vocé pode usar a interface do usuario de terminal (TUI) para executar a configuragao inicial para novos nos.

Vocé deve configurar as interfaces Bond1G (gerenciamento) e Bond10G (armazenamento) para sub-redes
separadas. As interfaces Bond1G e Bond10G configuradas para a mesma sub-rede causam problemas de
roteamento quando o trafego de armazenamento é enviado através da interface Bond1G. Se vocé precisar
usar a mesma sub-rede para o trafego de gerenciamento e armazenamento, configure manualmente o trafego
de gerenciamento para usar a interface Bond10G. Vocé pode fazer isso para cada né usando a pagina
Cluster > Nodes da IU do elemento.

Passos
1. Conete um teclado e um monitor ao n6 e, em seguida, ligue o no.

O menu principal de armazenamento NetApp da TUI é exibido no terminal tty1.

Se 0 nd nao conseguir alcangar o servidor de configuragéo, o TUI exibira uma mensagem
de erro. Verifique a conexao do servidor de configuracdo ou a conexao de rede para
resolver o erro.

2. Selecione rede > Configuragao da rede.

Para navegar pelo menu, pressione as teclas de seta para cima ou para baixo. Para mover
@ para outro botdo ou para os campos a partir dos botdes, pressione Tab. Para navegar entre
campos, use as teclas de seta para cima ou para baixo.


https://172.25.103.6:442

3. Selecione Bond1G (Gerenciamento) ou Bond10G (armazenamento) para configurar as configura¢des
de rede 1G e 10G para o no.

4. Para os campos modo Bond e Status, pressione Tab para selecionar o botdo Ajuda e identificar as opgdes
disponiveis.

Todos os nds de um cluster devem ter nomes de cluster idénticos. Os nomes de cluster diferenciam
maiusculas de minusculas. Se um servidor DHCP estiver sendo executado na rede com enderecos IP
disponiveis, o enderegco 1GbE sera exibido no campo Endereco.

5. Pressione Tab para selecionar o botao OK e salvar as alteragoes.

O no é colocado em um estado pendente e pode ser adicionado a um cluster existente ou a um novo
cluster.

Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Crie um cluster de armazenamento

Vocé pode criar um cluster de storage depois de configurar todos os nés individuais.
Quando vocé cria um cluster, uma conta de usuario de administrador de cluster é criada
automaticamente para vocé. O administrador do cluster tem permissao para gerenciar
todos os atributos do cluster e pode criar outras contas de administrador de cluster.

O que vocé vai precisar

* Vocé instalou 0 n6 de gerenciamento.

* Vocé configurou todos os noés individuais.

Sobre esta tarefa

Durante a nova configuragéo do nd, os enderecos 1G ou 10G Management IP (MIP) séo atribuidos a cada né.
Vocé deve usar um dos enderecos IP de no criados durante a configuragao para abrir a pagina criar um novo
cluster. O enderecgo IP que vocé usa depende da rede escolhida para o gerenciamento de cluster.

Se vocé quiser habilitar o cluster "criptografia de software em repouso”para clusters de storage
all-flash do SolidFire, faga isso durante a criagao do cluster. A partir do elemento 12,5, é
necessario habilitar a criptografia de software em repouso na U criar cluster durante a criagéo

@ do cluster. Para o elemento 12,3.x e anteriores, vocé deve criar o cluster usando o
"CreateCluster"método API e alterar o parametro enableSoftwareEncryptionAtRest para true.
Depois que a criptografia de software em repouso estiver ativada no cluster, ela ndo podera ser
desativada. E possivel "ativar e desativar'a criptografia baseada em hardware em repouso ap6s
a criagéo do cluster.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/pt-br/element-software/concepts/concept_solidfire_concepts_security.html#encryption-at-rest-software
https://docs.netapp.com/pt-br/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/pt-br/element-software/storage/task_system_manage_cluster_enable_and_disable_encryption_for_a_cluster.html

Ao criar um novo cluster, considere o seguinte:

» Se vocé estiver usando nos de storage que residem em um chassi compartilhado,
@ considere a possibilidade de projetar a protegéo contra falhas no nivel do chassi usando o
recurso de dominios de protecao.

» Se um chassi compartilhado nao estiver em uso, vocé podera definir um layout de dominio
de protegao personalizado.

Passos

1. Em uma janela do navegador, digite https://MIP:443, em que MIP é o endereco IP do n6 de
gerenciamento.

2. Em criar um novo cluster, insira as seguintes informacgdes:

> VIP de gerenciamento: IP virtual roteavel na rede 1GbE ou 10GbE para tarefas de gerenciamento de
rede.

@ Vocé pode criar um novo cluster usando enderecamento IPv4 ou IPv6.
o ISCSI (armazenamento) VIP: IP virtual na rede 10GbE para armazenamento e detecao iSCSI.
@ Nao é possivel alterar o nome MVIP, SVIP ou cluster depois de criar o cluster.

o Nome de usuario: O nome de usuario do administrador de cluster principal para acesso autenticado ao
cluster. Tem de guardar o nome de utilizador para referéncia futura.

@ Vocé pode usar letras maiusculas e minusculas, carateres especiais € numeros para o
nome de usuario e senha.

o Senha: Senha para acesso autenticado ao cluster. Tem de guardar a palavra-passe para referéncia
futura. A protecao de dados bidirecional é ativada por padrao. Nao € possivel alterar esta definigao.

3. Leia o Contrato de Licenca de Usuario final e selecione Aceito.

4. Opcional: Na lista de nos, verifique se as caixas de selegéo para noés que nao devem ser incluidos no
cluster ndo estao selecionadas.

5. Selecione criar cluster.
O sistema pode levar varios minutos para criar o cluster, dependendo do nimero de nés no cluster. Em
uma rede configurada corretamente, um pequeno cluster de cinco nds deve levar menos de um minuto.

Depois que o cluster é criado, a janela criar um novo cluster é redirecionada para o enderego URL MVIP
do cluster e exibe a IU do elemento.

Para mais informacgoes

+ "Gerenciamento de storage com a API Element"
* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"


https://docs.netapp.com/pt-br/element-software/api/concept_element_api_about_the_api.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Acesse a interface do usuario do software Element

Vocé pode acessar a |lU do Element usando o endereco MVIP (IP virtual de
gerenciamento) do no6 do cluster principal.

Vocé deve garantir que os bloqueadores de pop-up e as configuragées do NoScript estejam desabilitadas no
seu navegador.

Vocé pode acessar a U usando enderegamento IPv4 ou IPv6, dependendo da configuragao durante a criagao
do cluster.

Passos
1. Escolha uma das seguintes opcgoes:

° IPv6: Introduza https:// [IPv6 _MVIP address].Por exemplo:
https://[£d20:8ble:b256:45a::1234]/

° IPv4: Introduza https://[IPv4d MVIP address]. Porexemplo:
https://10.123.456.789/

2. Para DNS, introduza o nome do anfitrido.

3. Clique em qualquer mensagem de certificado de autenticacgéo.

Para mais informacgoes

* "Documentagao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Adicionar unidades a um cluster

Quando vocé adiciona um no ao cluster ou instala novas unidades em um né existente,
as unidades sao registradas automaticamente conforme disponivel. Vocé deve adicionar
as unidades ao cluster usando a IU ou a APl do Element antes que elas possam
participar do cluster.

As unidades nao sao exibidas na lista de unidades disponiveis quando existem as seguintes condigdes:

* As unidades estdo no estado Ativo, Remocéo, eliminacéo ou Falha.

* O no do qual a unidade faz parte esta no estado pendente.

Passos
1. Na interface do usuario Element, selecione Cluster > Drives.
2. Cligue em Available para ver a lista de unidades disponiveis.

3. Execute um dos seguintes procedimentos:


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

o Para adicionar unidades individuais, clique no icone ag6es da unidade que deseja adicionar e clique
em Adicionar.

o Para adicionar varias unidades, marque as caixas de sele¢édo das unidades a serem adicionadas,
clique em agées em massa e clique em Adicionar.

== Find more information

* https://docs.netapp.com/us—-en/element-software/index.html [SolidFire
and Element Software Documentation]

* https://docs.netapp.com/us-en/vcp/index.html [NetApp Element Plug-in
for vCenter Server”]
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