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Procedimentos de atualizacao do sistema

Execute verificagcoes de integridade do storage Element
antes de atualizar o storage

Vocé deve executar verificagdes de integridade antes de atualizar o storage Element
para garantir que todos os nds de storage no cluster estejam prontos para a proxima
atualizagéo de storage Element.

O que vocé vai precisar

» Servigos de gerenciamento: Vocé atualizou para o pacote de servigos de gerenciamento mais recente
(2.10.27 ou posterior).

@ Vocé deve atualizar para o pacote de servigos de gerenciamento mais recente antes de
atualizar o software Element.

* * N6 de gerenciamento®: Vocé esta executando o né de gerenciamento 11,3 ou posterior.
» Software Element: A versao do cluster esta executando o software NetApp Element 11,3 ou posterior.

« Contrato de Licenga de Usuario final (EULA): Comegando com os servigos de gerenciamento 2.20.69,
vocé deve aceitar e salvar o EULA antes de usar a IU ou API de Controle de nuvem hibrida da NetApp
para executar verificagdes de integridade do armazenamento de elementos:

a. Abra o endereco IP do né de gerenciamento em um navegador da Web:
https://<ManagementNodeIP>

b. Faga login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do
cluster de storage.

c. Selecione Upgrade perto do canto superior direito da interface.
d. O EULA aparece. Role para baixo, selecione Aceito para atualizagdes atuais e futuras e selecione
Salvar.

Opcoes de verificagdo de integridade

Vocé pode executar verificagdes de integridade usando a IU do Controle de nuvem hibrida da NetApp ou a
API de controle de nuvem hibrida da NetApp:

* Use o controle de nuvem hibrida da NetApp para executar verificagdes de integridade do storage Element
antes de atualizar o storage (Método preferido)

Vocé também pode saber mais sobre as verificagdes de integridade do storage executadas pelo servigo:

« Verificagdes de integridade do armazenamento feitas pelo servigo

Use o controle de nuvem hibrida da NetApp para executar verificagoes de
integridade do storage Element antes de atualizar o storage

Com o Controle de nuvem hibrida da NetApp, vocé pode verificar se um cluster de storage esta pronto para
ser atualizado.



Passos
1. Abra o endereco IP do né de gerenciamento em um navegador da Web:

https://<ManagementNodeIP>

2. Faca login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage.

3. Selecione Upgrade perto do canto superior direito da interface.

4. Na pagina Upgrades, selecione a guia Storage.

Selecione a verificagédo de integridade ado cluster que deseja verificar se ha disponibilidade de
atualizacéo.

6. Na pagina Verificacdo do estado do armazenamento, selecione Executar Verificagao do estado.
7. Se houver problemas, faga o seguinte:
a. Va para o artigo especifico da KB listado para cada problema ou execute o recurso especificado.
b. Se um KB for especificado, conclua o processo descrito no artigo da KB relevante.
c. Depois de resolver problemas de cluster, selecione Re-Run Health Check.

Depois que a verificagao de integridade for concluida sem erros, o cluster de armazenamento estara pronto
para ser atualizado. Consulte a atualizagdo do no6 de storage "instrucdes"para continuar.

Use a API para executar verificagdes de integridade do storage Element antes de
atualizar o storage

Vocé pode usar a API REST para verificar se um cluster de storage esta pronto para ser atualizado. A
verificagdo de integridade verifica se ndo ha obstaculos na atualizagao, como nés pendentes, problemas de
espago em disco e falhas de cluster.

Passos

1. Localize a ID do cluster de armazenamento:

a. Abra a IU da API REST do né de gerenciamento no n6 de gerenciamento:
https://<ManagementNodeIP>/mnode

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client se o valor ainda ndo estivesse preenchido.
iii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizagéo.
c. Na IU da API REST, 'GET /assets selecione .
d. Selecione Experimente.

e. Selecione Executar.



f. A partir da resposta, copie 0 "id" da "storage" sec¢éo do cluster que vocé pretende verificar a
disponibilidade da atualizagéo.

(D N&o use 0 "parent" valor nesta secéo porque esta € a ID do n6é de gerenciamento,
nao a ID do cluster de armazenamento.

"config": {1},
"credentialid": "12bbb2b2-flbe-123b-1234-12c3d4bcl23e",

"host name": "SF DEMO",
"id": "l1l2cc3a45-e6e7-8d91-a2bb-0bdb3456b789",
"ip": "10.123.12.12",

"parent": "dl23ecd42-456e-8912-ad3e-4bd56f4a789%9a",
"sshcredentialid": null,
"ssl certificate": null

2. Execute verificagbes de integridade no cluster de armazenamento:

a. Abra a IU da API REST de storage no n6 de gerenciamento:

https://<ManagementNodeIP>/storage/1/

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client se o valor ainda ndo estivesse preenchido.
iii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizagao.
c. Selecione POST /Health-checks.
d. Selecione Experimente.

e. No campo Parameter (parédmetro), introduza a ID do cluster de armazenamento obtida no passo 1.

"config": {1},
"storageId": "123a45b6-1a2b-12a3-1234-1a2b34c567d8"

f. Selecione execute para executar uma verificagéo de integridade no cluster de armazenamento
especificado.

Aresposta deve indicar o estado initializing:



" links": {
"collection"™: "https://10.117.149.231/storage/1/health-checks",
"log": "https://10.117.149.231/storage/1/health-checks/358f073f-
896e-4751-ab7b-ccbb5f61f9fc/log",
"self": "https://10.117.149.231/storage/1l/health-checks/358£f073f-
896e-4751-ab7b-ccbb5f61f9fc"
b
"config": {},
"dateCompleted": null,
"dateCreated": "2020-02-21T22:11:15.476937+00:00",
"healthCheckId": "358f073f-896e-4751-ab7b-ccbb5f61£f9fc",
"state": "initializing",
"status": null,
"storageId": "c6dl24b2-396a-4417-8a47-df10d647f4ab",
"taskId": "73f4df64-bda5-42cl1-9074-b4e7843dbb77"

a. Copie healthCheckID o que faz parte da resposta.

3. Verificar os resultados das verificacdes de saude:

a. Selecione GET /health-checks/(healthCheckid).

b. Selecione Experimente.

c. Introduza a ID da verificagédo de integridade no campo parametro.
d. Selecione Executar.

e. Role até a parte inferior do corpo de resposta.

Se todas as verificagdes de integridade forem bem-sucedidas, o retorno sera semelhante ao seguinte
exemplo:

"message": "All checks completed successfully.",
"percent": 100,
"timestamp": "2020-03-06T00:03:16.3216212"

4. Se 0 message retorno indicar que houve problemas em relacgéo a integridade do cluster, faga o seguinte:
a. Selecione GET /health-checks/(healthCheckld/log
b. Selecione Experimente.

. Introduza a ID da verificagdo de integridade no campo parametro.

. Selecione Executar.

. Revise quaisquer erros especificos e obtenha os links de artigos da KB associados.

-~ ® QO O

. Va para o artigo especifico da KB listado para cada problema ou execute o recurso especificado.

g. Se um KB for especificado, conclua o processo descrito no artigo da KB relevante.



h. Depois de resolver problemas de cluster, execute GET /Health-checks//log novamente.

Verificagoes de integridade do armazenamento feitas pelo servigo

As verificagcbes de integridade do armazenamento fazem as seguintes verificagdes por cluster.

Nome de verificagao

check_async_results

check_cluster_faults

check_upload_speed

connection_speed_check

check_cores

check_root_disk space

check_var_log_disk_space

check_pending_nodes

Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Né/cluster

Cluster

Cluster

No

No

No

No

No6

Cluster

Descrigao

Verifica se o numero de resultados
assincronos no banco de dados
esta abaixo de um numero de
limite.

Verifica se ndo ha falhas de cluster
de bloqueio de atualizacao
(conforme definido na fonte do
elemento).

Mede a velocidade de upload entre
0 n6 de armazenamento e o n6 de
gerenciamento.

Verifica se os nds tém conetividade
com o no6 de gerenciamento que
serve pacotes de atualizagao e
estima a velocidade da conexéo.

Verifica o despejo de falhas do
kernel e arquivos de nucleo no no.
A verificacao falha para qualquer
falha em um periodo de tempo
recente (limite de 7 dias).

Verifica se o sistema de arquivos
raiz tem espaco livre suficiente
para executar uma atualizagéo.

Verifica se /var/log 0 espago
livre atende a algum limite de
porcentagem livre. Se nado o fizer, a
verificagdo ird rodar e purgar os
registos mais antigos, de forma a
ficar abaixo do limite. A verificagcao
falha se nao for bem sucedida em
criar espaco livre suficiente.

Verifica se ndo ha nés pendentes
no cluster.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Atualizar um né6 de gerenciamento

Vocé pode atualizar seu n6é de gerenciamento para o né de gerenciamento 12,5 ou
posterior a partir da versao 12,3.x ou posterior.

A atualizac&o do sistema operacional de nds de gerenciamento ndo € mais necessaria para atualizar o
software Element no cluster de storage. Basta atualizar os servigos de gerenciamento para a versdo mais
recente para realizar atualizagbes de elementos usando o Controle de nuvem hibrida da NetApp. Siga o
procedimento de atualizagdo do né de gerenciamento para o cenario se desejar atualizar o sistema
operacional do né de gerenciamento por outros motivos, como corre¢ao de seguranca.

Se vocé precisar de informagdes sobre a atualizagao dos nés de gerenciamento 12,2 ou
@ anteriores, consulte o "Documentagéo de atualizagdo do n6 de gerenciamento do Element
12,3.x".

Etapa 1: Atualize a versao do hardware da VM em um né de gerenciamento

Se vocé estiver realizando uma atualizagao in-place de um no de gerenciamento existente para o Element
12.9, antes de atualizar, certifique-se de que a versado do hardware da maquina virtual no n6 de
gerenciamento seja compativel com o ESXi 6.7 (versao de hardware da maquina virtual 14) ou posterior,
dependendo do seu ambiente.

Passos
1. Faca login no vSphere Web Client como um vCenter Administrator.

2. No menu vSphere Client, selecione VMs e modelos.

3. Clique com o botéo direito do rato na maquina virtual (VM) e selecione Power > Shut Down Guest os.
Aguarde até que a VM seja desligada.

4. Clique com o botao direito do rato na VM e selecione Compatibilidade > Atualizar a compatibilidade da
VM.

Selecione Sim.

Selecione ESXi 6,7 ou uma versao posterior, dependendo da versao do seu ambiente vSphere.

Selecione OK.

©© N o O

Apds a conclusao da atualizacdo, clique com o botao direito do Mouse na VM e selecione Power > Power
on.

9. Selecione Atualizagao do cliente vSphere e verifique se a Compatibilidade da VM esta na versao
desejada.

Etapa 2: Atualize um n6 de gerenciamento para o elemento 12,5 ou posterior
Escolha uma das seguintes op¢des de atualizagéo:

* 5 ou posterior a partir da versado 12,3.x ou posterior
* Reconfigure a autenticagao usando a APl REST do n6 de gerenciamento
Escolha esta opgao se vocé tiver sequencialmente atualizado (1) a versao dos servigos de

gerenciamento e (2) a verséo de armazenamento de elementos e quiser manter o né de gerenciamento
existente:


https://docs.netapp.com/us-en/element-software-123/upgrade/task_hcc_upgrade_management_node.html
https://docs.netapp.com/us-en/element-software-123/upgrade/task_hcc_upgrade_management_node.html

Se vocé ndo atualizar sequencialmente seus servigos de gerenciamento seguidos pelo
armazenamento de elementos, ndo podera reconfigurar a reautenticagdo usando este
procedimento. Em vez disso, siga o procedimento de atualizagdo apropriado.

Atualize um né de gerenciamento para a versao 12,5 ou posterior a partir da versao 12,3.x ou posterior

Vocé pode fazer uma atualizagdo no local do né de gerenciamento da versao 12,3.x ou posterior para a
versdo 12,5 ou posterior sem precisar provisionar uma nova VM do n6 de gerenciamento.

@ O né de gerenciamento do Element 12,5 ou posterior € uma atualizagéo opcional. Nao é
necessario para implantagdes existentes.

Antes de comegar
* ARAM da VM do n6 de gerenciamento é 24GB.

» O n6 de gerenciamento que vocé pretende atualizar é a versdo 12,0 e usa a rede IPv4. O n6 de
gerenciamento versao 12,5 ou posterior ndo suporta IPv6.

Para verificar a versao do n6 de gerenciamento, faga login no n6é de gerenciamento e veja o
numero da versao do elemento no banner de login.

* Vocé atualizou seu pacote de servigos de gerenciamento para a versao mais recente usando o controle de
nuvem hibrida da NetApp. Vocé pode acessar o controle de nuvem hibrida da NetApp a partir do seguinte
IP: https://<ManagementNodeIP>

» Se vocé estiver atualizando seu n6 de gerenciamento para a versao 12,5 ou posterior, precisara dos
servigos de gerenciamento 2.21.61 ou posterior para continuar.

* Vocé configurou um adaptador de rede adicional (se necessario) usando as instrugbées do "Configurando
uma NIC de armazenamento adicional".

Os volumes persistentes podem exigir um adaptador de rede adicional se o ethO n&o puder
ser roteado para o SVIP. Configure um novo adaptador de rede na rede de armazenamento
iISCSI para permitir a configuragéo de volumes persistentes.

* Os nos de storage estdo executando o elemento 12,3.x ou posterior.

Passos
1. Faca login na VM do né de gerenciamento usando SSH ou acesso ao console.

2. Faca o download do "No¢ de gestédo ISO" software for Element do site de suporte da NetApp para a VM do
no de gerenciamento.

@ O nome do ISO é semelhante solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

3. Verifique a integridade do download executando o md5sum no arquivo baixado e compare a saida com o
que esta disponivel no site de suporte da NetApp para o software Element, como no exemplo a seguir:

sudo md5sum -b <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.iso

4. Monte aimagem ISO do n6 de gerenciamento e copie o conteudo para o sistema de arquivos usando os


https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_install_add_storage_NIC.html
https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_install_add_storage_NIC.html
https://mysupport.netapp.com/site/products/all/details/element-software/downloads-tab

seguintes comandos:

sudo mkdir -p /upgrade

sudo mount <solidfire-fdva-<Element release>-patchX-XX.X.X.XXXX.iso>
/mnt

sudo cp -r /mnt/* /upgrade
5. Mude para o diretdrio inicial e desmonte o arquivo ISO de /mnt:
sudo umount /mnt

6. Exclua o ISO para economizar espago no né de gerenciamento:

sudo rm <path to iso>/solidfire-fdva-<Element release>-patchX-
XX.X.X.XXXX.is0

7. No n6 de gerenciamento que vocé esta atualizando, execute o seguinte comando para atualizar a versao
do SO do né de gerenciamento. O script retém todos os arquivos de configuragdo necessarios apos a
atualizagé@o, como o coletor Active I1Q e as configuragdes de proxy.

sudo /sf/rtfi/bin/sfrtfi inplace
file:///upgrade/casper/filesystem.squashfs sf upgrade=1

O né de gerenciamento reinicializa com um novo sistema operacional apés a conclusao do processo de
atualizacéo.

Depois de executar o comando sudo descrito nesta etapa, a sessdao SSH é morta. O acesso
ao console é necessario para monitoramento continuo. Se ndo houver acesso ao console

@ disponivel ao executar a atualizagao, tente novamente o login SSH e verifique a
conetividade apos 15 a 30 minutos. Depois de fazer login, vocé pode confirmar a nova
versao do sistema operacional no banner SSH que indica que a atualizagao foi bem-
sucedida.

8. No no de gerenciamento, execute o redeploy-mnode script para reter as configuragdes anteriores dos
servigos de gerenciamento:

O script retém a configuragéo anterior dos servigos de gerenciamento, incluindo a
@ configuragéo do servigo coletor Active 1Q, controladores (vCenters) ou proxy, dependendo
de suas configuragoes.



sudo /sf/packages/mnode/redeploy-mnode -mu <mnode user>

Se vocé ja tinha desabilitado a funcionalidade SSH no né de gerenciamento, vocé precisa

@ "Desative o SSH novamente"no n6 de gerenciamento recuperado. O recurso SSH que fornece
"Acesso a sessao do tunel de suporte remoto (RST) do suporte da NetApp" esta habilitado no
no6 de gerenciamento por padréo.

Reconfigure a autenticagdo usando a APl REST do né de gerenciamento

Vocé pode manter seu né de gerenciamento existente se tiver atualizado sequencialmente (1) servigos de
gerenciamento e (2) storage de elementos. Se vocé seguiu uma ordem de atualizagdo diferente, consulte os
procedimentos para atualizagdes de nds de gerenciamento no local.

Antes de comecgar
» Vocé atualizou seus servigos de gerenciamento para a versao 2.20.69 ou posterior.

* Seu cluster de storage esta executando o Element 12,3 ou posterior.

* Vocé atualizou seus servigos de gerenciamento sequencialmente, seguindo a atualizagéo do storage
Element. Nao é possivel reconfigurar a autenticagao utilizando este procedimento, a menos que tenha
concluido atualizagbes na sequéncia descrita.

Passos
1. Abra a IU da API REST do né de gerenciamento no n6 de gerenciamento:

https://<ManagementNodeIP>/mnode

2. Selecione autorizar e preencha o seguinte:
a. Introduza o nome de utilizador e a palavra-passe do cluster.
b. Introduza a ID do cliente como mnode-client se o valor ainda néo estivesse preenchido.
c. Selecione autorizar para iniciar uma sessao.

Na IU da API REST, selecione POST /services/reconfigure-auth.

Selecione Experimente.

Para o parametro load_images, true selecione .

o g kW

Selecione Executar.

O corpo de resposta indica que a reconfiguragao foi bem-sucedida.

Encontre mais informagoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"


https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_ssh_management.html
https://docs.netapp.com/pt-br/element-software/mnode/task_mnode_enable_remote_support_connections.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Atualizar servigos de gestao

Vocé pode atualizar seus servigos de gerenciamento para a versao mais recente do
pacote depois de ter instalado o n6 de gerenciamento 11,3 ou posterior.

A partir da versao do no6 de gerenciamento do Element 11,3, o design do n6é de gerenciamento foi alterado
com base em uma nova arquitetura modular que fornece servigos individuais. Esses servigos modulares
fornecem recursos de gerenciamento central e estendido para um sistema de storage all-flash SolidFire. Os
servigos de gerenciamento incluem servigos de telemetria, log e atualizagdo do sistema, o servigo Qossoc
para plug-in Element para vCenter Server, controle de nuvem hibrida NetApp e muito mais.

Sobre esta tarefa

O pacote de servigos de gerenciamento 2.27 inclui o plug-in Element para vCenter Server 5.5, que é
compativel apenas com o n6 de gerenciamento 12.8 ou posterior. Ao atualizar para os servigos de
gerenciamento 2.27, vocé deve alterar a sequéncia de atualizagdo e atualizar o pacote de servigos de
gerenciamento apos a atualizagéo para o Element 12.9 para ter compatibilidade entre o né de gerenciamento
e 0s servicos de gerenciamento.

Se vocé estiver atualizando para os servigos de gerenciamento 2.21.61 a 2.26.40, devera atualizar o pacote
de servigos de gerenciamento antes de atualizar para o Element 12.9.

» Os servicos de gerenciamento 2.22.7 incluem o plug-in Element para vCenter Server 5.0,
que contém o plug-in remoto. Se vocé utiliza o plug-in Element, deve atualizar para os
servigos de gerenciamento 2.22.7 ou posterior para estar em conformidade com a diretiva

@ da VMware que remove o suporte para plug-ins locais. "Saiba mais".

» Para obter as notas de versao mais recentes dos servigos de gerenciamento que
descrevem os principais servigos, novos recursos, corregdes de bugs e solucdes
alternativas para cada pacote de servigos, consulte "notas de lancamento dos servicos de
gerenciamento”

O que vocé vai precisar

A partir dos servigos de gerenciamento 2.20.69, vocé deve aceitar e salvar o Contrato de Licenga de Usuario
final (EULA) antes de usar a IU ou API do Controle de nuvem hibrida da NetApp para atualizar os servigos de
gerenciamento:

1. Abra o endereco IP do né de gerenciamento em um navegador da Web:
https://<ManagementNodeIP>

2. Faca login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage.

3. Selecione Upgrade perto do canto superior direito da interface.
4. O EULA aparece. Role para baixo, selecione Aceito para atualizagdes atuais e futuras e selecione
Salvar.

Atualizar opgoes

Vocé pode atualizar os servigos de gerenciamento usando a IU do Controle de nuvem hibrida da NetApp ou a
API REST do n6 de gerenciamento:
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https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere-sdks-tools/8-0/developing-local-plug-ins-client-sdk/about-this-book-local/deprecation-of-local-plug-in-architecture.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes

+ Atualize os servigos de gerenciamento usando o Hybrid Cloud Control (Método recomendado)

+ Atualize os servicos de gerenciamento usando a API do n6 de gerenciamento

Atualize os servigos de gerenciamento usando o Hybrid Cloud Control

Vocé pode atualizar seus servigos de gerenciamento do NetApp usando o controle de nuvem hibrida da
NetApp.

Pacotes de servigos de gerenciamento fornecem funcionalidades aprimoradas e corregdes para sua
instalacao fora dos principais langamentos.

Antes de comecgar
» Vocé esta executando o n6 de gerenciamento 11,3 ou posterior.

« Se vocé estiver atualizando os servigos de gerenciamento para a verséo 2,16 ou posterior e estiver
executando um no de gerenciamento 11,3 a 11,8, precisara aumentar a RAM da VM do né de
gerenciamento antes de atualizar os servicos de gerenciamento:

a. Desligue a VM do né de gerenciamento.
b. Altere a RAM da VM do n6 de gerenciamento de 12GB GB para 24GB GB de RAM.
c. Ligue a VM do n6 de gerenciamento.

» Aversao do cluster esta executando o software NetApp Element 11,3 ou posterior.

* Vocé atualizou seus servigos de gerenciamento para pelo menos a versao 2,1.326. Os upgrades do
controle de nuvem hibrida da NetApp n&o estao disponiveis em pacotes de servigos anteriores.

@ Para obter uma lista de servicos disponiveis para cada versao do pacote de servicos, consulte
o "Notas de versao dos Servicos de Gestao".

Passos

1. Abra o endereco IP do né de gerenciamento em um navegador da Web:
https://<ManagementNodeIP>

2. Faga login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage.

3. Selecione Upgrade perto do canto superior direito da interface.
4. Na pagina atualizagdes, selecione a guia Servigos de gerenciamento.

5. Siga as instrugbes na pagina para baixar e salvar um pacote de atualizagdo de servigos de gerenciamento
no computador.

6. Selecione Procurar para localizar o pacote que vocé salvou e envia-lo.
Depois de carregar o pacote, a atualizagao € iniciada automaticamente.
Apos o inicio da atualizagao, vocé pode ver o status da atualizagdo nesta pagina. Durante a atualizagao,

vocé pode perder a conexao com o Controle de nuvem hibrida da NetApp e ter que fazer login novamente
para ver os resultados da atualizacao.


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes

Atualize os servigos de gerenciamento usando a APl do né de gerenciamento

Os usuarios devem, idealmente, executar atualizagdes de servigos de gerenciamento a partir do Controle de
nuvem hibrida da NetApp. No entanto, vocé pode fazer o upload, extrair e implantar manualmente uma
atualizacao de pacote de servigos para os servigos de gerenciamento no né de gerenciamento usando a API
REST. Vocé pode executar cada comando a partir da IlU da APl REST para o n6 de gerenciamento.

Antes de comecar
* Vocé implantou um n6 de gerenciamento de software NetApp Element 11,3 ou posterior.

» Se voceé estiver atualizando os servigos de gerenciamento para a versao 2,16 ou posterior e estiver
executando um né de gerenciamento 11,3 a 11,8, precisara aumentar a RAM da VM do n6 de
gerenciamento antes de atualizar os servigos de gerenciamento:

a. Desligue a VM do n6 de gerenciamento.
b. Altere a RAM da VM do né de gerenciamento de 12GB GB para 24GB GB de RAM.
c. Ligue a VM do n6 de gerenciamento.

» Aversao do cluster esta executando o software NetApp Element 11,3 ou posterior.

» Vocé atualizou seus servigos de gerenciamento para pelo menos a versao 2,1.326. Os upgrades do
controle de nuvem hibrida da NetApp n&o estao disponiveis em pacotes de servicos anteriores.

@ Para obter uma lista de servigos disponiveis para cada versao do pacote de servigos,
consulte o "Notas de versado dos Servigos de Gestao".

Passos
1. Abra a IU da API REST no n6 de gerenciamento: https://<ManagementNodelP>/mnode
2. Selecione autorizar e preencha o seguinte:

a. Introduza o nome de utilizador e a palavra-passe do cluster.

b. Introduza a ID do cliente como mnode-client se o valor ainda néo estivesse preenchido.
c. Selecione autorizar para iniciar uma sessao.

d. Feche ajanela.

3. Carregue e extraia o pacote de servigos no né de gerenciamento usando este comando: PUT
/services/upload

4. Implante os servigos de gerenciamento no né de gerenciamento: PUT /services/deploy

5. Monitorize o estado da atualizagdo: GET /services/update/status

Uma atualizagdo bem-sucedida retorna um resultado semelhante ao seguinte exemplo:

{

"current version": "2.10.29",
"details": "Updated to version 2.17.52",
"status": "success"

}
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Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Atualize o software Element

Para atualizar o software NetApp Element, vocé pode usar a IlU ou a APl REST do
NetApp Hybrid Cloud Control. Certas operagdes sao suprimidas durante uma atualizacao
do software Element, como adicionar e remover nos, adicionar e remover unidades, e
comandos associados a iniciadores, grupos de acesso de volume e redes virtuais, entre
outros.

O pacote de servigos de gerenciamento 2.27 inclui o plug-in Element para vCenter Server 5.5,
que é compativel apenas com o n6 de gerenciamento 12.8 ou posterior. Ao atualizar para os
servigos de gerenciamento 2.27, vocé deve alterar a sequéncia de atualizagao e atualizar o
@ pacote de servigos de gerenciamento apds a atualizagéo para o Element 12.9 para ter
compatibilidade entre o n6 de gerenciamento e os servigos de gerenciamento.

Se vocé estiver atualizando para os servigos de gerenciamento 2.21.61 a 2.26.40, devera
atualizar o pacote de servigos de gerenciamento antes de atualizar para o Element 12.9.

Antes de comecar

« Admin Privileges: Vocé tem permissdes de administrador de cluster de armazenamento para executar a
atualizacéo.

« Caminho de atualizagao valido: Vocé verificou as informagées do caminho de atualizagao para a versao
do Element para a qual esta atualizando e verificou que o caminho de atualizacao é valido. "NetApp KB:
Matriz de atualizacao para clusters de armazenamento que executam o software NetApp Element"

A partir do Element 12,5, o NetApp HealthTools ndo é mais suportado para atualizagdes de software
Element. Se vocé estiver executando o Element 11,0 ou 11,1, primeiro "Atualize para o elemento 12,3.x
usando HealthTools" e depois atualize para o Element 12,5 ou posterior usando o Controle de nuvem
hibrida da NetApp.

« Sincronizagao da hora do sistema: VVocé garantiu que a sincronizagédo da hora do sistema em todos os
nés e que o NTP esta configurado corretamente para o cluster de armazenamento e nés. Cada né deve
ser configurado com um servidor de nomes DNS na IU da Web por n6 (https://[IP address]:442)
sem falhas de cluster n&o resolvidas relacionadas ao desvio de tempo.

» Portas do sistema: Se vocé estiver usando o Controle de nuvem hibrida da NetApp para atualizagées,
vocé garantiu que as portas necessarias estejam abertas. Consulte "Portas de rede" para obter mais
informacdes.

* N6 de gerenciamento: Para a APl e a IU do NetApp Hybrid Cloud Control, o n6 de gerenciamento em seu
ambiente esta executando a versao 11,3.

* Integridade do cluster: Vocé verificou que o cluster esta pronto para ser atualizado. "Execute verificagoes
de integridade do storage Element antes de atualizar o storage"Consulte .

» * Controlador de gerenciamento de placa base (BMC) atualizado para nés de storage de H610S GB*:
Vocé atualizou a verséo do BMC para seus nés de H610S GB. Consulte "notas de versao e instrucoes de
atualizacao".
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* Tempo de processo de atualizagao: Vocé agendou tempo suficiente para realizar a atualizagdo. Quando
vocé atualiza para o software Element 12,5 ou posterior, o tempo do processo de atualizagéo varia
dependendo da versao atual do software Element e das atualizagdes de firmware.

N6 de storage Versao atual do O tempo O tempo Tempo total
software Element aproximado de aproximado de aproximado de
instalagao de sincronizagao de atualizagao por né
software e dados por no6 2

firmware por no 1

Todos os noés da 12.x 15 minutos 10 a 15 minutos 20 a 30 minutos
série H SolidFire e

NetApp com

firmware atualizado

3

H610S e H410S 12.xe 11,8 60 minutos 30 a 60 minutos 90 a 120 minutos

H610S 11,7 e anteriores 90 minutos 40 a 70 minutos De 130 a 160
minutos, vocé
também precisa
"execute um
desligamento
completo doné e
desconexao de
energia" para cada
né H610S.

1 para obter uma matriz completa de firmware e firmware de driver para o seu hardware, "Versoes de
firmware de storage compativeis para nés de storage do SolidFire"consulte .

2 se vocé combinar um cluster com uma carga de |IOPS de gravagao pesada com um tempo de
atualizagéo de firmware mais longo, o tempo de sincronizagao de dados aumentara.

3 os seguintes nds ndo sao suportados. Se vocé tentar atualizar um desses nés para uma versao de
elemento ndo suportado, vera um erro informando que o0 n6 n&o é suportado pelo elemento 12.x:

o A partir dos nos de storage Element 12,8, SF4805, SF9605, SF19210 e SF38410.

o A partir dos nos de storage Element 12,7, SF2405 e SF9608 e dos nés FC de FC0025 e SF-FCN-01.

« Contrato de Licenca de Usuario final (EULA): Comecando com os servigos de gerenciamento 2.20.69,
vocé deve aceitar e salvar o EULA antes de usar a interface de usuario ou APl do NetApp Hybrid Cloud
Control para atualizar o software Element:

a. Abra o endereco IP do né de gerenciamento em um navegador da Web:

https://<ManagementNodeIP>

b. Facga login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do
cluster de storage.

c. Selecione Upgrade perto do canto superior direito da interface.

d. O EULA aparece. Role para baixo, selecione Aceito para atualizagées atuais e futuras e selecione
Salvar.

14


https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://docs.netapp.com/pt-br/element-software/hardware/fw_storage_nodes.html
https://docs.netapp.com/pt-br/element-software/hardware/fw_storage_nodes.html

Opgodes de atualizagao
Escolha uma das seguintes opgdes de atualizagdo do software Element:

* Use a IU do Controle de nuvem hibrida da NetApp para atualizar o storage Element

» Use a API de controle de nuvem hibrida da NetApp para atualizar o storage Element

Se vocé estiver atualizando um né da série H610S para o elemento 12,5 ou posterior e 0 né

@ estiver executando uma versao do Element anterior a 11,8, sera necessario executar as etapas
de atualizagao adicionais "Artigo da KB" para cada no de storage. Se vocé estiver executando o
Element 11,8 ou posterior, as etapas adicionais de atualizagdo ndo serdo necessarias.

Use a IU do Controle de nuvem hibrida da NetApp para atualizar o storage Element

Usando a IU do Controle de nuvem hibrida da NetApp, vocé pode atualizar um cluster de storage.

@ Para possiveis problemas durante a atualizagdo dos clusters de storage usando o Controle de
nuvem hibrida da NetApp e suas solugdes alternativas, consulte este "Artigo da KB".

Passos
1. Abra o endereco IP do né de gerenciamento em um navegador da Web:

https://<ManagementNodeIP>

2. Faca login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage.

3. Selecione Upgrade perto do canto superior direito da interface.

4. Na pagina Upgrades, selecione Storage.

A guia Storage lista os clusters de armazenamento que fazem parte da sua instalagdo. Se um cluster
estiver inacessivel pelo Controle de nuvem hibrida da NetApp, ele ndo sera exibido na pagina Upgrades.

5. Escolha entre as opg¢des a seguir e execute o conjunto de etapas aplicaveis ao cluster:
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Opcao

Todos os clusters executando o elemento 11,8 e
posterior

Passos

a. Selecione Procurar para carregar o pacote de

atualizacao que transferiu.

. Aguarde até que o upload seja concluido. Uma

barra de progresso mostra o status do upload.

O upload do arquivo sera perdido
se vocé navegar para longe da
janela do navegador.

E apresentada uma mensagem no ecra depois
de o ficheiro ser carregado e validado com
éxito. A validagdo pode demorar varios minutos.
Se vocé navegar para longe da janela do
navegador nesta fase, o upload do arquivo sera
preservado.

c. Selecione Begin Upgrade.

O Status do Upgrade muda
durante a atualizagao para refletir
o status do processo. Ele
também muda em resposta as
acoes que vocé toma, como
pausar a atualizagao, ou se a
atualizacao retornar um erro.
Alteragdes de status da
atualizacaoConsulte .

Enquanto a atualizagéo estiver
em andamento, vocé pode sair
da pagina e voltar a ela mais
tarde para continuar monitorando
0 progresso. A pagina nao

@ atualiza dinamicamente o status
e a verséo atual se a linha do
cluster for recolhida. A linha do
cluster deve ser expandida para
atualizar a tabela ou vocé pode
atualizar a pagina.

Pode transferir registos apds a conclusao da
atualizacéo.



Opcao

Vocé esta atualizando um cluster H610S
executando a versao do Element anterior a 11,8.

Alteracoes de status da atualizagao

Passos

a. Selecione a seta suspensa ao lado do cluster
que vocé esta atualizando e selecione a partir
das versdes de atualizagao disponiveis.

b. Selecione Begin Upgrade. Apds a conclusao
da atualizagao, a IU solicitara que vocé execute
etapas adicionais de atualizagao.

c. Conclua as etapas adicionais necessarias no
"Artigo da KB" e confirme na IU que concluiu a
fase 2.

Pode transferir registos apds a conclusao da
atualizacdo. Para obter informacdes sobre as varias
alteracdes de status de atualizacdo, Alteracoes de
status da atualizagaoconsulte .

Aqui estéo os diferentes estados que a coluna Status da atualizagao na IU mostra antes, durante e apds o

processo de atualizagao:

Estado de atualizagao

Atualizado

Versodes disponiveis

Em curso

Atualizar Pausando

Em pausa

Descrigédo

O cluster foi atualizado para a versao mais recente do
Element disponivel.

Versdes mais recentes do Element e/ou firmware de
storage estéo disponiveis para atualizacao.

A atualizacéo esta em andamento. Uma barra de
progresso mostra o status da atualizagdo. As
mensagens na tela também mostram falhas no nivel
do no e exibem a ID do n6 de cada no no cluster a
medida que a atualizagao progride. Vocé pode
monitorar o status de cada n6 usando a IU do
Element ou o plug-in do NetApp Element para a IU do
vCenter Server.

Vocé pode optar por pausar a atualizagao.
Dependendo do estado do processo de atualizagdo, a
operagao de pausa pode ser bem-sucedida ou falhar.
Vocé vera um prompt da interface do usuario
solicitando que vocé confirme a operagao de pausa.
Para garantir que o cluster esteja em um local seguro
antes de pausar uma atualizacao, pode levar até duas
horas para que a operagao de atualizagao seja
completamente pausada. Para retomar a atualizacao,
selecione Resume.

Fez uma pausa na atualizagdo. Selecione Resume
para retomar o processo.
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Estado de atualizagao Descrigdo

Erro

Ocorreu um erro durante a atualizagdo. Vocé pode
baixar o log de erros e envia-lo para o suporte da
NetApp. Depois de resolver o erro, vocé pode retornar
a pagina e selecionar Resume. Quando vocé retoma
a atualizacgéo, a barra de progresso recua por alguns
minutos enquanto o sistema executa a verificagdo de
integridade e verifica o estado atual da atualizagéao.

Completo com acompanhamento Somente para ndés H610S atualizando a partir da

versao do Element anterior a 11,8. Apés a conclusao
da fase 1 do processo de atualizagao, este estado
solicita que vocé execute etapas adicionais de
atualizagao (consulte a "Artigo da KB" ). Depois de
concluir a fase 2 e confirmar que a concluiu, o estado
muda para até a data.

Use a API de controle de nuvem hibrida da NetApp para atualizar o storage
Element

Vocé pode usar APIs para atualizar nés de storage em um cluster para a versdo mais recente do software
Element. Vocé pode usar uma ferramenta de automacao de sua escolha para executar as APIs. O fluxo de
trabalho da API documentado aqui usa a IU da APl REST disponivel no né de gerenciamento como exemplo.

Passos

1. Faca download do pacote de atualizagdo de armazenamento para um dispositivo que esteja acessivel ao
no de gerenciamento.

Va para o software Element "pagina de transferéncias" e faga o download da imagem de n6 de storage
mais recente.

2. Faca o upload do pacote de atualizagdo de armazenamento para o n6 de gerenciamento:
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a. Abra a IU da API REST do né de gerenciamento no né de gerenciamento:

https://<ManagementNodeIP>/package-repository/1/

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
ii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizagao.
c. Na IU da API REST, selecione POST /packages.
d. Selecione Experimente.
e. Selecione Procurar e selecione o pacote de atualizagao.
f. Selecione execute para iniciar o upload.

g. Na resposta, copie e salve o ID do (*"id" pacote ) para uso em uma etapa posterior.


https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/H_Series/NetApp_H610S_storage_node_power_off_and_on_procedure
https://mysupport.netapp.com/site/products/all/details/element-software/downloads-tab

3. Verifique o status do upload.
a. Na IU da API REST, selecione GET /packages/ id/status.
b. Selecione Experimente.
c. Insira o ID do pacote que vocé copiou na etapa anterior em id.

d. Selecione execute para iniciar a solicitacao de status.
A resposta indica state como SUCCESS quando concluida.

4. Localize a ID do cluster de armazenamento:

a. Abra a IU da API REST do né de gerenciamento no n6 de gerenciamento:

https://<ManagementNodeIP>/inventory/1/

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
iii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizacéo.
Na IU da API REST, selecione GET /installations.
Selecione Experimente.

. Selecione Executar.

-~ ® o o

. Na resposta, copie o ID do ativo de instalagdo ("1id").

. Na IU da API REST, selecione *GET /installations/

o «Q

. Selecione Experimente.
i. Cole o ID do ativo de instalagdo no campo id.

j- Selecione Executar.

k. A partir da resposta, copie e salve o ID do cluster de armazenamento ("id") do cluster que pretende

atualizar para uso em uma etapa posterior.

5. Execute a atualizagdo de armazenamento:

a. Abra a IU da API REST de storage no n6 de gerenciamento:

https://<ManagementNodeIP>/storage/1/

b. Selecione autorizar e preencha o seguinte:

i. Introduza o nome de utilizador e a palavra-passe do cluster.

ii. Introduza a ID do cliente como mnode-client.
iii. Selecione autorizar para iniciar uma sessao.

iv. Feche a janela autorizacgéo.
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c. Selecione POST /Upgrades.
d. Selecione Experimente.
e. Introduza a ID do pacote de atualizagdo no campo Parameter (parametro).

f. Introduza a ID do cluster de armazenamento no campo Parameter (parametro).

A carga util deve ser semelhante ao seguinte exemplo:

"config": {1},
"packageId": "884fl14a4-5a2a-11e9-9088-6c0b84e211c4d",
"storageId": "884f14a4-5a2a-11e9-9088-6c0b84e211c4d"

g. Selecione execute para iniciar a atualizagao.

A resposta deve indicar o estado como initializing:

" links": {
"collection": "https://localhost:442/storage/upgrades",
"self": "https://localhost:442/storage/upgrades/3fa85f64-1111-4562-

b3fc-2c963fo66abcl",
"log": https://localhost:442/storage/upgrades/3fa85f64-1111-4562-
b3fc-2c963f66abcl/log
by
"storageId": "114f14a4-1ala-11e9-9088-6c0b84e200b4",
"upgradeId": "334fl4a4-1ala-11e9-1055"-6c0b84e2001b4",
"packageId": "774fl4a4-1ala-11e9-8888-6c0b84e200b4",
"config": {1},
"state": "initializing",
"status": {
"availableActions": |
"string"
1y
"message": "string",
"nodeDetails": [
{
"message": "string",
"step": "NodePreStart",
"nodeID": O,
"numAttempt": O
}
1,
"percent": O,

"step": "ClusterPreStart",



"timestamp": "2020-04-21T22:10:57.0572",
"failedHealthChecks": [

{
"checkID": O,

"name": "string",
"displayName": "string",
"passed": true,

"kb": "string",
"description": "string",
"remedy": "string",
"severity": "string",
"data": {1},

"nodeID": O

]
by
"taskId": "123fl4a4-1ala-11e9-7777-6c0b84el123b2",
"dateCompleted": "2020-04-21T22:10:57.0572",
"dateCreated": "2020-04-21T22:10:57.0572"

a. Copie o ID de atualizacdo ("upgradeId") que faz parte da resposta.

6. Verifigue o progresso e os resultados da atualizagao:

a. Selecione *GET /Upgrades/

b. Selecione Experimente.

c. Insira o ID de atualizagdo da etapa anterior em upgradeld.
d. Selecione Executar.

e. Siga um destes procedimentos se houver problemas ou requisitos especiais durante a atualizagao:
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Opcao

Vocé precisa corrigir problemas de integridade do
cluster devido a failedHealthChecks
mensagem no corpo de resposta.

Vocé precisa pausar a atualizagdo porque a
janela de manutencgéao esta fechando ou por outro
motivo.

Passos

i. Va para o artigo especifico da KB listado para
cada problema ou execute o recurso
especificado.

ii. Se um KB for especificado, conclua o
processo descrito no artigo da KB relevante.

i. Depois de resolver problemas de cluster,
reautentique se necessario e selecione *put
/Upgrades/

v. Selecione Experimente.

v. Insira o ID de atualizagao da etapa anterior
em upgradeld.

Vi. Introduza "action":"resume" 0 corpo do
pedido.

"action": "resume"

vii. Selecione Executar.

i. Reautentique se necessario e selecione *put
/Upgrades/

i. Selecione Experimente.

i. Insira o ID de atualizacao da etapa anterior
em upgradeld.

V. Introduza "action":"pause" o corpo do
pedido.

"action": "pause"

v. Selecione Executar.



Opcao

Se vocé estiver atualizando um cluster H610S
executando uma versao do Element anterior a
11,8, vocé vera o estado finishedNeedsAck no
corpo da resposta.vocé deve executar etapas de
atualizacéo adicionais para cada né de storage
H610S.

Passos

Vi.

Conclua as etapas adicionais de atualizacéo
"Artigo da KB" para cada no.

Reautentique se necessario e selecione *put
/Upgrades/

Selecione Experimente.

Insira o ID de atualizagao da etapa anterior
em upgradeld.

Introduza "action":"acknowledge" O
corpo do pedido.

"action": "acknowledge"

Selecione Executar.

f. Execute a API GET /Upgrades/"upgradeld” varias vezes, conforme necessario, até que o processo

esteja concluido.

Durante a atualizagdo, o status indica running se ndo foram encontrados erros. A medida que
cada no é atualizado, o step valor muda para NodeFinished.

A atualizacéao foi concluida com éxito quando o percent valor € 100 e 0 state indica finished.

O que acontece se uma atualizagao falhar usando o controle de nuvem hibrida da

NetApp

Se uma unidade ou no6 falhar durante uma atualizagado, a IU do Element mostrara falhas de cluster. O
processo de atualizacdo ndo avanga para o n6 seguinte e aguarda a resolucao das falhas do cluster. A barra
de progresso na IU mostra que a atualizagao esta aguardando a resolugéo das falhas do cluster. Nesta fase,
selecionar Pausa na IU ndo funcionara, porque a atualizagdo aguarda que o cluster esteja saudavel. Vocé
precisara ativar o suporte da NetApp para ajudar na investigagao de falha.

O controle de nuvem hibrida da NetApp tem um periodo de espera pré-definido de trés horas, durante o qual

um dos seguintes cenarios pode acontecer:

 As falhas do cluster séo resolvidas dentro da janela de trés horas e a atualizagdo é retomada. Vocé nao

precisa tomar nenhuma acao nesse cenario.

* O problema persiste apoés trés horas e o status da atualizacdo mostra erro com um banner vermelho.
Vocé pode retomar a atualizag&o selecionando Resume apds o problema ser resolvido.

* O suporte da NetApp determinou que a atualizagado precisa ser temporariamente cancelada para tomar
medidas corretivas antes da janela de trés horas. O suporte usara a AP| para cancelar a atualizagéo.
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Abortar a atualizag¢do do cluster enquanto um né esta sendo atualizado pode resultar na
remogao desgraciosa das unidades do n6. Se as unidades forem removidas sem graga,

@ adicionar as unidades de volta durante uma atualizagao exigira intervengao manual pelo
suporte da NetApp. O né pode estar demorando mais para fazer atualizagdes de firmware ou
atividades de sincronizagao pos-atualizagdo. Se o progresso da atualizagéo parecer
interrompido, entre em Contato com o suporte da NetApp para obter assisténcia.

Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Atualize o firmware de armazenamento

A partir do Element 12,0 e dos servigos de gerenciamento versao 2,14, € possivel fazer
atualizagbes somente de firmware nos nos de storage usando a IU e a API REST do
NetApp Hybrid Cloud Control. Esse procedimento ndo atualiza o software Element e
permite que vocé atualize o firmware de storage fora de uma verséo do elemento
principal.

O que vocé vai precisar

* Admin Privileges: Vocé tem permissées de administrador de cluster de armazenamento para executar a
atualizacéo.

+ Sincronizagao da hora do sistema: VVocé garantiu que a sincronizagéo da hora do sistema em todos os
nos e que o NTP esta configurado corretamente para o cluster de armazenamento e nés. Cada no6 deve
ser configurado com um servidor de nomes DNS na IU da Web por né (https://[IP address]:442)
sem falhas de cluster nao resolvidas relacionadas ao desvio de tempo.

» Portas do sistema: Se vocé estiver usando o Controle de nuvem hibrida da NetApp para atualizagdes,
vocé garantiu que as portas necessarias estejam abertas. Consulte "Portas de rede" para obter mais
informacdes.

* N6 de gerenciamento: Para a APl e a IU do NetApp Hybrid Cloud Control, o n6é de gerenciamento em seu
ambiente esta executando a verséo 11,3.

» Servigos de gerenciamento: Vocé atualizou seu pacote de servigos de gerenciamento para a versao
mais recente.

Para H610S nos de storage que executam o software Element versao 12,0, vocé deve aplicar o

@ D-patch SUST-909 antes de atualizar para o pacote de firmware de storage 2,27. Entre em
Contato com o suporte da NetApp para obter o D-patch antes de atualizar. "Notas de
langamento do pacote de firmware de armazenamento 2,27"Consulte .

E necessario atualizar para o pacote de servicos de gerenciamento mais recente antes de

@ atualizar o firmware nos nos de storage. Se vocé estiver atualizando o software Element para a
versao 12,2 ou posterior, precisara dos servigos de gerenciamento 2.14.60 ou posterior para
continuar.

 Cluster Health: Vocé executou verificagbes de integridade. "Execute verificacdes de integridade do
storage Element antes de atualizar o storage"Consulte .
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« * Controlador de gerenciamento de placa base (BMC) atualizado para H610S n6s*: Vocé atualizou a
versdo do BMC para seus H610S noés. "notas de versao e instrucoes de atualizacdo"Consulte .

@ Para obter uma matriz completa de firmware e firmware de driver para seu hardware, "Versoes
de firmware de storage compativeis para nos de storage do SolidFire"consulte .

* Tempo de processo de atualizagao: Vocé agendou tempo suficiente para realizar a atualizagao. Quando
vocé atualiza para o software Element 12,5 ou posterior, o tempo do processo de atualizagéo varia
dependendo da versao atual do software Element e das atualizacbes de firmware.

No6 de storage Versao atual do O tempo O tempo Tempo total
software Element aproximado de aproximado de aproximado de

instalagao de sincronizagdo de atualizagao por né
software e dados por né 2
firmware por né6 1

Todos os nés da 12.x 15 minutos 10 a 15 minutos 20 a 30 minutos

série H SolidFire e

NetApp com

firmware atualizado

3

H610S e H410S 12.xe 11,8 60 minutos 30 a 60 minutos 90 a 120 minutos

H610S 11,7 e anteriores 90 minutos 40 a 70 minutos De 130 a 160

minutos, vocé
também precisa
"execute um
desligamento
completodond e
desconexao de
energia" para cada
no H610S.

1 para obter uma matriz completa de firmware e firmware de driver para o seu hardware, "Versoes de
firmware de storage compativeis para nés de storage do SolidFire"consulte .

2 se vocé combinar um cluster com uma carga de IOPS de gravagao pesada com um tempo de
atualizacao de firmware mais longo, o tempo de sincronizagao de dados aumentara.

3 os seguintes nds nao sao suportados. Se vocé tentar atualizar um desses nés para uma versao de
elemento ndo suportado, vera um erro informando que o né néo é suportado pelo elemento 12.x:

o A partir dos n6s de storage Element 12,8, SF4805, SF9605, SF19210 e SF38410.

o A partir dos nés de storage Element 12,7, SF2405 e SF9608 e dos nés FC de FC0025 e SF-FCN-01.

» Contrato de Licenga de Usuario final (EULA): Comegando com os servigos de gerenciamento 2.20.69,
vocé deve aceitar e salvar o EULA antes de usar a interface ou API do Controle de nuvem hibrida da
NetApp para atualizar o firmware de armazenamento:

a. Abra o endereco IP do n6é de gerenciamento em um navegador da Web:

https://<ManagementNodeIP>
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b. Faca login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do
cluster de storage.

c. Selecione Upgrade perto do canto superior direito da interface.
d. O EULA aparece. Role para baixo, selecione Aceito para atualizagdes atuais e futuras e selecione
Salvar.

Opgodes de atualizagao
Escolha uma das seguintes opgdes de atualizagdo de firmware de armazenamento:

« Use a IU do Controle de nuvem hibrida da NetApp para atualizar o firmware do storage

« Use a API de controle de nuvem hibrida da NetApp para atualizar o firmware de storage

Use a IU do Controle de nuvem hibrida da NetApp para atualizar o firmware do
storage

Vocé pode usar a IU do Controle de nuvem hibrida da NetApp para atualizar o firmware dos nds de storage no
cluster.

O que vocé vai precisar

* Se 0 n6 de gerenciamento nao estiver conetado a Internet, vocé "transferido o pacote de firmware de
armazenamento"tera o .

@ Para possiveis problemas durante a atualizacdo dos clusters de storage usando o Controle de
nuvem hibrida da NetApp e suas solugdes alternativas, consulte o "Artigo da KB".

O processo de atualizagao leva aproximadamente 30 minutos por n6 de storage. Se vocé

estiver atualizando um cluster de storage Element para o firmware de storage mais recente que
a versao 2,76, os nos de storage individuais s6 serdo reiniciados durante a atualizagao se o
novo firmware tiver sido gravado no né.

Passos
1. Abra o endereco IP do né de gerenciamento em um navegador da Web:

https://<ManagementNodeIP>

2. Faga login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage.

3. Selecione Upgrade perto do canto superior direito da interface.

4. Na pagina Upgrades, selecione Storage.
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A guia Storage lista os clusters de armazenamento que fazem parte da sua instalagao. Se
um cluster estiver inacessivel pelo Controle de nuvem hibrida da NetApp, ele ndo sera
exibido na pagina Upgrades. Se voceé tiver clusters executando o Element 12,0 ou
posterior, vera a versao atual do pacote de firmware listada para esses clusters. Se os noés
em um unico cluster tiverem versdes de firmware diferentes ou a medida que a atualizagéo
progride, vocé vera Multiple na coluna Current firmware Bundle Version. Vocé pode

@ selecionar Multiple para navegar até a pagina nodes para comparar versdes de firmware.
Se todos os clusters estiverem executando versdes do Element anteriores a 12,0, vocé ndo
vera nenhuma informacéao sobre nimeros de versédo do pacote de firmware.

Se o cluster estiver atualizado e/ou nenhum pacote de atualizacao estiver disponivel, os
separadores Element e firmware Only ndo serdo apresentados. Essas guias também nao
sdo exibidas quando uma atualizagéo esta em andamento. Se a guia Element for exibida,
mas nao a guia firmware Only, nenhum pacote de firmware estara disponivel.

5. Selecione a seta suspensa ao lado do cluster que vocé esta atualizando.
6. Selecione Procurar para carregar o pacote de atualizagdo que transferiu.

7. Aguarde até que o upload seja concluido. Uma barra de progresso mostra o status do upload.
@ O upload do arquivo sera perdido se vocé navegar para longe da janela do navegador.

E apresentada uma mensagem no ecra depois de o ficheiro ser carregado e validado com éxito. A
validagdo pode demorar varios minutos. Se vocé navegar para longe da janela do navegador nesta fase, o
upload do arquivo sera preservado.

8. Selecione firmware only (apenas firmware) e selecione a partir das versdes de atualizagdo disponiveis.

9. Selecione Begin Upgrade.
O Status do Upgrade muda durante a atualizagao para refletir o status do processo. Ele

também muda em resposta as a¢des que vocé toma, como pausar a atualizagao, ou se a
atualizagao retornar um erro. Alteracoes de status da atualizagaoConsulte .

Enquanto a atualizagédo estiver em andamento, vocé pode sair da pagina e voltar a ela mais

@ tarde para continuar monitorando o progresso. A pagina nao atualiza dinamicamente o
status e a versao atual se a linha do cluster for recolhida. A linha do cluster deve ser
expandida para atualizar a tabela ou vocé pode atualizar a pagina.

Pode transferir registos apds a conclusao da atualizagao.

Alteracoes de status da atualizagao

Aqui estéo os diferentes estados que a coluna Status da atualizagado na IU mostra antes, durante e apds o
processo de atualizagao:
Estado de atualizagao Descrigcao

Atualizado O cluster foi atualizado para a versao mais recente do
Element disponivel ou o firmware foi atualizado para a
versao mais recente.
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Estado de atualizagao

N&o foi possivel detetar

Versdes disponiveis

Em curso

Atualizar Pausando

Em pausa

Erro

Descrigdo

Esse status é exibido quando a API de servi¢o de
armazenamento retorna um status de atualizagdo que
nao esta na lista enumerada de possiveis status de
atualizacéao.

Versdes mais recentes do Element e/ou firmware de
storage estao disponiveis para atualizagao.

A atualizacdo esta em andamento. Uma barra de
progresso mostra o status da atualizagdo. As
mensagens na tela também mostram falhas no nivel
do no e exibem a ID do n6 de cada n6 no cluster a
medida que a atualizacao progride. Vocé pode
monitorar o status de cada n6 usando a IU do
Element ou o plug-in do NetApp Element para a IU do
vCenter Server.

Vocé pode optar por pausar a atualizagao.
Dependendo do estado do processo de atualizagdo, a
operagao de pausa pode ser bem-sucedida ou falhar.
Vocé vera um prompt da interface do usuario
solicitando que vocé confirme a operagao de pausa.
Para garantir que o cluster esteja em um local seguro
antes de pausar uma atualizagao, pode levar até duas
horas para que a operagao de atualizagéo seja
completamente pausada. Para retomar a atualizacao,
selecione Resume.

Fez uma pausa na atualizacido. Selecione Resume
para retomar o processo.

Ocorreu um erro durante a atualizagdo. Vocé pode
baixar o log de erros e envia-lo para o suporte da
NetApp. Depois de resolver o erro, vocé pode retornar
a pagina e selecionar Resume. Quando vocé retoma
a atualizacdo, a barra de progresso recua por alguns
minutos enquanto o sistema executa a verificagdo de
integridade e verifica o estado atual da atualizagao.

O que acontece se uma atualizagao falhar usando o controle de nuvem hibrida da

NetApp

Se uma unidade ou no6 falhar durante uma atualizagao, a IU do Element mostrara falhas de cluster. O
processo de atualizagdo ndo avanga para o no seguinte e aguarda a resolugao das falhas do cluster. A barra
de progresso na IU mostra que a atualizagao esta aguardando a resolugao das falhas do cluster. Nesta fase,
selecionar Pausa na IU ndo funcionara, porque a atualizagdo aguarda que o cluster esteja saudavel. Vocé
precisara ativar o suporte da NetApp para ajudar na investigacao de falha.

O controle de nuvem hibrida da NetApp tem um periodo de espera pré-definido de trés horas, durante o qual

um dos seguintes cenarios pode acontecer:

 As falhas do cluster séo resolvidas dentro da janela de trés horas e a atualizagao é retomada. Vocé nao

precisa tomar nenhuma agéo nesse cenario.
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* O problema persiste apo6s trés horas e o status da atualizacdo mostra erro com um banner vermelho.
Vocé pode retomar a atualizagéo selecionando Resume apds o problema ser resolvido.

* O suporte da NetApp determinou que a atualizagado precisa ser temporariamente cancelada para tomar
medidas corretivas antes da janela de trés horas. O suporte usara a AP| para cancelar a atualizagéo.

Abortar a atualizagédo do cluster enquanto um né esta sendo atualizado pode resultar na
remogao desgraciosa das unidades do n6. Se as unidades forem removidas sem graca,

@ adicionar as unidades de volta durante uma atualizagao exigira intervengéo manual pelo
suporte da NetApp. O n6 pode estar demorando mais para fazer atualizagbes de firmware ou
atividades de sincronizagao pés-atualizagdo. Se o progresso da atualizagéo parecer
interrompido, entre em Contato com o suporte da NetApp para obter assisténcia.

Use a API de controle de nuvem hibrida da NetApp para atualizar o firmware de
storage

Vocé pode usar APIs para atualizar nés de storage em um cluster para a versdo mais recente do software
Element. Vocé pode usar uma ferramenta de automacéao de sua escolha para executar as APIs. O fluxo de
trabalho da APl documentado aqui usa a IU da APl REST disponivel no né de gerenciamento como exemplo.

Passos

1. Transfira o pacote de atualizagédo do firmware de armazenamento para um dispositivo que esteja acessivel
ao no de gestado; aceda ao software Element "pagina de transferéncias" e transfira a imagem de firmware
de armazenamento mais recente.

2. Carregue o pacote de atualizagao do firmware de armazenamento para o n6 de gestéo:

a. Abra a IU da API REST do né de gerenciamento no né de gerenciamento:
https://<ManagementNodeIP>/package-repository/1/

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
ii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizagao.
c. Na IU da API REST, selecione POST /packages.
d. Selecione Experimente.
e. Selecione Procurar e selecione o pacote de atualizagao.
f. Selecione execute para iniciar o upload.
g. Na resposta, copie e salve o ID do (""id" pacote ) para uso em uma etapa posterior.
3. Verifique o status do upload.
a. Na IU da API REST, selecione GET /packages/ id/status.
b. Selecione Experimente.
c. Insira a ID do pacote de firmware que vocé copiou na etapa anterior em id.

d. Selecione execute para iniciar a solicitacdo de status.
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A resposta indica state como SUCCESS quando concluida.

4. Localize o ID do ativo de instalagao:
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a. Abra a IU da API REST do né de gerenciamento no né de gerenciamento:

https://<ManagementNodeIP>/inventory/1/

b. Selecione autorizar e preencha o seguinte:
i. Introduza o nome de utilizador e a palavra-passe do cluster.
ii. Introduza a ID do cliente como mnode-client.
iii. Selecione autorizar para iniciar uma sessao.
iv. Feche a janela autorizagao.
Na IU da API REST, selecione GET /installations.

Q o

Selecione Experimente.

Selecione Executar.

o

f. Na resposta, copie o ID do ativo de instalagdo (id).

"id": "abcdO0le2-xx00-4ccf-1llee-11£f111xx9a0b",

"management": {
"errors": [],
"inventory": {
"authoritativeClusterMvip": "10.111.111.111",
"bundleVersion": "2.14.19",
"managementIp": "10.111.111.111",
"version": "1.4.12"

g. Na IU da API REST, selecione *GET /installations/
h. Selecione Experimente.

i. Cole o ID do ativo de instalagdo no campo id.

j- Selecione Executar.

k. A partir da resposta, copie e salve o ID do cluster de armazenamento ("id") do cluster que pretende
atualizar para uso em uma etapa posterior.

"storage": {
"errors": [],
"inventory": {
"clusters": |
{
"clusterUuid": "albdllll-4fle-46zz-ab6f-0allllbll1l1lx",
"id": "albdllll-4fle-46zz-ab6f-alalalllb012",



5. Execute a atualizacéo do firmware de armazenamento:

a. Abra a IU da APl REST de storage no né de gerenciamento:

-~ ® Q O

https://<ManagementNodeIP>/storage/1/

. Selecione autorizar e preencha o seguinte:

i. Introduza o nome de utilizador e a palavra-passe do cluster.

ii. Introduza a ID do cliente como mnode-client.

ii. Selecione autorizar para iniciar uma sessao.

iv. Feche a janela.
. Selecione POST /Upgrades.
. Selecione Experimente.
. Introduza a ID do pacote de atualizagdo no campo Parameter (parametro).
. Introduza a ID do cluster de armazenamento no campo Parameter (parametro).

. Selecione execute para iniciar a atualizacao.

A resposta deve indicar o estado initializing:

" links": {
"collection": "https://localhost:442/storage/upgrades",
"self": "https://localhost:442/storage/upgrades/3fa85f64-1111-4562-
b3fc-2c963f66abcl",
"log": https://localhost:442/storage/upgrades/3fa85f64-1111-4562-
b3fc-2c963f66abcl/log
b
"storageId": "114fl14a4-1ala-11e9-9088-6c0b84e200b4",
"upgradeId": "334fl4a4-1ala-11e9-1055-6c0b84e2001b4",
"packageId": "774f14a4-1ala-11e9-8888-6c0b84e200b4",
"config": {1},
"state": "initializing",
"status": {
"availableActions": [
"string"
1y
"message": "string",
"nodeDetails": |
{
"message": "string",
"step": "NodePreStart",
"nodeID": O,
"numAttempt": O
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}
1y
"percent": O,
"step": "ClusterPreStart",
"timestamp": "2020-04-21T722:10:57.0572",
"failedHealthChecks": |
{
"checkID": O,
"name": "string",
"displayName": "string",
"passed": true,
"kb": "string",
"description": "string",
"remedy": "string",
"severity": "string",
"data": {},
"nodeID": O

]

by
"taskId": "123fl4ad4-1ala-11e9-7777-6c0b84el23b2",

"dateCompleted": "2020-04-21T22:10:57.057z",
"dateCreated": "2020-04-21T22:10:57.0572"

a. Copie o ID de atualizagéo ("upgradeId") que faz parte da resposta.

6. Verifiqgue o progresso e os resultados da atualizagao:
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a. Selecione *GET /Upgrades/

b. Selecione Experimente.

c. Insira o ID de atualizag&o da etapa anterior em upgradeld.
d. Selecione Executar.

e. Siga um destes procedimentos se houver problemas ou requisitos especiais durante a atualizagéo:



Opcao Passos

Vocé precisa corrigir problemas de integridade do  i. Va para o artigo especifico da KB listado para
cluster devido a failedHealthChecks cada problema ou execute o recurso
mensagem no corpo de resposta. especificado.

ii. Se um KB for especificado, conclua o
processo descrito no artigo da KB relevante.

i. Depois de resolver problemas de cluster,
reautentique se necessario e selecione *put
/Upgrades/

iv. Selecione Experimente.

v. Insira o ID de atualizagao da etapa anterior
em upgradeld.

Vi. Introduza "action":"resume" 0 corpo do
pedido.

"action": "resume"

vii. Selecione Executar.

Vocé precisa pausar a atualizagdo porque a i. Reautentique se necessario e selecione *put
janela de manutengéao esta fechando ou por outro /Upgrades/
motivo.

ii. Selecione Experimente.

ii. Insira o ID de atualizagdo da etapa anterior
em upgradeld.

iV. Introduza "action":"pause" o corpo do
pedido.

"action": "pause"

v. Selecione Executar.

f. Execute a APl GET /Upgrades/"upgradeld" varias vezes, conforme necessario, até que o processo
esteja concluido.

Durante a atualizagdo, o status indica running se ndo foram encontrados erros. A medida que
cada no é atualizado, o step valor muda para NodeFinished.

A atualizagao foi concluida com éxito quando o percent valor € 100 e 0 state indica finished.
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Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"

Atualize o plug-in Element para o vCenter Server

Para ambientes vSphere existentes com um plug-in NetApp Element registrado para
VMware vCenter Server, vocé pode atualizar o Registro do plug-in depois de atualizar o
pacote de servigos de gerenciamento que contém o servigo do plug-in.

Vocé pode atualizar o Registro do plug-in no vCenter Server Virtual Appliance (vVCSA) ou Windows usando o
utilitario de Registro. Vocé deve alterar seu Registro para o vCenter Plug-in em cada vCenter Server onde
vocé precisa usar o plug-in.

O pacote de servigos de gerenciamento 2.27 inclui o plug-in Element para vCenter Server 5.5,
que é compativel apenas com o n6 de gerenciamento 12.8 ou posterior. Ao atualizar para os
servigos de gerenciamento 2.27, vocé deve alterar a sequéncia de atualizagéo e atualizar o
pacote de servigos de gerenciamento apds a atualizagéo para o Element 12.9 para ter

@ compatibilidade entre o n6 de gerenciamento e os servigos de gerenciamento.

O pacote de servigos de gerenciamento 2.22.7 inclui o plug-in Element para vCenter Server 5.0,
que contém o plug-in remoto. Se vocé utiliza o plug-in Element, é recomendavel atualizar para
os servigos de gerenciamento 2.22.7 ou posterior para estar em conformidade com a diretiva da
VMware que remove o suporte para plug-ins locais. "Saiba mais".

Plug-in do Element vCenter 5,0 ou posterior
Este procedimento de atualizagdo abrange os seguintes cenarios de atualizag¢ao:

* Vocé esta atualizando para o Element Plug-in para vCenter Server 5.5, 5.4, 5.3, 5.2, 5.1 ou 5.0.

* Vocé esta atualizando para um 8,0 ou 7,0 HTML5 vSphere Web Client.

@ O plug-in Element para vCenter 5,0 ou posterior nao é compativel com o vCenter
Server 6,7 € 6,5.

Quando vocé atualiza do Element Plug-in para vCenter Server 4.x para 5.x, os clusters ja
configurados com o plug-in sao perdidos porque os dados ndo podem ser copiados de

@ uma instancia do vCenter para um plug-in remoto. Vocé deve adicionar novamente os
clusters ao plug-in remoto. Essa € uma atividade unica ao atualizar de um plug-in local
para um plug-in remoto.

Plug-in do Element vCenter 4,10 ou anterior

Este procedimento de atualizagdo abrange os seguintes cenarios de atualizagao:

* Vocé estd atualizando para o Element Plug-in para vCenter Server 4,10, 4,9, 4,8, 4,7, 4,6, 4,5 ou 4 4.
* Vocé esta atualizando para um vSphere Web Client 7,0, 6,7 ou 6,5 HTMLS5.

* O plug-in ndo é compativel com o VMware vCenter Server 8,0 para Element Plug-in para VMware vCenter
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Server 4 .x.

* O plug-in ndo € compativel com o VMware vCenter Server 6,5 para plug-in Element para VMware vCenter

Server 4,6, 4,7 e 4,8.

» Vocé esta atualizando para um 6,7 Flash vSphere Web Client.

O plug-in é compativel com o vSphere Web Client versao 6,7 U2 para Flash, 6,7 U3
(Flash e HTML5) e 7,0 U1. O plug-in ndo é compativel com a versao 6,7 U2 build

@ 13007421 do HTML5 vSphere Web Client e outras versdes 6,7 U2 langadas antes da
atualizacéo 2a (compilagao 13643870). Para obter mais informagdes sobre as versoes
do vSphere suportadas, consulte as notas de versao "sua versao do plug-in" do .

O que vocé vai precisar

» Admin Privileges: Vocé tem o vCenter Administrator Role Privileges para instalar um plug-in.

+ Atualizacoes do vSphere: Vocé executou todas as atualizagdes necessarias do vCenter antes de
atualizar o plug-in do NetApp Element para o vCenter Server. Este procedimento pressupde que as
atualizagbes do vCenter ja foram concluidas.

* VCenter Server: O plug-in do vCenter versao 4.x ou 5.x esta registrado em um vCenter Server. No

utilitario de Registro (https://<ManagementNodeIP>:9443), selecione Status do Registro, preencha

0s campos necessarios e selecione verificar status para verificar se o plug-in do vCenter ja esta
registrado e o numero da versao da instalagao atual.

» Atualizagdes de servigos de gerenciamento: VVocé atualizou o seu "pacote de servicos de
gerenciamento" para a versao mais recente. As atualizagbdes do plug-in do vCenter séo distribuidas
usando atualizacdes de servicos de gerenciamento que sao langadas fora das principais versdes de
produtos para o storage all-flash NetApp SolidFire.

» Atualizagdes de né de gerenciamento:

Plug-in do Element vCenter 5,0 ou posterior

Vocé esta executando um né de gerenciamento que foi "atualizado" para a versédo 12,3.x ou
posterior.

Plug-in do Element vCenter 4,10 ou anterior

Para o plug-in do Element vCenter 4,4 a 4,10, vocé esta executando um né de gerenciamento que foi
"atualizado" para a versao 11,3 ou posterior. O vCenter Plug-in 4,4 ou posterior requer um no de
gerenciamento 11,3 ou posterior com uma arquitetura modular que fornece servicos individuais. Seu
né de gerenciamento deve ser ligado com seu endereco IP ou endereco DHCP configurado.

* * Atualizagbes de armazenamento Element*:

o A partir do plug-in do Element vCenter 5,0, vocé tem um cluster executando o software NetApp
Element 12,3.x ou posterior.

o Para o plug-in Element vCenter 4,10 ou anterior, vocé tem um cluster executando o software NetApp
Element 11,3 ou posterior.

* VSphere Web Client: Vocé fez logout do vSphere Web Client antes de iniciar qualquer atualizagao do
plug-in. O cliente web nao reconhecera atualizagdes feitas durante este processo para o plug-in se vocé
ndo terminar sesséo.
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Passos
1. Insira 0 enderego IP do seu nd de gerenciamento em um navegador, incluindo a porta TCP para Registro:

https://<ManagementNodeIP>:9443 AlU do utilitario de Registro sera aberta para a pagina
Gerenciar credenciais do servigo QoSSIOC do plug-in.

M NetApp Element Plug-in for vCenter Server Management Node

QoSSI0C Service Management vCenter Plug-in Registration

S Managemsnt Manage QoSSIOC Service Credentials

Manage Credentials

Restart QoSSIOC Servic

Old Password

New Password

Confirm Password

Contact NetApp Support at http /mysupport.netapp.com

2. Selecione Registo do plug-in do vCenter.
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Plug-in do Element vCenter 5,0 ou posterior

A pagina Registro do plug-in do vCenter é exibida:

NI NetApp Element Plug-in for vCenter Server Management Node

QoSSIOT Service Management  vCenter Plug-in Registration

HepageNtanr Rl vCenter Plug-in - Registration
Register Plug-in

oi the NetApp Element Plug-in for vCenter Server with your vCenter server

=d until & fresh vCenter login after registration

vCenter Address =ater Server Addre
vCenter User Name
vCenter Password Canier A

Customze URL

Contact NetApp Support at httpu/mysupport netapp.com

Plug-in do Element vCenter 4,10 ou anterior
A pagina Registro do plug-in do vCenter é exibida:



M NetApp Element Plug-in for vCenter Server Management Node

QoSSI0C Service Management vCenter Plug-in Registration

Manage vCenter Plug-in

vCenter Plug-in - Registration

Register Plug-in

Regis

ter version of the MetApp Element Plug-in for vCenter Ser with your vCenter server
)

iom.

e Plug-in will not be deployed until a fresh vCenter login after regis:

vCenter Address

vCenter User
Name

vCenter Password _entet A

|| Customize URL

Contact Netfpp Support at http fmysupport.netapp.com

3. Em Manage vCenter Plug-in, selecione Update Plug-in.

4. Confirme ou atualize as seguintes informacgdes:
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a. O endereco IPv4 ou o FQDN do servigo vCenter no qual vocé registrara seu plug-in.

b. O nome de usuario do vCenter Administrator.

@ O nome de usuario e as credenciais de senha inseridas devem ser para um usuario
com o vCenter Administrator role Privileges.

c. A senha do vCenter Administrator.

d. (Para servidores internos/dark sites) dependendo do plug-in Element para a versao do vCenter, um
URL personalizado para o arquivo JSON plug-in ou ZIP plug-in:



Plug-in do Element vCenter 5,0 ou posterior
Um URL personalizado para o arquivo JSON plug-in.

Vocé pode selecionar URL personalizado para personalizar o URL se estiver
usando um servidor HTTP ou HTTPS (site escuro) ou tiver modificado o nome do

@ arquivo JSON ou as configuragdes de rede. Para obter etapas de configuragao
adicionais se vocé pretende personalizar um URL, consulte a documentagao do
Element Plug-in para vCenter Server sobre como modificar propriedades do
vCenter para um servidor HTTP interno (dark site).

Plug-in do Element vCenter 4,10 ou anterior
Um URL personalizado para o ZIP do plug-in.

Vocé pode selecionar URL personalizado para personalizar o URL se estiver
usando um servidor HTTP ou HTTPS (site escuro) ou tiver modificado o nome do

@ arquivo ZIP ou as configuracdes de rede. Para obter etapas de configuragao
adicionais se vocé pretende personalizar um URL, consulte a documentagéo do
Element Plug-in para vCenter Server sobre como modificar propriedades do
vCenter para um servidor HTTP interno (dark site).

. Selecione Atualizar.

Um banner aparece na IU do utilitario de Registro quando o Registro € bem-sucedido.

. Faga login no vSphere Web Client como um vCenter Administrator. Se vocé ja estiver logado no vSphere

Web Client, primeiro devera fazer logout, aguardar dois a trés minutos e, em seguida, fazer login
novamente.

@ Essa acao cria um novo banco de dados e conclui a instalagdo no vSphere Web Client.

. No vSphere Web Client, procure as seguintes tarefas concluidas no monitor de tarefas para garantir que a

instalagao foi concluida: bownload plug-in E Deploy plug-in.

. Verifique se os pontos de extensao do plug-in aparecem na guia Atalhos do vSphere Web Client e no
painel lateral.

Plug-in do Element vCenter 5,0 ou posterior
O ponto de extensao do plug-in remoto do NetApp Element é exibido:

Plug-in do Element vCenter 4,10 ou anterior
Os pontos de extensao Configuragao e Gerenciamento do NetApp Element sao exibidos:
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Se os icones do plug-in do vCenter ndo estiverem visiveis, "Plug-in Element para vCenter
Server"consulte a documentagao sobre solugao de problemas do plug-in.

Depois de atualizar para o plug-in do NetApp Element para o vCenter Server 4,8 ou

@ posterior com o VMware vCenter Server 6.7U1, se os clusters de armazenamento nio
estiverem listados ou um erro de servidor aparecer nas seg¢des clusters e Configuragées
de QoSSIOC da Configuragdo do NetApp Element, consulte "Plug-in Element para vCenter
Server" a documentagéo sobre a solugao de problemas desses erros.

9. Verifique a alteracdo de versao na guia sobre no ponto de extensdo Configuracdao do NetApp Element
do plug-in.

Vocé devera ver os seguintes detalhes da verséo:

NetApp Element Plug-in Version: 5.5
NetApp Element Plug-in Build Number: 16

@ O plug-in do vCenter contém conteudo de ajuda on-line. Para garantir que a Ajuda contenha o
conteudo mais recente, limpe o cache do navegador depois de atualizar o plug-in.

Encontre mais informacgoes

* "Documentacao do software SolidFire e Element"

* "Plug-in do NetApp Element para vCenter Server"
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