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Tarefas pés-implantacao

Tarefas poés-implantacao

Dependendo de suas escolhas durante o processo de implantagao, vocé precisa concluir
algumas tarefas finais antes que seu sistema NetApp HCI esteja pronto para uso em
producdo, como atualizar firmware e drivers e fazer as alteracdes finais de configuracao
necessarias.

» "Altera¢des de rede suportadas”

* "Desative o servico smartd em nés de computacdo do NetApp HCI"

+ "Desative o comando "lacp-Individual" em switches configurados"

* "Crie uma fung¢ao NetApp HCC no vCenter"

* "Mantenha o VMware vSphere atualizado"

* "Instalar drivers de GPU para nés de computacdo habilitados para GPU"
* "Acesse o controle de nuvem hibrida da NetApp"

+ "Reduzir o desgaste da Midia de inicializagdo em um n6 de computagao do NetApp HCI"

Encontre mais informacgoes

* "Plug-in do NetApp Element para vCenter Server"

» "Pagina de recursos do NetApp HCI"

Alteracoes de rede suportadas

Depois de implantar o NetApp HCI, vocé pode fazer alteragdes limitadas na configuracéo
de rede padrdo. No entanto, vocé deve atender a certos requisitos para operagao suave
e detecgao correta de rede. Nao atender a esses requisitos causara comportamento
inesperado e podera impedir que vocé expanda recursos de computagao e storage.

Depois de implantar o sistema, vocé pode fazer as seguintes alteragdées na configuragdo de rede padrao no
VMware vSphere, conforme ditado pelos requisitos de rede:

* Altere os nomes do vSwitch

 Alterar nomes de grupos de portas

+ Adicione e remova grupos de portas adicionais

« Altere a ordem de failover da interface vmnic para quaisquer grupos de portas adicionais adicionados
Ao dimensionar os nés de computagao H300E, H500E, H700E, H410C, H610C e H615C, a NetApp HCI
espera que o cluster de computagéao existente no n6 atenda aos seguintes requisitos:

* Um minimo de quatro interfaces vmk

* Uma interface vmk de gerenciamento

* Uma interface vmk do vmotion


https://docs.netapp.com/pt-br/hci/docs/task_mnode_create_netapp_hcc_role_vcenter.html
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx

* Dois vmks na mesma sub-rede com ligagbes iSCSI ao iniciador iSCSI do software

A partir do NetApp HCI 1,10, quando vocé escala o cluster, o NetApp HCI ndo espera atender

as configuragdes de nds padrao.

@ Depois de alterar as configura¢des padrdo no VMware vSphere para um ou mais nds no cluster
de computagao existente, as configuragées do novo no se alinhardo com as configuragdes da

maioria dos nos no cluster.

Configuragoes padrao do mecanismo de implantagcao do NetApp

O mecanismo de implantagao do NetApp configura as configura¢des padrédo para os hosts de computacao,

dependendo da configuragédo do sistema e dos cabos.

No6s de computagao de H300E, H500E, H700E e H410C

A seguir, ha uma configuragéo de seis interfaces para nés de H300E, H500E, H700E e H410C com o VMware
vSphere Distributed Switching (VDS). Essa configuragéo s6 é suportada quando usada com os switches
distribuidos VMware vSphere e requer o licenciamento do VMware vSphere Enterprise Plus.

Funcgéao de rede vmkernel
Gerenciamento vmkO
ISCSI-A. vmk1
ISCSI-B vmk2
VMotion vmk3

vmnic (interface fisica)

vmnic2 (porta A), vmnic3 (porta B)

( )

vmnic5 (porta e)

vmnic1 (porta D
(

)
vmnic4 (porta C), vmnicO (porta F)

A seguir, ha uma configuragéo de seis interfaces com o VMware vSphere Standard Switching (VSS). Essa

configuragéo usa o VSS (VMware vSphere Standard switches).

Funcgéao de rede vmkernel
Gerenciamento vmkO
ISCSI-A. vmk?2
ISCSI-B vmk3
VMotion vmk1

vmnic (interface fisica)

vmnic2 (porta A), vmnic3 (porta B)
vmnic1 (porta e)
vmnic5 (porta D)

vmnic4 (porta C), vmnicO (porta F)

A seguir esta uma configuragéo de duas interfaces. Essa configuragao so6 € suportada quando usada com o
VMware vSphere Distributed switches (VDS) e requer o licenciamento do VMware vSphere Enterprise Plus.

Funcao de rede vmkernel
Gerenciamento vmkO
ISCSI-A. vmk1
ISCSI-B vmk2
VMotion vmk3

vmnic (interface fisica)

vmnic1 (porta D), vmnic5 (porta e)
vmnic1 (porta e)

vmnic5 (porta D)

vmnic1 (porta C), vmnic5 (porta F)



H610C n6s de computagao

Essa configuragao para H610C noés s6 é suportada quando usada com o VMware vSphere Distributed
switches (VDS) e requer o licenciamento do VMware vSphere Enterprise Plus.

@ As portas A e B ndo sao utilizadas no H610C.

Funcgéo de rede vmkernel vmnic (interface fisica)
Gerenciamento vmkO vmnic2 (porta C), vmnic3 (porta D)
ISCSI-A. vmk1 vmnic3 (porta D)

ISCSI-B vmk2 vmnic2 (porta C)

VMotion vmk3 vmnic2 (porta C), vmnic3 (porta D)

H615C n6s de computacgao

Essa configuragao para H615C nés so6 € suportada quando usada com o VMware vSphere Distributed
switches (VDS) e requer o licenciamento do VMware vSphere Enterprise Plus.

Funcao de rede vmkernel vmnic (interface fisica)
Gerenciamento vmkO vmnicO (porta A), vmnic1 (porta B)
ISCSI-A. vmk1 vmnicO (porta B)

ISCSI-B vmk2 vmnic1 (porta A)

VMotion vmk3 vmnicO (porta A), vmnic1 (porta B)

Encontre mais informagoes

* "Plug-in do NetApp Element para vCenter Server
+ "Pagina de recursos do NetApp HCI"

* "Documentacao do software SolidFire e Element"

Desative o servico smartd em nés de computacao do
NetApp HCI

Por padrao, o smartd servigo faz pesquisas periddicas nas unidades em seus nos de
computacao. Vocé deve desativar esse servigco em todos os nds de computagao depois
de implantar o NetApp HCI.

Passos

1. Usando SSH ou uma sessao de console local, faga login no VMware ESXi no né de computagéo usando
credenciais raiz.

2. Parar o servico em smartd execugao:

/etc/init.d/smartd stop


https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/us-en/element-software/index.html

3. Evite que smartd o servigo inicie na inicializagao:
chkconfig smartd off

4. Repita essas etapas no restante dos nés de computagao em sua instalagéo.

Encontre mais informacgoes

* "Desative o servico smartd no VMware ESXi"

* "Artigo da base de dados de conhecimento da VMware 2133286"

Desative o comando "lacp-Individual” em switches
configurados

Por padrao, o comando Mellanox switch lacp-individual e o comando Cisco switch
lacp suspend-individual permanecem configurados apos a implantacdo. Este
comando ndo é necessario apods a instalagao; se ele permanecer configurado, ele pode
causar problemas de acesso ao volume ao solucionar problemas ou reiniciar um switch.
Apos a implantagao, vocé deve verificar cada configuragao do switch Mellanox e do
switch Cisco e remover 0 lacp-individual comando ou lacp suspend-
individual.

Passos
1. Usando SSH, abra uma sesséao para o switch.

2. Mostrar a configuragdo em execugao:
show running-config

3. Verifique a saida de configuragdo do interrutor para o lacp-individual comando ou lacp suspend-
individual.

xxx-xxXxX 0 é o(s) numero(s) de interface fornecido(s) pelo

(:) utilizador. Se necessario, vocé pode acessar o numero da interface
exibindo as interfaces do Grupo de agregacdo de links de véarios
gabinetes: “show mlag interfaces

a. Para um comutador Mellanox, verifique se a saida contém a seguinte linha:
interface mlag-port-channel xxx-xxx lacp-individual enable force
b. Para um switch Cisco, verifique se a saida contém a seguinte linha:
interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

4. Se o comando estiver presente, retira-lo da configuracgao.

a. Para um switch Mellanox:


https://kb.netapp.com/Advice_and_Troubleshooting/Flash_Storage/SF_Series/SolidFire%3A_Turning_off_smartd_on_the_ESXi_hosts_makes_the_cmd_0x85_and_subsequent_%22state_in_doubt%22_messages_stop
https://kb.vmware.com/s/article/2133286

no interface mlag-port-channel xxx-xxx lacp-individual enable force

b. Para um switch Cisco:
no interface mlag-port-channel xxx-xxx lacp suspend-individual enable force

5. Repita estas etapas para cada switch em sua configuragao.

Encontre mais informagoes

* "O no6 de storage cai durante a solugao de problemas"

Mantenha o VMware vSphere atualizado

Depois de implantar o NetApp HCI, vocé deve usar o VMware vSphere Lifecycle
Manager para aplicar os patches de seguranca mais recentes para a versao do VMware
vSphere usada com o NetApp HCI.

Utilize o "Ferramenta de Matriz de interoperabilidade" para garantir que todas as versdes do software sao
compativeis. Consulte "Documentacao do VMware vSphere Lifecycle Manager" para obter mais informagoes.

Encontre mais informacgoes

* "Plug-in do NetApp Element para vCenter Server"
+ "Pagina de recursos do NetApp HCI"

* "Documentacao do software SolidFire e Element"

Instalar drivers de GPU para nés de computacao
habilitados para GPU

Os nos de computagao com unidades de processamento grafico (GPUs) da NVIDIA,
como o H610C, precisam dos drivers de software NVIDIA instalados no VMware ESXi
para que possam aproveitar o maior poder de processamento. Depois de implantar nos
de computacdo com GPUs, vocé precisa executar estas etapas em cada no6 de
computacao habilitado para GPU para instalar os drivers de GPU no ESXi.

Passos
1. Abra um navegador e navegue até o portal de licenciamento do NVIDIA no seguinte URL:

https://nvid.nvidia.com/dashboard/

2. Faca o download de um dos seguintes pacotes de driver para o seu computador, dependendo do seu

ambiente:
Versao do vSphere Pacote de driver
VSphere 6,5 NVIDIA-GRID-vSphere-6.5-410.92-410.91-

412.16.zip


https://kb.netapp.com/Advice_and_Troubleshooting/Flash_Storage/SF_Series/SolidFire_Bond10G_goes_down_when_flapping_an_interface_during_troubleshooting
https://mysupport.netapp.com/matrix/#welcome
https://docs.vmware.com/en/VMware-vSphere/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/us-en/element-software/index.html

Versao do vSphere Pacote de driver
VSphere 6,7 NVIDIA-GRID-vSphere-6.7-410.92-410.91-
412.16.zip

3. Extraia o pacote de driver no computador.
O arquivo .VIB resultante é o arquivo de driver nao compactado.

4. Copie o .VIB arquivo de driver do computador para o ESXi em execug&o no né de computagdo. Os
comandos de exemplo a seguir para cada versao assumem que o driver esta localizado
$SHOME/NVIDIA/ESX6.x/ no diretdrio no host de gerenciamento. O utilitario SCP esta prontamente
disponivel na maioria das distribuicdes Linux, ou disponivel como um utilitario para download para todas
as versdes do Windows:

Versao ESXi Descrigao

ESXi 6,5 scp $HOME/NVIDIA/ESX6.5/NVIDIA**.vib
root@<ESXi IP ADDR>:/.

ESXi 6,7 scp $HOME/NVIDIA/ESX6.7/NVIDIA**.vib
root@<ESXi IP ADDR>:/.

5. Siga as etapas a seguir para fazer login como root no host ESXi e instalar o Gerenciador de vGPU do
NVIDIA no ESXi.

a. Execute o seguinte comando para efetuar login no host ESXi como usuario raiz:

ssh root@<ESXi IP ADDRESS>

b. Execute o seguinte comando para verificar se nenhum driver de GPU do NVIDIA esté instalado
atualmente:

nvidia-smi

Este comando deve retornar a mensagem nvidia-smi: not found.

c. Execute os seguintes comandos para ativar o modo de manutengao no host e instalar o Gerenciador
de vGPU do NVIDIA a partir do arquivo VIB:

esxcli system maintenanceMode set --enable true
esxcli software vib install -v /NVIDIA**.vib

Vocé deve ver a mensagem Operation finished successfully.

d. Execute o seguinte comando e verifique se todos os oito drivers de GPU esté&o listados na saida do
comando:



nvidia-smi

e. Execute o seguinte comando para verificar se o pacote NVIDIA vGPU foi instalado e carregado
corretamente:

vmkload mod -1 | grep nvidia

O comando deve retornar saida semelhante ao seguinte: nvidia 816 13808

f. Execute o seguinte comando para reinicializar o host:
reboot -f

g. Execute o seguinte comando para sair do modo de manutencgéao:
esxcli system maintenanceMode set --enable false

6. Repita as etapas 4-6 para quaisquer outros nés de computagao recém-implantados com GPUs NVIDIA.
7. Execute as seguintes tarefas usando as instrugdes no site de documentagéo do NVIDIA:

a. Instale o servidor de licenca NVIDIA.

b. Configure os convidados da maquina virtual para o software NVIDIA vGPU.

c. Se vocé estiver usando desktops habilitados para vGPU em um contexto de infraestrutura de desktop
virtual (VDI), configure o software VMware Horizon View for NVIDIA vGPU.

Encontre mais informacgoes

+ "Pagina de recursos do NetApp HCI"

* "Documentacao do software SolidFire e Element"

Acesse o controle de nuvem hibrida da NetApp

O controle de nuvem hibrida da NetApp permite que vocé gerencie o NetApp HCI. Vocé
pode atualizar os servigos de gerenciamento e outros componentes do NetApp HCl e
expandir e monitorar sua instalagéo. Vocé faz login no Controle de nuvem hibrida da
NetApp navegando até o endereco IP do n6 de gerenciamento.

O que vocé vai precisar

* Permissdes de administrador de cluster: Vocé tem permissdes como administrador no cluster de
armazenamento.

» Servigos de gerenciamento: Vocé atualizou seus servigos de gerenciamento para pelo menos a versao
2,1.326. O controle de nuvem hibrida da NetApp nao esta disponivel em versdes anteriores do pacote de
servigos. Para obter informagbes sobre a versao atual do Service bundle, consulte "Notas de verséo dos


https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/us-en/element-software/index.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes

Servicos de Gestao".

Passos
1. Abra o endereco IP do né de gerenciamento em um navegador da Web. Por exemplo:

https://<ManagementNodeIP>

2. Faca login no controle de nuvem hibrida da NetApp fornecendo as credenciais de administrador do cluster
de storage da NetApp HCI.

A interface de controle de nuvem hibrida da NetApp é exibida.

@ Se vocé fez login usando permissdes insuficientes, vera uma mensagem "nao é possivel
carregar" nas paginas de recursos do HCC e os recursos nao estarao disponiveis.

Encontre mais informacgoes

» "Pagina de recursos do NetApp HCI"

* "Documentacao do software SolidFire e Element"

Reduzir o desgaste da Midia de inicializagcao em um né de
computacao do NetApp HCI

Quando vocé usa memoaria flash ou Midia de inicializagcdo NVDIMM com um né de
computagao NetApp HCI, manter os logs do sistema nessa Midia resulta em gravacgoes
frequentes nessa Midia. Isso pode eventualmente degradar a memoaria flash. Use as
instrucdes do artigo da KB a seguir para mover o log do host e 0 arquivo de despejo do
nucleo para um local de armazenamento compartilhado, o que pode ajudar a evitar a
degradacao da Midia de inicializagdo ao longo do tempo e ajudar a evitar erros de disco
de inicializacao total.

"Como reduzir o desgaste na unidade de inicializagdo de um n6 de computacao NetApp HCI"

Encontre mais informagoes

* "Plug-in do NetApp Element para vCenter Server"

+ "Pagina de recursos do NetApp HCI"


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Management_services_for_Element_Software_and_NetApp_HCI/Management_Services_Release_Notes
https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/us-en/element-software/index.html
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/NetApp_HCI/How_to_reduce_wear_on_the_boot_drive_of_a_Netapp_HCI_compute_node
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
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